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A Generalization to Schur’s Lemma
with an Application to Joint Independent Subspace Analysis

Dana Lahat and Christian Jutten, Fellow, IEEE*

Abstract

This paper has a threefold contribution. First, it introduces a generalization to Schur’s lemma from 1905 on
irreducible representations. Second, it provides a comprehensive uniqueness analysis to a recently-introduced
source separation model. Third, it reinforces the link between signal processing and representation theory, a
field of algebra that is more often associated with quantum mechanics than signal processing. The source
separation model that this paper relies on performs joint independent subspace analysis (JISA) using second
order statistics. In previous work, we derived the Fisher information matrix (FIM) that corresponds to
this model. The uniqueness analysis in this paper is based on analysing the FIM, where the core of the
derivation is based on our proposed generalization to Schur’s lemma. We provide proof both to the new
lemma and to the uniqueness conditions. From a different perspective, the generalization to Schur’s lemma is
inspired by a coupled matrix block diagonalization problem that arises from the JISA model. The results in
this paper generalize previous results about identifiability of independent vector analysis (IVA). This paper
complements previously-known results on the uniqueness of joint block diagonalization (JBD) and block term
decompositions (BTD), as well as of their coupled counterparts.

Preliminaries

Keywords Schur’s lemma, irreducible representations, coupled decompositions, joint block diagonalization,
uniqueness, identifiability, blind source separation, independent subspace analysis, independent vector analysis,
data fusion

1 Introduction

A well-known result in algebra, group theory and irreducible representations ([1, 2, 3, 4] and others) is often
known as “Schur’s lemma” [5]. In previous work [6], Schur’s lemma arose naturally in the analysis of the
uniqueness of blind source separation (BSS) of a mixture of piecewise stationary real multidimensional sources.
This BSS model can be reformulated as a symmetric joint block diagonalization (JBD) of a set of covariance
matrices. The analysis in [6] boiled down to showing that the model is non-identifiable for JBD-irreducible data if
and only if (iff) at least two multidimensional sources exist in equivalent subspaces. This result is complementary
to the generic uniqueness analysis in [7]. In [7], it was shown that JBD was a special case of a more general family
of tensor factorizations, called block term decomposition (BTD). In that paper, generic uniqueness conditions for
BTD were derived, and it was stated that “In the nongeneric case, lack of uniqueness can be due to the fact that
tensors can be further block-diagonalized”, or “be subdivided in smaller blocks”. Our result in [6] characterises
the cases where symmetric JBD of covariance matrices, which is a special case of BTD, is non-identifiable in the
nongeneric case and when the blocks are irreducible, that is, cannot be further divided into smaller blocks.

The analysis in [6] is based on characterising the non-invertibility of the Fisher information matrix (FIM). In
this paper, we follow a similar analytical approach. Based on previously-derived FIM for a different BSS model,
called joint independent subspace analysis (JISA) [8, 9], we characterise, in this paper, the singular points of this
FIM. Interestingly, this procedure resulted in a different lemma on irreducible subspaces. This new lemma, which
we present in this paper, can be regarded as a generalization of Schur’s original lemma. In analogy to the results
in [6], also in this case the non-identifiability conditions for the irreducible case (i.e., nongeneric uniqueness)
can be stated as an equivalence of subspaces of a pair of sources. However, in this case, the equivalence is in a
generalized sense, as we define in this paper.

The results in [6], which now can be regarded as a special case of those in this current paper, conform with
those in [7] (and references therein) about invariant subspaces and uniqueness of BTD.
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JISA is a generalization of independent vector analysis (IVA) to multidimensional components, or subspaces.
Accordingly, the uniqueness results in this paper generalize those in [10, 11, 12], for IVA, to the multidimensional
case. This is in analogy to the results in [7, 6], which generalize the well-known “spectral diversity” condition for
one-dimensional BSS with temporal or spectral diversity, to multidimensional subspaces.

The interpretation of the results in this paper, in terms of signal processing and data fusion, follows similar
lines as its IVA counterpart in [10, 11, 12] and references therein.

We mention that in the IVA or non-stationary one-dimensional BSS case there is no need to resort to Schur’s
lemma (or a variant thereof), because the subspaces are one-dimensional and the corresponding “blocks” are
scalar; hence, there is no irreducibility issue: the blocks in the algebraic formulation of the model, be it joint
diagonalization (JD) or coupled JD [13, 14], are already of size one, and thus cannot be further reduced. For
this reason, the derivation of uniqueness of IVA in [10] does not involve Schur’s lemma despite the fact that it
follows the same methodology as in this paper.

In this paper, we chose, for simplicity and clarity of exposition, to deal with a simple instance of JISA.
However, more elaborate formulations exist (e.g. [15],[16, Section VI]) that allow variability between data sets,
for example in the size of the blocks, as well as mixing matrices of different sizes, possibly rectangular. We
assume real data but our results can be readily generalized to the complex domain. In particular, one can
join the non-stationarity diversity of [6] with the multiset diversity of JISA, as a natural generalization of the
model in e.g. [13, 14]. The model in [13, 14] amounts to a coupled JD, whereas in our case, the model would
amount to coupled JBD [9]. One can combine both results of uniqueness, [6] and of this paper, and conclude
that for coupled JBD, the model is not identifiable if one can find equivalence of subspaces both in the data
set and in the temporal or frequency coordinates. In particular, JBD/BTD has strong uniqueness also in the
underdetermined case [7]. As a result, these properties are inherited by the coupled formulation and further
reinforce its uniqueness. Roughly speaking, the larger the number of types of diversity in the model, the smaller
the risk to fall randomly into a situation of non-uniqueness.

Our interest in the case of second-order statistics (SOS)-based real-valued JISA with only data set diversity
and no spatio/temporal diversity (as in, e.g., [13, 14, 17]) stems from the fact that this is the only setup in
which there is absolutely no identifiability of each data set alone. Hence, it is the most challenging scenario, and
illustrates the power of SOS-based JISA. The observation that coupled factorizations may be unique even when
individual factorizations are not unique, is not new, see, e.g., [18, 11, 12, 19] and references therein.

The link between irreducible representations and JBD in the context of signal processing has first been
introduced, to the best of our knowledge, by [20, 21, 22, 23]. The main difference of this work from these (and
from [6]) is that in this work we provide a substantial generalization to well-known results in algebra, and this is
achieved by analysing a new type of a BSS model as well as a new type of coupled factorization.

The main novelty and contribution of this paper is the lemmas in Section 3 and the JISA identifiability
Theorem 4.1. Some of the results on partitioned matrices, in Appendix A, are also new.

Part of this work was presented in [24].

The notations in this paper follow those of [9], unless stated otherwise. K denotes real or complex numbers.
Accordingly, -T denotes transpose or conjugate transpose. - is the ordinary transpose. Al £ (AK])—1,

The rest of this paper is as follows. In Section 2 we introduce some properties of sets of matrices that will be
used throughout this paper. Section 3 presents our generalization to Schur’s lemma. In Section 4, we apply the
new lemma to the uniqueness analysis of a basic form of JISA. We briefly discuss our results in Section 5.

2 Basic Definitions

The following definitions will be used throughout this paper.

2.1 Equivalence, Irreducibility

Definition 2.1 (Irreducibility (in the generalized sense)). Consider a set of matrices PF! ¢ KP[MXPM7
k,1=1,..., K. This set is reducible in the generalized sense if there exist K invertible matrices (transformations)

T ¢ KPXP™ guch that
TPk (Tl e KPPy g

pil o
k,l
pl!

1=1,2, and Pi[k] > 1 Vi, k. Otherwise, the set is irreducible (in the generalized sense).

, Where P[lk’l] and P[zk’l] are rectangular matrices of size Pi[k] X Pim7

can all be brought to a form [




Remark 1. When K < 2, under certain conditions, the set {P[k’”} may be exactly diagonalized, for example,
using generalized eigenvalue decomposition (GEVD) [25, Chapter 12.2, Equation (53)]. In this case, irreducibility
applies only to K > 3.

Definition 2.2 (Similarity and equivalence (in the generalized sense)). Two sets of matrices, {R[k’”}kK, =, and

{P[k’”}kK, 1—1, of size Pl x Pl are similar in the generalized sense if they are related by a generalized similarity
transformation

PRl = gHRFIG-U v

[k]

for some K invertible matrices {\Il[k]}f:1 of size Pl x P Generalized similarity can be regarded as a

generalized equivalence relation.

2.2 Admissible Data

The new lemma is inspired by a signal processing model that imposes certain constraints on the data. These
constraints correspond to certain plausible physical assumptions. We now define types of data admissible by
our lemma. First, we make a distinction between two types of admissible data: “strict”, and “relaxed”. The
“strict” form corresponds to setups more similar to those used in Schur’s original lemma or its immediate variants.
“Relaxed” admits a broader range of scenarios that are plausible in BSS, JISA and data fusion. Within the
JISA framework, “strict” corresponds to sources that are mutually dependent across all mixtures, whereas
“relaxed”, as its name implies, relaxes this assumption. Second, the lemma admits two different types of matrices.
“Symmetric” corresponds to the JISA model [9], in which each matrix reflects (cross-) covariance between true
multidimensional components. The “unitary” scenario emphasizes the analogy between this lemma and Schur’s
original; we use it only in the “strict” sense.

Definition 2.3 (Admissible and non-admissible data). A set of matrices plel ¢ kP XP[”, kil=1,...,Kis
admissible if any of the following holds:

Unitary: all P! unitary (implies PI¥l = P V&) and the set {P[’“’H}ﬁl=1 irreducible
Symmetric: P! is the (k,1)th block of P, a matrix of size (Zle P[’“]) X (Zle P[k]), where
1. P has a non-zero determinant
2. P Hermitian, which implies P*4 = (PLE)T vk,
and either

Strict: 1. P®! full-rank Vk, !
2. the set {P[k’”}ff,l:l irreducible
or
Relaxed: 1. For each k # [, either P full-rank with no zero entries, or Pkl = Opixl « pl

2. If for some k # | we have P* = 0, and P can be permuted to a block-diagonal form, i.e., can
be rewritten as a direct sum of B > 2 smaller matrices P = @{73:1 P[Bb’Bb], where B is the bth
subset in a partition of {1,..., K}, then, for any |By| > 2, the set of matrices in P55l must be
admissible in the strict sense.

Otherwise, the set is not admissible.

Remark 2. When the data are symmetric, we may consider only k& < [.

3 A Multiset Analogue to Schur’s Lemma

3.1 A Multiset Analogue to Schur’s First Lemma

We now present a multiset analogue to Schur’s first lemma [5].

Lemma 1 (Multiset analogue to Schur’s first lemma, strict). Let {P[’“’l]}, k,l=1,...,K, be a set of full-rank
P« PU matrices, real or complex-valued, either symmetric in the sense (P[k’l] = (P“’k])Jr or all unitary, i.e.,
admissible in the strict sense of Definition 2.3. If there exist K matrices M, ... MUK of size P x P such
that

~—

MEFEplkl — plkidnd vk, 1

then M = yTpi Vk, p € C.



Corollary 3.1 (Schur’s first lemma). Schur’s first lemma is a special case of Lemma 1, when K = 1.
For symmetric data (Definition 2.3), we may relax some of the constraints. In this case, Lemma 1 rewrites as

Lemma 2 (Multiset analogue to Schur’s first lemma, relaxed). Let {P®UY k1 =1,... K, be a set of P¥l x P!
matrices, real or complez-valued, admissible in the relaxed sense of Definition 2.3. If there exist K matrices
MU MIETD of size PRI x P such that

MEFEplRl — plEind vk, 1
then, either
1. Ml =0 V&, or

2. there exist, without loss of generality (w.l.o.g.), D={1,...,D}, D > 2, such that

plkeDIED] _ g — (P[k¢D,leD])T e P— pli:D,1:D] ‘ 0
o B 0 ‘ P[D+1:K,D+1:K]
and MIFEP] = wpw, peC, or
3. there exist, w.l.o.g., D ={1,...,D}, D > 1, such that
P[l,l] 0
0
PIEDIAK — g = (PIALIEDHT o P = . oo

0 PID+1:K,D+1:K]

and MIFEPI = UlH diag{u[lk],...,ug_f%k]}(U[k])T, u}[,k] € C, where U are the unitary matrices of the
eigenvalue decomposition (EVD) of PFH,

In the last two cases, without additional information about PIPHHDHLEE] e may set MIFEP) = 0.

The proof of Lemma 1 and Lemma 2 is given in Appendix B.

3.2 A Multiset Analogue to Schur’s Second Lemma

We now present a multiset analogue to Schur’s second lemma [5].
Lemma 3 (Multiset analogue to Schur’s second lemma, strict). Let R, P be two irreducible (in the generalized
sense of Definition 2.1) sets of invertible matrices R0 P E1=1,... K, of size R¥ x RI¥! and P x plEl,

respectively, either symmetric in the sense RW1 = (RN PRI = (PELENT or all unitary, i.e., admissible in
the strict sense of Definition 2.3. If there exist K matrices LI, ... LKl of size PFl x RIF such that

LERKET = pRALY vk (1)

then, if R¥! = P Yk, either LIF = Opixiy piv) Vk or L = pOlF v (where Ol wnitary and v € C) such that
R, P are related by a generalized similarity transformation (an equivalence relation) Pkl = QFIRIFIQUT vE, 1.
If Pl¥] #* RI¥] for at least one k, LK = Opivy piv VE.

Corollary 3.2 (Schur’s second lemma). Schur’s second lemma is a special case of Lemma 3, when K = 1.
For symmetric data (Definition 2.3), we may relax some of the constraints. In this case, Lemma 3 rewrites as
Lemma 4 (Multiset analogue to Schur’s second lemma, relaxed). Let R, P be two sets of matrices RFH =
(REFNT PRI — (PN k1 =1,...,K, of size R¥ x R¥ and P x PF | respectively, admissible in the
relaxed sense of Definition 2.3. If there exist K matrices LY ... L] of size P*l x RI* such that

LFRFEI — plkdg,ll vk, 1
Then, either

1. L[k] = OP[k]XR[k] Vk, or



2. there exist, w.l.o.g., k € D, D={1,...,D}, D > 2, such that

Pl:D,1:D] ‘ 0 B R[1:D,1:D] ‘ 0
0 ‘P[D+1:K,D+1:K] , R= 0 ‘R[D+1:K,D+1:K] J

P =

and L = vOW | where O unitary and v € C (implicitly, P¥ = R¥ Vk), such that RIFEPIED]
and PFEPIED] qre related by a generalized similarity transformation (an equivalence relation) P! =

OHMRKIQMUT for k,l € D, or
3. there exist, w.l.o.g., k€ D, D={1,...,D}, D > 1, such that
Pl 0 R 0

P = 0 pID.D] , R= 0 R/D.D]

0 ‘ PID+1L:K,D+1:K] 0 ‘ RID+1:K,D+1:K]

where, for k € D, there exist 1 < QI < min(P* | RI¥) such that

plhk _ diag{ [P, o 1.0} 0

0 PR o 1. p0a gue 1. p04
RIkH diag{[R**]]; o 1.qu } 0

0 [R[k’k]}Q[kl-f-l;R[k],Q[k]+1;R[k]

Let A™ denote a non-singular Q¥ x Q! diagonal matriz and HE’;], Hyg] two arbitrary Q! x Q!

permutation matrices. Then,

k
LIk oy
0

APl o] wvkep

In the last two cases, without additional information about PIPHVEDTLE] pe may set LIFED] = 0.
The proof of Lemma 3 and Lemma 4 is given in Appendix C.

Example 1. In the last scenario of Lemma 4, let PF+* = diag{P¥**} and RIFF = diag{R¥*I} for some
ke D. Assume w.lo.g. that R < PWl for this k. This implies Q! = R¥. Then, it follows from Lemma 4
that (1) holds for any full-rank LIFl = H[IIDC]A[HHB];].

4 Uniqueness and Identifiability of JISA

We now turn to the second part of this paper, which is the identifiability of JISA [8, 9]. JISA is a source
separation model that at its simplest form can be reformulated as a coupled matrix block diagoanlization.

As in JBD [26], and in some similarity to the identifiability analysis of IVA in [27, 12], it is possible to
study the identifiability of the model through the properties of the FIM, whenever it is available in closed form.
For each pair (i, j), it has been shown in [9] that the FIM corresponds to the symmetric positive semi-definite
2Kmym; x 2K'm;m; matrix

S;; S, Ik ®Tm,m

H = IK Q Tmi,"bj Sii H S]_jl (2)
where
1,1 - LK -
ng ] ® [Snl]u S;j ! ® [Su‘l]ll
S,; B8, = : ?
s esiln - S e 87k

i

is a K'm;m,; x Km;m; matrix whose (k, {)th block is SE-];-’” ®[S;;' ]k and has size m;m; x m;m;. Hence, S;;BS;;!
is a matrix partitioned into blocks according to m;m;1x = [m;m;,...,m;m;]", both in rows and in columns.
—_—
K times

Matrices Syf’l] and [S;il]kl are the (k,l)th blocks of S;; and St respectively, and have size m; x m;. The

i



(k]

%

(k1]

superscript notation [k,1] is to remind that in the JISA context, S;;”" is the covariance between sources s

]
7
notation for sub-blocks of S;;*. Therefore, SEIE’” £ [S;il,;- In (2) we have introduced the commutation matrix
Tpo € RECXPQ where vec{M'} = Tpgvec{M} for any M € RF*? [28]. More properties of the commutation
matrix can be found in Appendix A.

Matrix ‘H in (2) is always well-defined, since it is derived based on the assumption that S;; and S;; are
invertible covariance matrices. This also implies that the identifiability results that are based on the analysis
of #H are valid only for the case that S;; and S;; are invertible. For further discussion of what we define as
admissible data, see Section 2.2 and Definition 2.3.

For the purpose of our analysis, we introduce a simplified notation, in which ® £ S;; and E £ S,;. Then,
®;,; and [E_l]kl are m; X m; and m; x m; matrices, representing the (k,)th blocks of ® and =1, according to

and s;’ in data sets k and [, respectively. Since inverting S;; mixes all data sets, we do not use this type of

the partitions m;1yx = [mj,...,m;]" and m;1x = [m;,...,m;]", respectively. With this notation, matrix
— ——
K times K times

can now be written as

OBE"  Ix®@Tmm| _ [I 0 em=z"! I I 0 -
Ic @Tmm, EBO | [0 Ix®Tm,m I 0 'BE||0 IxxT/

mi,mj
H

%:

where the factorization in the second step is due to Identity A.1 in Appendix A. Therefore, identifiability
for this model consists in characterizing the sufficient and necessary conditions for the invertibility and thus
positive-definiteness of
=—1 -1
2 OH= I _ S”EHS“ 711 ) (4)
I S;; B8

4.1 Analyzing H

For M’ to be positive-definite, we require that for any vector x € K2Kmim;x1,
0<x Hx=x"VI Vx =v'v. (5)

\%

Conversely, for H' to be non-positive-definite, there must exist some non-zero x € K2Km:m;x1 gych that

2K7TL¢’I’TLJ'
0=x"Hx=x"VI Vx =viv=> |u[? & w.=0Va & Vx=0. (6)
~—~
veR2Emim;x1 a=1

4.1.1 Factorizing H
First, based on (5) and (6), we look for a meaningful factorization #' = V V. We propose the following.

;@ [emE! I
n= I @—1535] (72)
® [@t@:TEETE: @ e mEIE: .
" |ete-tm=-iTElT e-iTetmaizt )
Identily A5 -(Q%TD]E_%)T(O%T[DE_%) (@%T[DE_%)T((-)_% [I]E%T) (7)
T |etomEr)Ter mEt) (e tmEr)Te tma:T) ‘
B 1 1
©@2'mE )T [ air 1 1 1 T
= ot mainyT eiTma: e tmelT|=VTV (7d)
- VKm;m;x2Km;m;
vT J Mg

The first equality repeats the definition of ' in (4). The second equality uses the square root factorization of a
symmetric matrix, which we define as

i 1T 1 17T 1 1T —% B S | 1

S;; =878} =020 =0 < §;;7=85,°8,,°"=0"7206:=06 (8)
The third equality follows from Identity A.5 in Appendix A, which leads directly to the desired factorization in
the fourth step.



4.1.2 Find x # 0 such that Vx =0

Next, we find a non-zero vector x € K256mim5*1 guch that Vx = 0. W.l.o.g., we look for x in the general form

[ vec{MI} T

vec{l\:/I[K]} _ { vecbd {M} ] _ {u] 9)

—vec{NI} —vecbd {N} —v
| —vec{NIKI1} ]
where
[vec{MI!} X
u = vecbhd {M} = : M2 @M[k] =M, MM ¢ gmixm;
| vec{MIKT} k=1
[vec{N} K
v = vechd {N} = N2 @N[k] =N, N ¢ gmixm;
| vec{NIK]} k=1

The “vecbd” operator is defined in Definition A.2 in Appendix A. The symbol ¢ stands for the block-partition
m;lg X mjlg. Setting Vx = 0 implies that

1T 1 1 17] | vechd{M} |
Sj; WS;* ;7 WS } {vecbdg{N} =0 (10)

for some non-zero vechd.{M} and vecbd.{N}. Equality (10) can be rewritten as
3T -3 -3 3T
(S7; mMS,;?)vecbd {M} = (S,,;> IS )vecbd {N} (11)

We now turn to finding these vecbd,{M} and vecbd {N} (alternatively: {MIMF 1 —and {NF}E ). Using
Identity A.3 in Appendix A, equality (11) can be rewritten as

vee{S;;*MS%} = vec{SZ NS 2 '}. (12)
Removing the “vec” notation,
_1 1 1T _1l7T
S;;*MS?, =85 NS, 2 . (13)

Since S;; and S;; are invertible, the latter is equivalent to

MM = SIINIT e gmoxms i, g (14a)
K K

MS;; =8;N , M2 PmMH | N2 ENH (14b)
k=1 k=1

Hence, our goal is to find non-zero {MIF 1} and/or {NIF}E  for which equality (14) holds.

4.1.3 From MSjj = S“N to LR = PL

The identifiability problem (14) can further be simplified into characterizing the non-trivial solutions to

LFRKED = pROLE e KPXE vk | (15a)
K

LR=PL ,L2QLN (15b)
k=1

where P € KEPXEP and R € KEEXKR are normalized versions of S;; and S;; such that their (k,k)th
main-diagonal blocks are equal to the identity:

PEM —Tp and RN =1p (16)



and P = m;, R = m;. The normalization scheme that leads to (16) is explained in Appendix D. The
derivation of (15) is explained in Appendix E. The positive definite matrices P and R are partitioned similarly
to S;; and S;; into K x K blocks such that Pkl ¢ KP*P and R € KR Accordingly, L e KP*R,
L £ bdiag{L!"Y,... LXK} = @szl L¥. Problem (15) is simpler than (14) since L replaces both M and N,
thus cutting by half the number of unknowns. The problem can now be reformulated as finding the minimal
conditions on P and R such that {L[k]}f:1 are not all zero and (15) holds, while respecting the admissibility
constraints in Definition 2.3.

4.2 Main Result: JISA Identifiability

We now apply Lemma 3-4 to (15) and then undo the normalization. For R®! PlF! with structure as in (68)
and m; = my, it follows from Lemma 34 that LI¥l = \O*] vk € D. Hence,

A0l - oltsIQlT — olisiiallT . Aol

Jj
= sl = g MolTQl gkl gliTgllg: 11T
Wkl wlT

This link between matrices can be regarded as a generalized similarity or equivalence transformation, as defined
in Definition 2.2; see also Via et al. [11, Definition 1]. For two datasets with RI*! PF with structure as
in (69), Lemma 4 states that there always exists a non-trivial solution to (15). Hence, data with structure (69)
are always non-identifiable. In all other cases, the model is identifiable.

Accordingly, we identify two types of scenarios associated with non-identifiability of the basic JISA model.

Scenario 4.1. The first type of non-identifiability is associated with a pair of sources whose covariance matrices
have the structure

[1:D,1:D] [1:D,1]
S — Si; ‘ O0Dm; x (K—D)m; and S — Sy ‘ 0pm; x (K—D)ym; (17)
2 [D+1:K,D+1:K] 27 [D+1:K,D+1:K]
O(k—Dym;xDm; | Si; Ok —Dym;xDm; | Sj;
In this case, the model is non-identifiable iff m; = m; and the sources are linked by
SR = paiag (@l Pl P Pl pdiag T {wlY, . wlP]) (18)
for any D invertible m; X m; matrices Wl | =1,...,D. Equation (18) is a generalized similarity transformation,

hence an equivalence relation, in the sense of Definition 2.2, between SE:D’LD] and S%D’I:D].

Scenario 4.2. The second type of non-identifiability is associated with a pair of sources whose covariance
matrices are of possibly different size, m; # m;, and structure

i SEJ] .. 0
S, — 3 b ODm,; x (k—D)ym (19a)
0 S D+LEKDILK
1: 1:
0(k —D)m; x Dm; Sgi DR
r gl
sl 0
o : : O0Dm, x (K —Dym;
A gD e (19b)
— = [D+1.K,D+L:K]
L 0(x —Dym;x Dm, ‘ Sii

In this case, the model is always non-identifiable.

Theorem 4.1 (JISA non-identifiability). The JISA model is not identifiable iff there exists at least one pair
(4,7) of positive definite covariance matrices S;; and S;;, admissible by Definition 2.3, for which either

1. structure (19) holds for 1 < D < K,

or
(k]

2. structure (17) holds for2 < D < K, m; = mg-k] Yk € D, and

S‘[jlj:D,ltD] — bdlag{qj[l], o ‘I,[D]}SED,ID] bdlagT{\I’[l], o \II[D]}

(%]

i

where ¥ are arbitrary invertible m; " X mEk] matrices.



5 Discussion

In this paper, we presented new results in algebra and in signal processing. This was achieved by analysing
the FIM of a recently-proposed source separation model that is inspired by data fusion. Therefore, one of
our messages in this work is that by formulating new ways in which data sets can interact, we obtain new
types of algebraic structures, and the theoretical analysis of these algebraic structures yields new insights and
contributions that go beyond their community of origin.

This algebraic result, formulated in several lemmas, can be regarded as a generalization to and a variation
of Schur’s lemma on irreducible representations. As an application, we have used this lemma to derive the
non-generic uniqueness and identifiability conditions of JISA, when SOS are involved and the mixing matrices
are all invertible. This model, as well as the corresponding lemmas, can be extended by further relaxing some of
the numerical and structural assumptions.

From a data fusion perspective, the JISA model is non-identifiable in two main scenarios: first, if there exists
at least one pair of sources with equivalent subspaces, in the generalized sense. Second, if there exists a pair of
sources with no counterparts in the other data sets. All other scenarios are identifiable, if the data are admissible
(as long as the basic JISA model assumptions hold, of course). This implies that JISA can be used for data
fusion even if there are only very few links among corresponding sources in different data sets.

The notion of “generalized similarity” may be used as a multiset extension of the concept of “Kruskal
rank” [29] to datasets that cannot be stacked in a single array (tensor), yet having a multi-way nature. Our
results are related to the concept of k’-rank, introduced in [30, Definition 2.3]. The results in this paper allow to
further generalize these concepts. A potential impact is using this generalization to derive the uniqueness of
more elaborate coupled and multi-way models.

Finally, Table 1 provides further insights into our new results by comparing the original and new lemmas.
“Variation” in the first row implies that we use symmetric matrices instead of irreducible representations of
symmetry groups, as in the original formulation by Schur. Table 1 clarifies why we call the new formulation
“generalized”: when all commuting matrices are forced to be identical, we obtain the original Schur formulation.

| | Multiset analogue (new) | Schur’s lemma (variation)
kil=1,....K qg=1,...,Q
Input data MK ckl px p M, C@ P x P
First lemma clttl = (M) T Cl = (C)T
Commutation M Clkl = clkUMU v, MC@ = C@M vq
Non-uniqueness M = wIp Vk, >0 M= ypylp, p>0
Comm. if MI*) = M Vk MCFH = ClUM Vi, 1
Ml P« P M P’ x P
Input data Clkll px p, ¢/l p'x p! Cc@
Second lemma Px P, C9 P x P’
Commutation M CHI = crisIvll vk, i MC@ = C"(9M Vq
Non-uniqueness M = 0p/yp or MIF = \OFI Wk | M = 0p/xp or M = \O
Comm. if M* = M Vk MCF = ¢/FIM VE, 1

Table 1: Comparison of Schur’s lemma and its proposed multiset analogue, strict sense



A Some Algebraic Properties

For ease of reference, we list some useful algebraic properties. Properties that are not proved below can be found
in [31, 32, 28]. A glossary of notations is given in Table 2.

Product Name Notation LaTex Command
Hadamard ® \had

Khatri-Rao columnwise ® \khat
Khatri-Rao block-columnwise M \khatcb
Khatri-Rao for partitioned matrices / block-Kronecker —H \khatb

Table 2: Glossary

For any matrices M, N, P, Q (with appropriate dimensions),

(N@M)(P®Q)=NPoMQ (20a)
(NoeM)'=NTeoM'" (20b)
vec{MQN} = (N" @ M)vec{Q} (20c)

tr {PQ} = tr{QP} (20d)

tr {PTQ} = vec'{P}vec{Q} (20e)
det(MN) = det(NM). (20f)

For any two matrices Mjysxp and Ny,
TunNoM)=MN)Tpg. (21a)
Identity A.1.
(I@ Tm,m, ) ABB)ART,,, ,,,) =BHA (22)
Proof of Identity A.1.

(T@ T m, ) ABB)AR T . )

—’Tm“nj 0 A 1®Bnn - Aigr®Bik T;Li,m]‘ 0
L O Tmim; | |[Axk1®Br1 -+ Axx @ Bk 0 T;u,m,'
i Tm,i,mj (All X Bll)T;”,mj e Tmi7mj (AlK ® BIK)T'I—:Lhmj
LT s m; (A1 ® BK1)7',T,“,mJ. o Tngm; (A ® BKK)T;“,mj
[B11®A11 -+ Big @Ak
(2Le) : : —BBA (23)
|IBk1 ® Ag1 -+ Brxrx ® Ak

A.1 diag, bdiag, vecd, vecbd operators

In order to avoid confusion with the vecd and vecbd operators, we define

T11 0 0
diag{X}2 [ 0 . 0 | =diag(diag(X)), X ¢ RE*K
L 0 O TKK
_.’L‘l 0 0
diag{x}2 |0 . 0 | =diag(x), x ¢ RE*!
L 0 0 TK

10



Now, let o = [y, ..., ak]T, Zszl ap = « and similarly for 8. Then,

X11 0 K
bdiage,g{X} = = P Xy = bdiag{Xu1,..., Xgx} , Xgp € R
0 XKkK k=1

bdiag, {X} £ bdiag, o {X}, X € R***

Definition A.1 (vecd Operator). For any square matrix X € RE*X with entries z;;, i,j € 1,..., K, define the
operator
T11
veed{X} £ | : | =diag(X) € RF*!. (24)
TKK

That is, vecd{X} is a vector that consists only of the entries on the diagonal of X.

Definition A.2 (vecbd Operator). For any rectangular matrix X € R®*# partitioned into K rows and K
columns such that its (i,7)th block is X;; € R« 4 j e 1,...,K, a = [oa,...,ax]", B = [B1,..., B8],
a= Zszl ag, B= 22{21 B4, define the operator

vec{X11}
vecbdaxg{X} £ € R(Zio anBi)xt # vec{bdiag, . g{X}} (25)
VQC{XKK}

That is, vecbdaxg{X} is a vector that consists only of the (vectorized) entries of the block-diagonal of X, where
the rows of X are partitioned according to o and the columns by 3. If &« = 3 then we can write

vechdg {X} £ vecbdaxa{X} . (26)

A.2 Khatri-Rao, Kronecker, Tensor Matricization and Vectorization

Tensors can be written as multidimensional arrays, matricized or vectorized. Even within these representations,
there are variations. Consider a third-order tensor whose representation in multilinear products is

T=D X1 A’ X9 B’ X3 C/ (CPD) (273)
T=Gx1Axy3Bx3C (Tucker) (27b)

where D is a tensor with diagonal core d [33, Table I, Eq. (4)]. Then, its vector representation can be written
as [33, Table III]

vec{T} =(C' 0B © A')d (CPD) (28a)
vec{T} =(C®B ® A)vec{G} (Tucker) (28b)

If now T is a second-order tensor, then (27) reduces to

T=Dx; A’ xoB' = A'DB'' | D = diag{d} (29a)
T=Gx, Ax;B =AGB' (29b)
and (28) to
vec{T} = (B'® A')d (30a)
vec{T} = (B ® A)vec{G} (30b)

Combining (29) with (30), and using the notation d = vecd{D} from Definition A.1, we obtain

Only for Dediag

vee{T} = (B’ ® A')vecd{D} = vec{A'DB’ "} (31a)
vec{T} = (B® A)vec{G} = vec{AGB'} (31b)

Well-known identity VG

The equalities in (31) are summarized in the following identity

11



Identity A.2. For any X € diag, and matrices A and B with appropriate dimensions,

(B ® A)vecd{X} XL (B ® A)vec{X} = vec{AXBT} (32)

where the operator “vecd{-}” was defined in Definition A.1. The second equality is true for any X, and the first

one only for X diagonal.

Identity A.2 appears in Brewer [34, Table III, T3.13], as well as in Liu and Trenkler [35, Equation (27)].
Similarly to the argumentations in (27)—(31), we can also vectorize a Tucker format of a second-order tensor
when the core tensor is block-diagonal.

Identity A.3. Let A € R**® and B € R"*# be two matrices partitioned into K column blocks of dimensions

1 X ag and v X B, respectively, o = Zszl ag, B = Zszl Br, = [ay,...,ak]", B=[B1,...,Bk|", as follows,
A:[Al“AK}, AkGRMXQk
B=[B;| - |Bxk |, ByeR*% (33)

and X = @, Xy, € R*¥8, X € R *Px. Then

(BM A)vecbdaxg{X} = vec{AXB'}, (34)
where the operator “vecbdqxg{-}” was defined in Definition A.2 and ‘0" in Table 2.
Remark 3. Identity A.3 is a generalization of Identity A.2.

Proof of Identity A.3 and Equation (34). Apart from the Tucker format vectorization, which is a constructive
proof, we can also prove directly. The following proof is based on the fact that

A, =AJ,, (35)
0
where Jo, = |La, | € R** is a matrix of zeros, with I,,, at the rows required to extract the columns pertaining
0
to Ag from A. We define a similar matrix for B. Then,
VCC{Xll}
(BMA)vecbdaxg{X} = [ BJs, ® AJq, | -+ | BJg, ® AJq, | :
vee{ X gk }
K . K
=Y B'J5 @ ATy, vec{Xpp} = Y vec{AJq, X d j, B}
=1 k=1
K
= vec{A (D Jo, XiJj, )BT} = vec{AXB} (36)
k=1
@f:l Xpp=X
O
Identity A.4. Consider four matrices A € R#*¢, B € R¥*¢, C € R**" D € R"*?. Then,
Exn 3 223
f'/_l_\\ f-{r\\ —_—— -
A C®B D=(AGB) (CoD) (37)
Sp=a  Sv=y =E=( =n=6
=E=(,n=4 EXpv ayxn
=purv=ary

where “®” denotes the “columnwise Khatri-Rao product” and “®” the scalar Hadamard product, see Table 2.
We see that the constraints £ = ¢ and 1 = § occur on both sides of (37). The constraint on the right-hand
side (RHS) “uv = a” is fulfilled with the left-hand side (LHS) constraints g = « and v = . We thus remain
with

ATC@BTD = (AMX§@BVX£)T(C/LX77@DVX71)- (38)

The constraints on the dimensions of the matrices imply that they may be regarded as sub-blocks of the same
matrix,

Au><f C;an
39
|:B1/><§ Dl/><’l7 ( )

12



Proof of Identity A.4 and (37). On the LHS of (37), the (4, j)th scalar entry of ATC is

"
[ATCli; = akick; = (ai) "¢ (40)
k=1

where ag; is the (k,i)th scalar entry of A and a; is the ith column vector of A. Hence,

[ATC@®B'D]; = (a)) "¢; - (b;) " d; (41)
On the RHS of (37),
(ar@by)"
(AeB) (CoD) = : [ci®@d; -+ ckx @dg] (42)
(ag @ bg)"
The (7, j)th block of (42) is
(a; ®by) " (c; @ dj) = (a] ¢;) @ (b d;) = (a] ¢;) (b d;) = (41) (43)
O

Remark 4. Identity A.4 is a special case of Identity A.5.
Remark 5. Equation (37) is our extension to

ATA®B'B=(A®B)" (A®B), (44)
see, e.g., [35, 36, 37, 38].

In order to solve the multidimensional case, we need to extend Identity A.4 (Equation (37)) and Identity A.2
(Equation (32)) to any block-partitions.

Identity A.5. Let A € R¥X% B € R?*% C € R**¢, D € R¥*? be four matrices partitioned to column blocks
as Ay € Rk By e RO Ce RV D e RV S ap=a, Yh  Br=b Sh = ¢ Yo, 0 =d.
Then,

(ADB)' (COD)=A"CEHB'D (45)
Proof of Identity A.5 and (45).
Apxa@Byxo= [ Ar| - | A JO[ By |- | Bk |
=[ A1 ®B; ‘ ‘ v X o By ‘ ‘ Ax ®Bg | € RH/ X i kb (46)
Therefore, m
Sk kB x v X SR vkl
(ADB) (COD)= [ A, @B |-+ | Ak ®Bxk | [ Ci@Dy | - | Ck ® D | (47)
[ (A1 @By
= [Ci@D; |- | Ck®Dg |
L((Axk ®Bg) T
A @ B
= [Ci1®D; |- | Ck®Dg |
LA ®Bj
[A/C;®B[D; - A[C ®B{D, -+ Al Ckx @B/ D]

AJC;®B/D; - AjC, ® B]D -+ AlCxr®B]Dg

—— ——
= [ATC]MGRO‘/CXW [BTD]kleR/JkX(Sl

akBr X716

AJC,®BLD; - ALC, ®BLD, .. AJCkx ®BLDg.

In the above, we only need that A and C and B and D have the same number of rows (this can be formulated
as [A C] and [B D], less constrained than (39)) and that all matrices are partitioned into the same number
K of block columns. We do not need that g, Sk, vk, Ok be equal. The (k,1)th block of (47) is exactly the (k,{)th
block of ATCHBTD. O
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B Proof of Lemma 1 and Lemma 2

Proof of Lemma 1 and Lemma 2 (Multiset analogue to Schur’s first lemma). Lemma 1 states that K matrices
M) that commute with a set of strictly admissible (Definition 2.3) matrices {P®4}, k1 =1,... K,

MlplEld — plinvl v, | (48)

are all equal to a constant multiple of the unit matrix, with the same constant value. Lemma 2 deals with
cases in which some of the matrices in the set are zero. The proof that we propose here follows the same lines
of the proof to Schur’s original lemma in [4, Chapter 4], the difference arising from the fact that the original
requirement from the commuting set to form a representation is relaxed, and of course the multiset scenario.

The first step in the proof is to show that each matrix M¥! can be written as a sum of two Hermitian
matrices. Let us write the conjugate transpose of (48) as

PENY (M) = (M) PR vk, (49)
Then, using either
(PRIt = (P =1 if unitary,

(49) — (PRI = (M)t k)1 Ll LN

or
(P = PEE if symmetric (P = P1),
49) —  PLHIT = (vl)iplhH LAN
(49) rewrites as
(M) TP — plell (VY g g (50)

Hence, if K matrices M¥l commute with P% 4, so do their conjugate transpose (M[k])T. Therefore, any linear
combination of M* and (M) commutes as well:

(aMF 4+ p(MIFYH PRI = PRI (oMU + pMINTY va,be C, VE, 1 (51)

In particular, a =1,b=1,

(MU (vl hpld = pledavll 4 (vt vk, 1 (52)
—— N——
H[lk] H[ll]

and a =i, b= —i, where i & /—1,

i(M[k] — (M[k])’r) plkl — plkd] i(M[l] — (M[l])T) Vk, 1 (53)
| ——
such that (easily verified)
1
Ml = §(H[1k] —iHM) (54)

Note that (Hgk])T = H[lk]7 (H[zk])T = H[Qk]7 i.e., Hermitian. The rest of the proof will show that, in the strict case,

both H[lk] and ch] are proportional to the unit matrix up to two scalars a, b € R such that MK = %(a —ib)Ipmw.
As we shall see, in the relaxed case, the situation is a bit more complicated. Hence, we shall now characterize

the properties of the Hermitian matrices H*! that commute as
HF Pk — prIgl w1 (55)
The EVD of H*! is
HF = UM AF (glkht (56)
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where

A 0
Al 2 , A er
[k]
0 Apin

Substituting (56) in (55),
UFAF uhtplkl — prIgl AUyt g g

and isolating the diagonal terms,

A gHipkigll = gtklpkIdyglAll where ¢ 2 gkipkiygll g g (57)
Clk.1
we obtain
AMCED — cROAl v, g (58)

Equation (58) looks similar to (48); however, due to the diagonal structure of A*!, (58) is a simpler problem.
The (o, B)th scalar element of (58) is

P
k.l k,l
[A[k]c[k,l]]aﬁ — Z[A[k]]apc[pﬂ] = [A[k]]aac[w]

P
. k,l
[CHIAT0s = 3 A5 = ey (A5

Therefore, (58) rewrites as

AN = I vk,
where a = 1,..., P g =1,..., P, Changing sides,

AF =AY =0 vk, (59)
We now set out to characterize the non-trivial solutions to (59).
Case B.1: All diagonal elements of Al equal (and non-zero).

AR = Npw VE A#£0

Looking at (59), these values do not impose any constraints on C.
» Coing back to the EVD (56), A"l = AT implies
HF = UM UM = M Yk (60)
(%]

In order to reconstruct M* we associate two such values, A\;,As € R, with H; ,H[Qk], Vk, respectively.
Substituting this result in (54) implies that M%) = 54 where = (A —iXs) € C.

K]

Case B.2: All diagonal elements of AlFl distinct.

A A e (o k) £ (8,1) (61)
N——

one may be zero

Equation (59) implies that

WAy 20 = =0 Yk £ 6D

[k, k]

k,l . . .
[ 5] remain only at cad ', inducing a structure

Hence, non-zero ¢,
0 k#1

62
diag{C**} k=1 (62)

C = diag{C} & CIki= {
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which is not strictly admissible yet admissible in the relaxed sense.
» Going back to the EVD (56), distinct eigenvalues imply that HF = U ALK (UKD is an arbitrary

Hermitian matrix. For each H[lk] and H[Qk] we can associate different arbitrary A[lk]

according to (61). Substituting in (54) yields

,A[Qk] with real values,

1 Kk . k 1 k [k 1 k i
M = S (UHAFI U —oMA UH)T) = S (UHAL —iagh) Ul = SOHAT @) (63)

which is a Hermitian matrix. We now explain how to find U, It follows from (57) and (62) that

0 s (64)

Hence, diag{C[k’k]} can be interpreted as the matrix whose diagonal consists of the eigenvalues of P*:*l,
Therefore, Ul can be obtained from the EVD of PI**. We conclude that for data with structure (64), one can

always find an arbitrary set of Hermitian matrices, not all zero, such that (48) holds.

Case B.3: In D < K mixtures, the diagonal elements of A are equal, and different from the rest.
W.l.o.g., we assume that those D mixtures are in indices D = {1,..., D}. Then,

A[keD]:MPm

D<K: M= =) =xz\rPl

#0

Similarly to the analysis in Case B.1, (59) does not impose any constraints on CEDIED] oy CREDIED]
However, it does impose CFEP:1¢D] — g = C[F#P:1€D] These constraints can be reformulated as

C[l:D,l:D] ‘ 0
0 ‘ CID+1:K,D+1:K]

C— (65)

where the top right block of zeros has size (Zszl P[k]) X (ZkK:D+1 P[k]) and the bottom left is its transpose.

This case is not strictly admissible yet admissible in the relaxed sense.
» The analysis follows the same lines as Case B.1 (D = K), where now we consider only the upper D x D
block of C. The EVD (56) implies that

HF = UFL 0 (UFY = My ke D
We can write (54) as MIF€P) = 154, where i = (A1 — iX2). Without further knowledge of CIP+1:K D+1:K]
we can take MI[F¢P] = 0.

Case B.4: In D < K mixtures, the diagonal elements of A are all distinct, and different from

the rest. W.l.o.g., we assume that those D mixtures are in indices k € D = {1,..., D}. Then,

D<K: AFCPI£AIPI 2 all others W(a, k) # (8,1) (66)
~—_———
£0

Equation (59) implies that for any k,l € D,

WA 20 = =0 Wk #8.D)

Hence, non-zero c[olfél] remain only at cgc&k], k € D. These constraints can be reformulated as
diag{C[1:P:1:D]} ‘ 0 . . 0 - k€D, k#1
€= 0 ‘ C[D+1:K,D+1:K] < CP= diag{C*k} LeD

Cl%4 (unconstrained) k,l ¢ D
(67)

This structure is not strictly admissible yet admissible in the relaxed sense, as can be verified from (57).

» The analysis follows the same lines as Case B.2 (D = K), where now we consider only the upper D x D
block of C. Tt follows that for this structure, one can always use (63) to construct D Hermitian M* #£ 0, k € D,
whose unitary matrices are those of the EVD of P** and the diagonal values arbitrary € C. Without further
knowledge of CIP+1K.D+LK] e can take MIFEP] = 0.
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Case B.5: In all mixtures, GI¥! < P diagonal elements of A* are identical, and different from
the rest. W.lo.g., G¥l = {1,... GI¥} Vk and |GI¥l| < PI¥l. Then,

(K]

Aoegt

#0

= A\ # all others

This scenario can be written as
)\IG[k] 0

0 AT vk

Al — [

where in A2 diag{)\g%k]ﬂ, ceey )\E]jgk]}, no element is equal to A. In order to simplify notations, in what
follows, we omit the superscript of G whenever it is implicit, e.g., )‘t[f]eg = )‘«[f»]e Gk For any pair (k,1), (59) implies
that
()‘[o]j]eg — )‘gleg)c[o]jé”g,ﬁeg =0 = no constraints on cgcél]g_ﬂeg
—_——
0
(K] (] [k,1] _ [k,1] _
(Aaeg = Asgg)Cacapgg =0 = Cacgpgg =0
—_——
#0
(K] U [k,1] _ [k,1] _
(Aagg ~ Asec)Cagopeg =0 = Caggpeg =0
#0
k 1 k.l . . k.l
()‘[agzg - /\,[(3]§ég)c£u¢]g,ﬂ§£g =0 = o information about C[ag]g,ﬂgzg
————
#0

These constraints correspond to C-!l that have the general form

Ogiixgtl | Ogmx(pui_gi)

O(P[k]—G[k])xG[l] ‘ D(P[k]—G[k])x(P[l]—G[l])

where O denotes a matrix with arbitrary values. In this case, the set is reducible in the generalized sense
(Definition 2.1) and thus the solution is not admissible.

Case B.6: In 1 < D < K mixtures, G/ < Pl¥ diagonal elements of A are identical, and different
from the rest, excluding! “D =1 and Gl =17. W.lo.g., G = {1,...,G"} and |G¥]| < P* VE. Then,

D<K: APl _ )\ all others
—_———

acGlk]
#£0
This scenario can be written as
AlRED] _ Mo 0
= 0 Al[k]

where in A’*€P) 2 diag{)\g%klﬂ, R /\E’ﬂk]}, as well as in all AFEP)]

(D = K), we omit the superscript of GI* whenever it is implicit. Within the first D mixtures, i.e., k,I € D, (59)
implies

, no element is equal to A. As in Case B.5

()\[feegp] — )\ggg])cgfg’ﬁlggp] =0 = no constraints on czcgg?’ﬁlgg]
—_————
0
[keD] leD]\ [keD,leD] __ [keD,leD]
(Mg ~Apgg Veacapgg =0 =  Cacgpgg =0
—_————
20
[keD] leD]\ [keD,leD] [keD,leD]
(Magg —Aseg Veagapeg =0 = Caggpeg =0
[ ——
#0
(/\chgp] — Ag;gl)cfggpg;g] =0 = no information about c([f;gpg;g]
—_——
#0

IThe case “D =1 and GIY) =17, that is, “in one dataset, one value is different from the rest”, is not well-defined: w.l.o.g., if )\[11]

is different from the rest, it is possible that all ,\Ef ]
eigenvalues that are identical, i.e., Case B.3 or B.6.

are distinct, hence, Case B.2. However, there may also exist at least two other
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For k € D and | ¢ D, and similarly for k ¢ D and | € D

()\[keD] . )\[lgD])C[keD,lgzD] —0 [keD,i¢D] _ 0

acg vg )Cacg B = Cacgypg =
20
(/\Ef;gp I )\%D])cgj;g \’fgp] =0 = no information about czcgg? \%D]

?

For k,1 ¢ D,
(APl — )\EQD])CZC%D’MD] =0 = no information about c{f%D’léD]
—— P )
? ?

k

If the values of A outside G are zero, that is, )\[G%k]<a§P[k

These constraints impose the following structure on C:

, = 0VE, then “no information” becomes “unconstrained”.

ClkeD.1eD] _ [ Datixg | Oguix(pi—gm)

O(pivi_girlyxgt | O(pikl—qlkl)x (Pl —Gl)

0
Clk€D.1¢D] _ l GlH x Pt — (Clk#DIED]

U(pr —Glk)yx Pl

k¢D,1¢D
CkED,1¢ ]:DP[)“]XP[I]

If at least one value of O(pikl—GF)x Pl in at least one CIKEDLED] ig ot zero, then this structure is not admissible

because there exists at least one CFEP: D]

which is not full-rank yet no zero. If all O pw_gmyxpn in all
CIFEDIED] are gzero, then this structure is not admissible because it is reducible in the generalized sense. Either

way, we conclude that this case is always not admissible.

The following roadmap (“in D mixtures, GI¥! diagonal elements are identical, and different from the rest”)
summarizes our analysis.

GH = plkl gl =0 1< G < plt
D=K Case B.1 Case B.2 Case B.5
D<K Case B.3 Case B.4 Case B.6

Case B.1 is the only admissible solution in the strict scenario and thus proves Lemma 1. When the admissibility
conditions are relaxed, Cases B.2, B.3 and B.4 provide admissible solutions. In order to obtain further insights,
note that the link between C and P, established by (57), implies

plkd _ 0 clkil =
| UM diag{CFA} UM diag{CFH}

Hence, in terms of P, there is no difference between C*:¥! and diag{C[k’k] }: it is always a full matrix. Furthermore,
in terms of structure of P, there is no difference between (65) and (67) when D = 1. The above cases can now
be summarized as follows:

Scenario B.1.
2< D<K : AP = ALy, A £ AFFPL 0 N EeR, A #£0

i.e., in the first D datasets, all eigenvalues identical and non-zero, and different from the rest. Such values are
associated with admissible data of the form

P= (68)

Pl:D,1:D] ‘ 0
0 ‘ PID+1:K,D+1:K]

where the off-diagonal block of zeros on the top right has size (Zszl P[k]> X (Z§=D+1 P[k]), and its transpose

on the bottom left. The generalized commutation relation (48) holds for any MIUEP] = T, where p € C, and
MIE¢D] — (.
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Scenario B.2.

all eigenvalues distinct

—_—
1<D<K : Al # #2200 3 e R
—_— —
one may be zero
i.e., in the first D datasets, all eigenvalues distinct, at most one zero, and different from the rest. Such values
are associated with admissible data of the form

plt1 0

.. 0
P= 0 p(D.D] (69)

0 ‘ PID+1:K,D+1:K]

where the off-diagonal block of zeros on the top right has size (25:1 P[k]) X (ZkK:DH P[k]), and its transpose
on the bottom left. The generalized commutation relation (48) holds for any D Hermitian matrices M*€P! =
Ukl diag{,u[lk], . ,Mngk]}(U[k])T, ,ul[,k] € C where Ul are the unitary matrices of the EVD of PF# and
Mlk€D] — 0.

Whenever D < K, we did not specify what to do with M¥*#P!. Depending on the values at k ¢ D, and using
the fact that the ordering of the datasets is arbitrary, the same considerations should be applied to datasets
k ¢ D. Tt is thus possible that a solution with non-zero MF#P] exists. This leads us to Lemma 2. O

C Proof of Lemma 3 and Lemma 4

Proof of Lemma 3 and Lemma 4. Our proof follows the same lines as the proof to Schur’s second Lemma
in [4, Chapter 4.2] and [39, Lemma A.4], for example, with the necessary adaptations for data that are not a
representation, possibly with zero values, and of course the multiset setup. We have already used this approach
for the identifiability analysis of the one-dimensional case [10].

In a first step, we multiply (1) on the left with LFt and, separately, on the right with LUT:

LETpEILE — L FRF (70a)
LFIREAL T — pledp g At (70b)

From here, there are two options.

Unitary: If all P/*! unitary, taking the transpose of (1),

RIGHTLHE = Ltplear  PE=CEDTL g -1p W g (plka) -t

Multiplying on the left with R®# and on the right with P*4

LFTpkld — glkdg,lt

Multiplying on the left with L[| and, separately, on the right with LY,
LFTpEILE — R UTLY (71a)
LFELETplEl — RO AT (71b)
Since the RHS of (71) is equal to the LHS of (70), we can write
LELETplkld — plkdr, Ut (72a)
LFTLFRED — iAWY (72b)

Symmetric: If (P11 = (PIF) then the LHS of (70) is symmetric, and the same for its RHS. Hence, (72).

The importance of this step is that it decouples the original problem (1) into two simpler and equivalent
problems (72), each with a single dataset. Thus, the set of Pl x Pl matrices LIFILI¥IT commutes with all
the matrices of the irreducible set {P¥} and similarly for the set of R* x RI¥l matrices LIFTL¥ and the
irreducible set {R*1}. &2

2Here is the bifurcation point between strict and relaxed
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Proof of Lemma 3 Applying Lemma 1 to (72), the two sets of Gramian matrices LFILFT and LFTLF must
be a multiple of the unit matrix with a real constant factor:

LELMY = ppTpn , LMTLF = uplpn |, ppopr € Rso (73)
Consider now the following cases.

Case C.1: P = RI¥ Yk, strict. If up # 0 (i.e., up € Rsg) and P¥ = R[¥ then (73) implies that L is
invertible. This implies pp = pup = p and

(\;ﬁL[k])_l = (\;ﬁL[k])T Vi

The same would obviously result if we begin with ur # 0. By definition, ﬁL[k] 2 O¥ are unitary matrices.
Substituting L* = /O in (1),

VEOWRED — plEl 7ol v | (74)
Eliminating the constant and changing sides,
plkl = oIRKIQUT v, 1 (75)

which is a generalized similarity transformation (an equivalence relation, Definition 2.2).
If jip = 0, then LHLIE = 0y, pir. Tts (i, j)th entry is [LWLIF,; = P00 05— 0. In particular,
(k]
[LIFLFT, = 25:1 |Lip|? = 0 which implies L;, = 0 Vi, p, i.e., LI¥ = 0puy pi Vk.

Case C.2: P £ RIM for at least one k, strict. W.Lo.g., let P*] > R[¥ for some k. Then, we can extend
the corresponding LIl to a rectangular Pl x P by adding a P¥l x (P — RI¥l) matrix of zeros to its right,
N £ [ LE | 0pw o (pii— gy |- Then,

LIl

NIEFEINFT — [ L,[%] ‘ O pi]  (plxI — RIK)) ] l 1 — LIk, Kl = puplpm

O(pikl_ Rik)) x plx]

where the last equality is by (73). The determinant of N*! is zero, hence det(NFINIt) = det(NI¥l) det(NI*IT) =
0= (MP)P[M. Hence, pup = 0, which implies LFILFT = Opixl« pixl. Proceeding as in Case C.1, we conclude that
LI = Opixl « pix Vk.

The analysis of the strict case is summarized in the following roadmap:

Strict
Pl = RIF v Case C.1
P £ R for some k | Case C.2

Proof of Lemma 4 (The proof of the relaxed case starts the same as that of Lemma 3 and bifurcates at the
& symbol on page 19)

The first stage of the proof is to show that if at least one of P or R has a “relaxed” structure, then both P
and R must have the same relaxed structure, in the following sense. Applying Lemma 2 to (72) in the relaxed
case implies that a non-trivial solution to (72a) exists iff P has either structure (69) or (68), and similarly for
R (72b). Consider now those non-trivial solutions. According to Lemma 2, all non-zero M may be full-rank.
Consider now some k for which M¥! is full-rank and assume, w.l.o.g., that P¥l > RI¥ for this specific k. Then,

LERFEI = piLll — pFLFRED = LFEIpEILE —

_ Oppixpr PEI =0
Rk — (L[k]TL[k]) 1Kt ple il — { p;xORk pled 2 o (76)

We conclude that at any & for which Ml # 0, P and R must have the same structure (69) or (68), i.e., zeros in
the same places. We now discuss non-trivial solutions to (1) for these two structures.
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Case C.3: Both P and R have structure (68), with possibly different dimensions. The setup D = K
has already been dealt with in Cases C.1-C.2. For 2 < D < K, applying the same analysis as in Cases C.1-C.2
to PID-LDL and RIVPLP] ) we conclude that (1) has non-trivial solutions

vOlFl keD
if plkl — RIK
Lk { Onxn kgD if P RI*I Yk
Opxr VEk if Pl £ RIFl for at least one k € D

where v € C and O*! unitary. Note that we set LI*¢Pl = 0 because this setup does not provide information
about what happens in PF#P) and RIF¢D],

Case C.4: Both P and R have structure (69), with possibly different dimensions. Applying Lemma 2
0 (72),for 1< D<K,

LHLET — glEABult ik — gl AWl ke p (77)

where U I and U are the unitary matrices of the EVD of P**l and RIF* respectively, and Ay;] and AE};]

arbitrary diagonal matrices. Assume now that for some k, P¥l > RI¥]. By Lemma 2, Ayg] is non-zero and may

be full-rank. Then, for any k € D for which P*! > RI[¥ (1) implies that Ay;] has the same rank as A%}. Denote
this rank Q. The only option for (1) to hold is that U[Ilj] and Uyg] be permutation matrices (any scaling is
absorbed by the non-zero values of the diagonal matrices). However, this setup imposes a constraint on P and
R that forces them to have structure

plik _ [ diag{[P"*], ou 1.qm} | 0
L 0 ‘ [P[k’k]}Q[kl-H:P[k],Q[k]+1;p[k]
k.k
p[l 1 ! 0
_ 0
- k,k
0 p[Q[k} Q¥
0(p[k17Q[k])xQ[k ‘ [P[k’k}]Q[kul:Plk]7Q[k1+1:P[k]
RIkA] _ diag{[R"M], o 1.q0} | 0
L 0 ‘ [RIE k] K 41: RIF QUK +-1: RI¥]
[ 0
0
- L] (78)
0 "okl gk
L O(rirI—_qIr)x QI¥ ‘ [R[k k]] Kl 1 1:RIK Qlkl 41 RIK]

This structure is admissible in the relaxed sense. We conclude that if for at least one £ both R and P have a
structure (78) then there always exists some non-zero LI¥l for which (1) holds. Lemma 4 follows.

D Normalization

The key point for the normalization is that it should take account of the multiset nature of this problem and
thus whiten the sources within each dataset, or mixture, separately.

P =080, & Si=0,'PQ; (79a)

T _ —
R=0;S,;Q/ & 8;=0/RQ] (79D)

or in blockwise form,
P~ QlisiIglT g (79
k1) _ QkglklqlT g xm;
R - JJ SJJ ij S (79d)
such that

LIRS (80a)
RIEH =1, (80b)



where

K
ol & gl -3  cgmoom g~ Aol (81)
k=1

E Proof of (15)

Proof of (15). Applying the normalization scheme (79) to (14) leads to

olimta, M rE = plilg ITNUIQIT  »  o,MQ'R=Pq,NQ], (82)
—_— —_— ————— ——— ———
LIk L1k L L’

The key point is that due to the normalization, for | = k,

QlFInVF o [F] Rk — plkkl Q- FITNF QFIT (83)
(1) 77 —— 1 23
—_————— Y —_—
LI¥) I ! L[kl
Equation (83) implies that LI = L/ [k] Vk, which concludes the proof. O

References

[1] M. W. Kirson, Introductory Algebra for Physicists, 2013, ch. Irreducible representations.

[2] C.W. Curtis, Pioneers of Representation Theory: Frobenius, Burnside, Schur, and Brauer, ser. History of Mathematics.
Providence, RI, USA: American Mathematical Society, 1999, vol. 15.

[3] A. Alexanderian, “A basic note on group representations and Schurs lemma,” http://www4.ncsu.edu/~aalexan3/
articles/schur.pdf.

[4] D. Vvedensky, “Group theory course notes,” http://www.cmth.ph.ic.ac.uk/people/d.vvedensky /courses.html, 2001.

[5] 1. Schur, Neue Begrindung der Theorie der Gruppencharaktere, ser. Sitzungsberichte der Koniglich-Preussischen

Akademie der Wissenschaften zu Berlin, 1905. [Online]. Available:  https://books.google.fr/books?id=
QoUWSQAACAAJ

[6] D. Lahat, J.-F. Cardoso, and H. Messer, “Identifiability of second-order multidimensional ICA,” in Proc. EUSIPCO,
Bucharest, Romania, Aug. 2012, pp. 1875-1879.

[7] L. De Lathauwer, “Decompositions of a higher-order tensor in block terms. Part II: Definitions and uniqueness,”
SIAM J. Matriz Anal. Appl., vol. 30, no. 3, pp. 1033-1066, 2008.

[8] D. Lahat and C. Jutten, “Joint blind source separation of multidimensional components: Model and algorithm,” in
Proc. EUSIPCO, Lisbon, Portugal, Sep. 2014, pp. 1417-1421.

[9] ——, “Joint independent subspace analysis using second-order statistics,” IEEE Trans. Signal Process., 2016, in
press.

[10] ——, “An alternative proof for the identifiability of independent vector analysis using second order statistics,” in
Proc. ICASSP, Shanghai, China, Mar. 2016.

[11] J. Via, M. Anderson, X.-L. Li, and T. Adali, “Joint blind source separation from second-order statistics: Necessary
and sufficient identifiability conditions,” in Proc. ICASSP, Prague, Czech Republic, May 2011, pp. 2520-2523.

[12] M. Anderson, G.-S. Fu, R. Phlypo, and T. Adal, “Independent vector analysis: Identification conditions and
performance bounds,” IEEE Trans. Signal Process., vol. 62, no. 17, pp. 4399-4410, Sep. 2014.

[13] M. Congedo, R. Phlypo, and J. Chatel-Goldman, “Orthogonal and non-orthogonal joint blind source separation in
the least-squares sense,” in Proc. EUSIPCO, Bucharest, Romania, Aug. 2012, pp. 1885-1889.

[14] J. Chatel-Goldman, M. Congedo, and R. Phlypo, “Joint BSS as a natural analysis framework for EEG-hyperscanning.”
in Proc. ICASSP, Vancouver, Canada, May 2013, pp. 1212-1216.

[15] R. F. Silva, S. Plis, T. Adali, and V. D. Calhoun, “Multidataset independent subspace analysis extends independent
vector analysis,” in Proc. ICIP, Paris, France, Oct. 2014, pp. 2864-2868.

[16] D. Lahat and C. Jutten, “A generalization to Schur’s lemma with an application to joint independent subspace
analysis,” GIPSA-Lab, Grenoble, France, Tech. Rep. hal-01247899, Dec. 2015.

[17] T. Adali, M. Anderson, and G.-S. Fu, “Diversity in independent component and vector analyses: Identifiability,
algorithms, and applications in medical imaging,” IFEFE Signal Process. Mag., pp. 18-33, May 2014.

[18] M. Sgrensen and L. De Lathauwer, “Coupled canonical polyadic decompositions and (coupled) decompositions in
multilinear rank-(Lr n, Lyn, 1) terms—part I: Uniqueness,” SIAM J. Matriz Anal. Appl., vol. 36, no. 2, pp. 496-522,
Apr. 2015.

22


http://www4.ncsu.edu/~aalexan3/articles/schur.pdf
http://www4.ncsu.edu/~aalexan3/articles/schur.pdf
http://www.cmth.ph.ic.ac.uk/people/d.vvedensky/courses.html
https://books.google.fr/books?id=QoUWSQAACAAJ
https://books.google.fr/books?id=QoUWSQAACAAJ

19]
[20]
21]
22)

23]

[24]

D. Lahat, T. Adali, and C. Jutten, “Multimodal data fusion: An overview of methods, challenges and prospects,”
Proc. IEEE, vol. 103, no. 9, pp. 1449-1477, Sep. 2015.

T. Maehara and K. Murota, “Algorithm for error-controlled simultaneous block-diagonalization of matrices,” SIAM
J. Matriz Anal. Appl., vol. 32, no. 2, pp. 605-620, 2011.

——, “Error-controlling algorithm for simultaneous block-diagonalization and its application to independent compo-
nent analysis,” JSIAM Letters, vol. 2, pp. 131-134, 2010.

——, “A numerical algorithm for block-diagonal decomposition of matrix *-algebras with general irreducible
components,” Japan Journal of Industrial and Applied Mathematics, vol. 27, no. 2, pp. 263-293, Sep. 2010.

H. W. Gutch, T. Maehara, and F. J. Theis, “Second order subspace analysis and simple decompositions,” in
Latent Variable Analysis and Signal Separation, ser. LNCS, V. Vigneron, V. Zarzoso, E. Moreau, R. Gribonval, and
E. Vincent, Eds., vol. 6365. Heidelberg: Springer, 2010, pp. 370-377.

D. Lahat and C. Jutten, “On the uniqueness of coupled matrix block diagonalization in the joint analysis of
multiple datasets (talk),” in SIAM Conference on Applied Linear Algebra, Atlanta, GA, USA, Oct. 2015, http:
//meetings.siam.org/sess/dsp_talk.cfm?p="72077.

T. W. Anderson, An introduction to multivariate statistical analysis. John Wiley & Sons, 1958.

D. Lahat, J.-F. Cardoso, and H. Messer, “Joint block diagonalization algorithms for optimal separation of multi-
dimensional components,” in Latent Variable Analysis and Signal Separation, ser. LNCS, F. Theis, A. Cichocki,
A. Yeredor, and M. Zibulevsky, Eds., vol. 7191. Springer, 2012, pp. 155-162.

M. Anderson, “Independent vector analysis: Theory, algorithms, and applications,” Ph.D. dissertation, Graduate
School of the University of Maryland, Baltimore County, 2013.

J. R. Magnus and H. Neudecker, “The commutation matrix: Some properties and applications,” Ann. Statist., vol. 7,
no. 2, pp. 381-394, Mar. 1979.

J. B. Kruskal, “Three-way arrays: rank and uniqueness of trilinear decompositions, with application to arithmetic
complexity and statistics,” Linear Algebra Appl., vol. 18, no. 2, pp. 95-138, 1977.

L. De Lathauwer, “Decompositions of a higher-order tensor in block terms. Part I: Lemmas for partitioned matrices,”

SIAM J. Matriz Anal. Appl., vol. 30, no. 3, pp. 1022-1032, 2008.

A. Graham, Kronecker Products and Matrixz Calculus with Applications, ser. Mathematics and its Applications.
Chichester, West Sussex, England: Ellis Horwood Limited, 1981.

K. B. Petersen and M. S. Pedersen, “The matrix cookbook,” Nov. 2012, version 20121115. [Online]. Available:
http://www2.imm.dtu.dk /pubdb/p.php?3274

A. Cichocki, D. Mandic, A. H. Phan, C. Caiafa, G. Zhou, Q. Zhao, and L. De Lathauwer, “Tensor decompositions for
signal processing applications: From two-way to multiway component analysis,” IEEE Signal Process. Mag., vol. 32,
no. 2, pp. 145-163, Mar. 2015.

J. W. Brewer, “Kronecker products and matrix calculus in system theory,” IEEE Trans. Circuits Syst., vol. CAS-25,
no. 9, pp. 772-781, Sep. 1978.

S. Liu and G. Trenkler, “Hadamard, Khatri-Rao, Kronecker and other matrix products,” Int. J. Inform. Syst. Sci,
vol. 4, no. 1, pp. 160-177, 2008.

R. Bro, “Multi-way analysis in the food industry: models, algorithms, and applications,” Ph.D. dissertation,
Chemometrics Group, Food Technology. Department of Dairy and Food Science. Royal Veterinary and Agricultural
University, Denmark, 1998.

C. R. Rao and S. K. Mitra, Generalized inverse of matrices and its applications. John Wiley & Sons, 1971, vol. 7.

R. P. McDonald, “A simple comprehensive model for the analysis of covariance structures: Some remarks on
applications,” Br. J. Math. Stat. Psychol., vol. 33, no. 2, pp. 161-183, 1980.

K. Murota, Y. Kanno, M. Kojima, and S. Kojima, “A numerical algorithm for block-diagonal decomposition of
matrix *-algebras with application to semidefinite programming,” Japan J. Indust. Appl. Math., vol. 27, no. 1, pp.
125-160, Jun. 2010.

23


http://meetings.siam.org/sess/dsp_talk.cfm?p=72077
http://meetings.siam.org/sess/dsp_talk.cfm?p=72077
http://www2.imm.dtu.dk/pubdb/p.php?3274

	Introduction
	Basic Definitions
	Equivalence, Irreducibility
	Admissible Data

	A Multiset Analogue to Schur's Lemma
	A Multiset Analogue to Schur's First Lemma
	A Multiset Analogue to Schur's Second Lemma

	Uniqueness and Identifiability of JISA
	Analyzing H
	Factorizing H
	Find x Non-zero such that Vx=0
	From MSjj=SiiN to LR=PL

	Main Result: JISA Identifiability

	Discussion
	Some Algebraic Properties
	diag, bdiag, vecd, vecbd operators
	Khatri-Rao, Kronecker, Tensor Matricization and Vectorization

	Proof of Lemma 1 and Lemma 2
	Proof of Lemma 3 and Lemma 4
	Normalization
	Proof of (15)

