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Abstract—Cloud Computing is an emerging commercial model which allows organizations to eliminate the need to maintain costly hardware, software and network infrastructures. It also permits to avoid the high operational cost for operating and maintaining these infrastructures. Similarly, in the eHealth area, emerging eHealth applications used in conjunction with wearable medical sensor devices and personal devices are being adopted by more and more people with the aim to improve their lifestyle and health. eHealth organizations, willing to provide remote eHealth management, are integrating Wireless Body Area Networks (WBANs) technology and Cloud Computing technology. This integration allows eHealth organizations to deploy their eHealth services on demand and instantly to monitor patients health status. We propose in this paper, a solution for such organizations to efficiently deploy their eHealth services and adapt provisioned physical resources dynamically to satisfy the quality of health of potentially millions of subscribers.

Index Terms—Cloud Computing, eHealth, SLA, Self-adaptive, Auto-scaling

I. INTRODUCTION

Through the use of virtualization and resource time-sharing, Cloud Computing technology offers the possibility to organizations to use IT solutions on-demand. The technology is aimed to be flexible and scalable enough to allow clients to request computing, storage or networking capacities without investing in new infrastructures. In the area of eHealth, wearable medical sensor devices have improved significantly this last decade. They are impacting significantly nowadays peoples daily lives, offering them the possibility to monitor their own health status. These advances in technology are considerably extending the capacity of individuals to take control over their own personal health information. Traditionally, personal medical monitoring systems have been used only to collect data while the data processing and analyzing were performed off-line. This, has been for many years a refrain to the development of eHealth since these devices were impractical for continual monitoring and early detection of medical disorders. Systems with multiple sensors for physical rehabilitation often feature inconvenient wires between the sensors and the monitoring system. These wires eventually limits the patient’s activity and level of comfort and thus negatively influence the measured results [1]. However, during the last few years there has been a significant advance in wearables and connected health monitoring devices constituting the so called Wireless Body Area Networks (WBANs). Sensors actually ranges from simple pulse monitors to sophisticated and expensive implantable sensors where health monitoring is performed remotely.

One of the most promising approaches to improve remote health monitoring is indeed the integration of WBAN technology [2] with Cloud Computing technology [3], [4]. The WBAN role will be to sense various physiological parameters (heart rate, blood pressure, oxygen saturation, activity) and/or environmental data (location, temperature, and humidity) and transmit them to the eHealth application via a gateway. A PDA (Personal Digital Assistance) or a smart-phone can play the role of a gateway for the WBAN [5]. It gathers the health data sensed by the WBAN sensors and transmits it to remote health provider(s) server(s) for diagnosis using any available long range communication network (3G, WLAN, GPRS or LTE). These data are stored in the Cloud and queried for more processing [6]. The eHealth applications running in the Cloud permit to analyze the data, diagnose the patient health state, and detect any anomaly.

As the cost of healthcare services increases, it is mandatory that healthcare organizations consider adopting a new implementation models where eHealth applications are hosted in the Cloud. With this model, eHealth Service Providers (HSP) will be able to deploy eHealth services rapidly and on demand.

Hence, they may compose new services from already available service components to speed up the new healthcare service deployment. With this approach, Cloud Providers deploy
eHealth services in their infrastructure and invoke them upon patients’ demands.

Service composition and smart placement problems are mainly addressed in Cloud Computing where a requested service is dynamically composed of basic services that are deployed in the network [7]. This approach helps the service provider to make the best choice when deploying customer’s services. The main challenges for the Cloud Provider (CP) is to provide dynamically and accurately resources to eHealth services as the demand changes (number of patients, localization, mobility, etc.). Furthermore, optimizing the use of assigned physical resources requires tasks scheduling algorithms [8] in order to distribute optimally the end-users’ load. Several authors have proposed solutions to these problems. In [9], authors propose an auto-scaling mechanism which dynamically allocates resources in hybrid clouds for parallel and sequential tasks. They distribute these tasks on different available Virtual Machines (VMs). Authors have considered the execution deadline of the tasks as a decision metric. If the current execution time of one or more tasks has exceeded the estimated time, more resources are allocated. Whereas, if the execution time is respected, unused physical resources are released. However, this approach did not explicitly consider the VM’s instantiation and setup time. In [10], Roy N. et al. tried to solve this issue and stated that in order to auto-scale physical resources efficiently in the Cloud, a predictive model is needed. In fact, physical resources allocation needs time (i.e. the same as the state transfer from an old overloaded VM to a newly instantiated one). In this context, they used a second order Auto-Regressive Moving Average (ARMA) filter in order to predict the behavior of the workload for the next time interval. This look-ahead approach enables an early auto scaling mechanism, which allows new VMs to boot and be in a ready state before workload increases. Another predicting based auto-scaling approach is proposed by Yang J. et al. in [11]. Authors used a linear regression model in order to forecast next interval workload. Furthermore, in their approach, authors have considered two ways to scale physical resources, horizontal scaling (add or delete a VM) and vertical scaling (increase or lower physical resources for a given VM). In a second case, authors have adapted physical resources based on both the current workload value and the predicted workload value.

Finally, in [12], authors focused on real time services which must respect a given deadline. Authors considered a healthcare application where transmission rate might vary depending on the status of the patient and where the generated data should be treated within a specified deadline. A moving average filter method is used to predict future system performance in order to scale up physical resources to meet the required workload for future tasks.

However, all these approaches did not take into account the localization on mobility of the patients which we consider as important and highly impacts the performances of the cloud.

II. SCENARIO AND PROBLEM STATEMENT

A. Scenario

Patients or the medical healthcare provider subscribe to the HSP which provides its services on the Cloud. Similarly, the HSP establishes a contract with the Cloud Provider to define which services to deploy and the QoS terms to be respected. The Service Level Agreement (SLA) should clearly specify the Quality of Service (QoS) objectives with the expected target performances from a virtual service usage. Each party has to implement the SLA using its own tools and processes. In particular, in this work, we are interested on how the automatic provisioning in the Cloud Infrastructure is performed and how to monitor the QoS of the deployed eHealth services while ensuring that SLA’s terms are fulfilled. These mechanisms should be able to detect any deviation in the services behavior and automatically trigger particular techniques to maintain the patients eHealth services QoS, either by scaling up the resources in case of increasing workload or by scaling down the resources when the workload decreases. This approach allows efficient use of physical resources and optimal pricing with the “PAYG” (Pay-As-You-Go) [13] for a given SLA.

In Figure 1, we consider a scenario where several patients rely on a medical healthcare provider to monitor their health state in real time. The medical healthcare provider establishes a contract with the HSP in order to define the service(s) to deliver for end-users and the QoS these end-users must experience. Given the system set of specifications, the HSP defines the service(s) to deploy and the SLA terms which ensure the required QoS and sends them to a Cloud Provider. The latter deploys required services and monitors them continuously. The Cloud Provider, upon any violation of SLA terms, must take appropriate actions such as scaling physical resources to ensure expected QoS.
B. Problem Statement

Building a cloud-based platform for personal health sensor data management is costly and may depend on many criteria such as: geographical location, medical facilities and the application services. Many existing CPs (identified as Infrastructure as a Service (IaaS) providers) such as Amazon or Rackspace offer to their customers the possibility to deploy eHealth services in different sites located in different world regions. These sites are different in hardware capacity and support different cloud services. Although the same provider manages these sites, they are independent systems in terms of resources management, scheduling and provisioning. Based on this fact, we consider in this work a similar environment where an HSP could request to its CP a list of medical services to deploy. These services can be modeled as a composition of a service graph request formed by a set of basic services to instantiate (i.e. virtual machines, storage, etc.) and the edges between these nodes (i.e. required network links between the nodes). The deployment of the service request graph will depend on the terms specified in the SLA. These terms can be either localization, QoS or pricing objectives.

In order to satisfy the SLA with the HSP, the CP should solve the three following problems:

1) Find an initial instantiation of eHealth service based on the described demand.
2) Based on the demand changes (number of requests/s) from patient WBANs, or mobility of the patients, how to auto-scale physical resources to satisfy the QoS of eHealth services.
3) Since the instantiation of new VMs (i.e. eHealth service instance) is not instantaneous, how to derive from the mobility pattern a change in the resource demand.

The first problem can be seen as a Facility Location Problem (FLP), particularly under the metric distance. Given a network graph where each node is either a client or a location where a facility may be built, the FLP tries to find a set of locations to set up facilities in order to minimize the total cost. Traditionally, FLP deals with the problem of placing large facilities such as storage, supermarkets, or distribution centers which once installed, could not or should not be removed. Such facilities are much more costly compared to the cost that is needed to serve clients. Thus replacing one facility by another is only considered in extreme conditions. In contrary, service placing strategies in the cloud have to deal with the ever changing environment. While traditional FLP refers to large costly facilities, cloud services can be easily deployed and removed.

In this paper, we focus mainly on the second and third problems that are: given the location of the patients, what is the best provisioning plan that minimizes the cost of deploying service replicas while satisfying the eHealth service QoS level. To address the aforementioned issues, we aim to answer these following questions:

- How to choose a set of locations (provisioning plan) to set up the services that minimizes the total cost, including the installation cost and service delivery cost?
- In case of change in the demands, how to modify the provisioning plan to minimize the total cost while keeping the modification as small as possible?

III. Auto-Scaling Mechanism

The unpredictable evolution of medical services usage and patient’s mobility could introduce peak loads at different location of the network, which could exceed the computing resources initially allocated to these services (i.e. VM, storage). This may negatively affect the QoS experienced by the end users (i.e. longer response time) and may violate the terms of the agreed SLA between the CP and the patients. In figure 2, we illustrate that each task, such as heart monitoring and analyzing, is affected by three parameters: (a) the acquisition time which is specific to the monitor belonging in the WBAN, (b) the propagation delay which corresponds to the delay between sending the information, and receiving it at the eHealth service side, and (c) the processing time which represents the time needed to finish treating the received information (compute, store, send notifications, etc.). The Cloud Provider needs to optimize the propagation delay and processing time in order to respect the QoS requested by the HSP in case of violations. Therefore all tasks must finish before their assigned deadline.

In order to respect the QoS, while optimizing the physical resources use, the Cloud Provider must auto scale the eHealth services. Services can be scaled horizontally or vertically. Vertical scaling consists of allocating more physical resources to a given running VM and is considered instantaneous, while horizontal scaling is instantiating a new VM to offload some tasks and needs time to be performed. The objective is to respect given deadline while minimizing the deployment cost on the HSP.
A. Service replica placement optimization

Let us consider a connected network graph \( G = (N, E) \), where each node \( n_j \in N \) is a cloud datacenter. \( E \) is the set of edges interconnecting these datacenters. Let \( s \) be an eHealth service deployed by the Cloud Provider upon the HSP request and \( s_j \) the eHealth service \( s \) deployed in data center \( n_j \). The contracted SLA between both parties will define the level of QoS required and how the Cloud Provider will perform auto scaling. We define a set \( T \) representing all tasks requested by the eHealth service \( s \). A subset of tasks \( T_j \subset T \) include the pending tasks of the eHealth service \( s_j \), and where \( T_{j,i} \in T_j \) is the \( i \)th task in the queue of \( s_j \), \( d_{j,i} \) is the deadline assigned to task \( T_{j,i} \).

\( \lambda_i \) and \( \mu_i \) correspond respectively to the measured request arrival rate and the measured service rate of the eHealth service \( s_j \) at datacenter \( n_i \) as depicted in Figure 3. Upon the arrival of new requests we sort each queue in descending order with respect to deadline. After sorting queues, the following equation must be satisfied for each data center \( n_j \in N \):

\[
d_{j,|T_j|} > (1 + |T_j|) \times \frac{1}{\mu_j}
\]

When condition (1) is satisfied, it means that all eHealth services are able to process pending tasks before their deadline. On the other hand, if the condition is not valid, scaling allocated resources is required. In this context, horizontal and vertical scaling can be performed. However, horizontal scaling introduce new VM instantiation and setup delay \( \delta \) which might be long enough to violate the SLA, but horizontal scaling can decrease propagation delay by replicating the eHealth service closer to the client. In order to benefit from the speed of vertical scaling and location awareness of horizontal scaling we adopt both solutions. If the expected deadline violation occurs in a delay greater than the horizontal scaling completion or local physical resources do not allow vertical scaling, we proceed with horizontal scaling. Otherwise vertical scaling is used to decrease processing time and try meeting QoS terms.

\[
(|T_i| - 1) \times \frac{1}{\mu_i} > \delta + \epsilon
\]

Where \( \epsilon \) is the average time to transfer a task from one queue to another.

Condition (2), if valid, means that horizontal scaling can be performed. When horizontally scaling the eHealth service, the host for the replica, is the closest data center to the client who sent the task expected to be violated in terms of execution deadline. If the chosen data center already hosts an eHealth service \( s \), we perform vertical scaling on this service instead of horizontal scaling. To optimize cost, we consider deploying in less costly data centers if several candidates were found for the service \( s \) replica. Replicating eHealth services is limited to the maximal cost the medical healthcare provider is willing to pay.

Since we measure the arrival rate \( \lambda_i \) for each service \( s_i \), we can obtain the overall arrival rate \( \lambda \) of the system by adding arrival rates of all services (first equation in 3). The same goes for the service rate (second equation in 3). Knowing the behavior of the overall system, we can judge when to release scaled up physical resources. In fact, we calculate the Average Waiting Time (AWT) of the system considering we undid the last performed scale up (equation 4). If we already performed \( k \) scales up with \( k > 0 \), we calculate the AWT as following:

\[
\lambda = \sum_i \lambda_i, \quad \mu = \sum_i \mu_i
\]

\[
AWT = \frac{k}{(k-1) \times \mu - k \times \lambda} - \frac{k}{(k-1) \times \mu}
\]

if the average waiting time calculated in equation 4 is lower than the highest deadline in the system, the system is able to deliver required QoS if some physical resources are released. We perform a scale down in this case and undo the last performed scale up. However, in the case of horizontal scaling down, we do not remove the last created VM, instead we remove the farthest VM from clients to decrease at most propagation delay. Therefore we allow the system to adapt to client movements and density. If \( k = 0 \), then \( AWT = 0 \), and no scaling down can be performed.

B. Service Placement Orchestrator

In order to calculate the optimal provisioning plan of a service graph request in such a multi-site cloud infrastructure, we use in this work a solution called Multi-site Orchestration System (MOSt) which relies on a placement algorithm called IGM (Iterative Graph Mapping) described in [14]. MOSt permits to find the best placement of the service request graph onto a networked multi-site cloud infrastructure. Each site is located in a specific geographical location and represented by a full IaaS cloud operated by a Site Manager (e.g., Openstack [15]) which has its own service portfolio and pricing. The system is responsible for the global provisioning only, meaning...
that it will decide which service component will be initiated where (i.e. which datacenter site). Local provisioning depends on the local implementation. Therefore the core system of MOSt is responsible for building the provisioning plan and requesting the underlying sites to instantiate or replicate the resources based on the demand changes of the patients, on mobility patterns in order to fulfill the SLA terms.

The handling of a customer service request deployment is achieved in three phases:

1) Multi-site provisioning phase: MOSt calculates the optimal provisioning plan and engages the resources.
2) Post-configuration phase: MOSt launches the post-configuration of the deployed VMs based on the customer’s request.
3) Networking provisioning phase: MOSt launches the configuration of the network connections between datacenters sites to fulfill nodes communication requirements of the service.

Figure 4 describes the complete diagram of a complex service deployment process in a multi-site datacenter.

Although MOSt calculates the best placement at the initial instantiation, it does not however guarantee the QoS delivered to patients during its all lifetime. In order for the CP to ensure that the SLAs terms are not violated, two solutions are possible:

1) scaling up/down the resources provided to the service based on the expected load or,
2) scaling up/down by duplicating the service components and efficiently load balancing between them as described in [16], [17] and [18].

However, both solutions introduce higher costs to the customer as well as weak resource utilization for the cloud provider.

In this context, we propose to leverage MOSt to MOSt++. A solution with new features such as dynamic auto-scaling management of complex services to solve both problems. The main features of MOSt++ are the capacity to monitor the eHealth service QoS and to scale up and down dynamically the computing resources allocated to these services in order to fulfill the patient’s SLA terms.

IV. IMPLEMENTATION AND EXPERIMENTATION

The aim of the implementation is to highlight how MOSt++ will achieve the automatic scale up/down of services in a distributed cloud infrastructure.

A. OpenStack Infrastructure

For our experimentation, we have used OpenStack as a cloud management operating system for our data centers. The substrate nodes in the network graph are sites located in different geographical locations. Each site is a full IaaS cloud operated by a Site Manager (OpenStack in our implementation) which has its own service catalog and price. Node resources are Virtual Machines and Storage Volume that cloud customers (patients) may request, and their price depends on the node, service and the type of the resources (Virtual Machine/Volume). In our design, MOSt++ system plays the role of the global orchestrator that interfaces with the various underlying sites via OpenStack API.

B. Auto-scaling Evaluation

We have implemented the MOSt++ component and conducted a collection of evaluations, with and without the auto scaling mechanism. In order to evaluate the performance of auto scaling in this distributed cloud infrastructure, we have instantiated three sites, each site executes its own OpenStack platform. We have conducted an experiment to highlight the efficiency of the auto scaling mechanism and its impact on the users QoS. We deployed an eHealth service in one of the three sites. We have used Poisson distribution for the request model, $\lambda$ parameter represents the requests arrival rate.

We considered that the medical healthcare provider wants the deadline to be respected for at least 99% of the requests (failure rate equal to 1%), however no more than two scaling up can be performed to keep the cost affordable. We send equal numbers of requests from two distinct locations (When $\lambda = 100$, it means we are sending 50 requests per second from location 1 and the rest from location 2). Each 5 minutes we change the arrival rate value and calculate the average failure rate during these 5 minutes, and indicate whether a scaling occurs. We can observe the evolution of the failure rate in Figure 5 for different $\lambda$. For low $\lambda$, the service is capable of treating all incoming requests. However, for $\lambda \geq 500$ requests per second, the failure rate starts to increase significantly without the auto scaling mechanism, while it’s maintained when performing auto scaling. With MOSt++, an SLA violation is detected and a replica has been created to allow more requests to respect their given deadline and enhance the system’s performance. However, for $\lambda = 1000$ requests per second, the cost limitation prevented more than two scales up which were insufficient to maintain the required QoS.
V. CONCLUSIONS AND FUTURE WORKS

In this work, we have presented a new contribution towards an efficient auto-scaling mechanism for an eHealth Service Provider in a Cloud infrastructure. With the development of cloud and eHealth technologies, eHealth service providers are requiring new mechanisms to efficiently instanciate their eHealth services in cloud infrastructure and ensure that allocated resources are compatible with the signed SLA terms and QoS terms with their customers. We have proposed in this paper a location aware auto-scaling mechanism (MOSt++) that leverages a previously developed service orchestration mechanism called MOSt. The new component called MOSt++ allows to calculate the best provisioning plan for complex eHealth services requested by an eHealth service provider. These services providers are also requesting efficient and automatic scale up and scale down mechanism. This auto-scaling mechanism relies on vertical and horizontal provisioning with application-delay constraints. MOSt++ has been implemented and its performance analyzed and highlighted its value. Further works are planned in this area to enhance the capabilities of MOSt++ to interpret any high level service requirement and translate it into infrastructure level mechanisms.
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