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Abstract—The downlink capacity of cellular networks is known to be strongly limited by inter-cell interference. In order to mitigate this interference, a number of frequency reuse schemes have recently been proposed. In this paper, we compare the potential capacity gains of these schemes accounting for the random nature of traffic.

I. INTRODUCTION

Currently deployed cellular networks are known to be extremely sensitive to inter-cell interference. In HSDPA and CDMA-EVDO systems for instance, each base station transmits at full power when active, which strongly impacts the performance of neighbouring base stations. Avoiding or at least mitigating inter-cell interference is a key driver for the deployment of future systems based on Orthogonal Frequency Division Multiple Access (OFDMA).

OFDMA indeed provides the ability for each base station to selectively allocate frequency subbands and power to users depending on their location in the cell, according to some predefined frequency reuse pattern. A simple scheme consists for instance in dedicating a fraction of the frequency band to those users located “far” from the base station in terms of path loss; the other part of the frequency band is then used for “near” users with reduced power so as to limit the impact on neighbouring cells. By carefully allocating frequency and power in each cell, significant capacity gains are expected for the overall network.

A number of such frequency reuse schemes have recently been proposed and analysed, see [1]–[6] and references therein. It turns out, however, that the capacity gains are most often evaluated in static scenarios, without accounting for the random nature of traffic. In real systems, the number of active users varies over time with random requests for data transfers. It is this random environment that drives network dynamics and determines network capacity.

The objective of this paper is to evaluate the capacity gains of some practically interesting frequency reuse schemes, referred to as hard, soft and fractional reuse, under dynamic traffic conditions. Specifically, we consider a traffic model where randomly located users transfer files of random size at random times. The capacity of a cell is defined as the maximum traffic intensity it can sustain. We show that the soft reuse scheme is nearly optimal, with capacity gains ranging from 5% to 20% in typical network configurations.

Note that we do not include the effects of fast fading variations that may be exploited by opportunistic schedulers, see [7]. We also do not account for the dynamic coordination of base stations that may further increase network capacity [8]. The analysis of the gains due to the combination of these various schemes is left for future work.

The rest of the paper is organized as follows. We present the reuse schemes and the traffic model in the next section. Section III presents the network stability condition associated with each scheme, from which we deduce the capacity gain in section IV. Section V concludes the paper.

II. MODEL

We focus on the downlink traffic in a typical cell of the network. We denote by \( C \) the serving zone of the considered cell and by \( u \in C \) the location of any user in the cell.

A. Frequency reuse schemes

A number of frequency reuse schemes have been proposed to mitigate inter-cell interference [1]–[6]. In the present paper, we focus on the following simple schemes:

- **Full reuse**: The frequency band is fully used by each cell, independently of the location of users in the cell;
- **Hard reuse**: The frequency band is divided into a fixed number of subbands that are allocated to the cells according to some predefined reuse pattern;
- **Soft reuse**: The frequency band is divided into a fixed number of subbands; for each cell, one of these subbands is dedicated to “near” users, the rest is allocated to “far” users;
- **Fractional reuse**: The frequency band is divided into a fixed number of subbands; a common subband is used by all base stations to serve “near” users; the other subbands, dedicated to “far” users, are allocated to the cells according to some predefined reuse pattern.

Note that the reuse factor is equal to 1 under both full and soft reuse since the whole frequency band is used by each base station, while it is less than 1 under hard reuse; under fractional reuse, it is equal to 1 for near users but is less than 1 for far users, hence the name. Examples of soft and fractional reuse are shown in Figure 1. The classification of a user as “near” or “far” is typically based on “distance” of the user to the base station, as estimated by the received power of the pilot signal.
The interest of soft reuse compared to hard and fractional reuse lies in the full utilization of the frequency band by each base station. The potential reduction of inter-cell interference comes from the unequal power allocation on the frequency subbands dedicated to far and near users, respectively. In the soft reuse scheme of Figure 1 for instance, the center base station should typically transmit with reduced power on frequency subband 1 in order to limit its impact on neighbouring cells. As we shall see, both full and hard reuse may in fact be seen as limiting cases of soft reuse depending on the power allocation over subbands.

![Fig. 1. Some frequency reuse schemes in regular hexagonal networks.](image)

Regarding soft and fractional reuse, we further consider two strategies:

Static scheme: There is a fixed threshold on the received power of the pilot signal that allows one to distinguish between far and near users;

Adaptive scheme: Far and near users are defined through the median received power of the pilot signal: half of users are considered as far, the others as near.

It is worth noting that, unlike the static scheme, the adaptive scheme doesn’t require any parameter tuning. We shall see that the cell capacity achieved by the adaptive scheme in fact coincides with that achieved by the best static scheme (that is, for the optimal power threshold).

### B. Feasible throughput

The throughput of any user located at \( u \in C \) depends on her/his radio conditions, and on the number of active users in the serving zone of the cell, \( C \). For each frequency reuse scheme, we refer to the feasible throughput of a user as her/his maximum throughput, obtained when there is no other active user in the cell. This is a function of the user location and her/his radio conditions, and on the number of active users that characterizes the radio conditions on the serving zone of a user as

\[
\text{feasible throughput} = f(u, n) = R_s(u) = R_s(u, n)
\]

where

- \( f(u, n) \) is a function of the user location and her/his maximum throughput
- \( R_s(u) \) is the maximum throughput
- \( R_s(u, n) \) is the feasible throughput

Soft or fractional reuse: Denoting by \( R_1(u) \) (resp. \( R_2(u) \)) the feasible throughput of a near user (resp. far user), the actual throughput of a near user (resp. far user) is equal to \( R_1(u)/n_1 \) (resp. \( R_2(u)/n_2 \)) in the presence of \( n_1 \) active near users (resp. \( n_2 \) active far users).

The assumption of fair sharing simplifies the description of the underlying queueing system but is not critical for the stability results presented in Section IV and the corresponding capacity gains derived in Section V.

### C. Traffic scenario

We assume that users transfer digital documents like Web pages, audio and video files at random times. Each data transfer, referred to as a flow, adapts its rate to the user throughput available on the considered radio downlink. Thus the duration of any given flow depends not only on its size (in bits) but on the location of the user, which is assumed fixed during the data transfer, and on the number of active users in the cell. Under full reuse for instance, a flow of size \( s \) started by a user located at \( u \in C \) at time \( a \) is completed at time \( b \) such that

\[
\int_a^b R(u) \, dt = s, \quad \text{where } N(t) \text{ denotes the number of active users in the cell at time } t.
\]

Flows are assumed to be generated at rate \( \lambda \). We denote by \( \delta \) the traffic density in the cell, with \( \int_C \delta(u) \, du = 1 \). Thus for all \( u \in C \), new flows arrive at rate \( \lambda \delta(u) \, du \) in any infinitesimal region of area \( du \) around \( u \). Flows generated by users located at \( u \in C \) have i.i.d. sizes of mean \( \sigma \) bits. We refer to the traffic intensity of the cell as the average volume generated by users per time unit (in bit/s). This is the product \( \rho \) of the flow arrival rate and the mean flow size:

\[
\rho = \lambda \sigma.
\]

### D. Markovian description

Let \( N(t) \) be the number of active users at time \( t \). The cell state is defined by the \( N(t) \)-dimensional vector \( X(t) \) giving the location of each active user at time \( t \).

In the specific case of Poisson arrivals and exponential flow sizes, \( X(t) \) is a Markov process. Although these statistical characteristics are not representative of real traffic, they simplify the subsequent stability analysis. For all \( n \geq 1 \) and \( x \in C^n \), the transition rate from state \( x \) corresponding to the generation of a new flow by a user located in a region of surface \( du \) around \( u \in C \) is equal to \( \lambda \delta(u) \, du \).

The transition rate from state \( x \) corresponding to the completion of a flow by a user located at \( u \in C \) depends on the frequency reuse scheme. It is equal to \( R(u)/(n \sigma) \) and \( R(u)/(n \sigma) \) under full and hard reuse, respectively. Under soft or fractional reuse, it is equal to \( R_1(u)/(n_1 \sigma) \) if \( u \in C_1 \), where \( C_1 \) denotes the region of near users and \( n_1 \) is the number of near users in state \( x \), and to \( R_2(u)/(n_2 \sigma) \) otherwise (i.e. \( u \in C_1 \), where \( C_2 \) denotes the region of near users and \( n_2 \) is the number of near users in state \( x \). The regions \( C_1, C_2 \) are fixed under the static scheme and are functions of the state \( x \) under the adaptive scheme.
III. Stability Results

In this section, we are interested in the stability condition of the Markov process described in §II-D. We deduce the cell capacity, defined as the maximum traffic intensity compatible with stability, associated with each frequency reuse scheme.

A. Full and hard reuse

Under both full and hard reuse, the number of active users in the cell behaves as the number of customers in a single-server queue. Customers arrive according to a Poisson process of intensity $\lambda$. Under full reuse, they require exponential service times with mean $\int_{\mathcal{C}} \frac{\sigma}{R(u)} \delta(u) du$. This follows from the fact that a flow generated by a user located at $u \in \mathcal{C}$ requires on average $\sigma/R(u)$ service time units at the base station. Such flows are generated with density $\delta(u)$. The queue is stable if its load is strictly less than 1, that is

$$\lambda \int_{\mathcal{C}} \frac{\sigma}{R(u)} \delta(u) du < 1.$$ 

We deduce the cell capacity, defined as the maximum traffic intensity $\rho = \lambda \sigma$ compatible with stability:

$$C = \left( \int_{\mathcal{C}} \frac{\delta(u)}{R(u)} du \right)^{-1}.$$  \hspace{1cm} (1)

This corresponds to the harmonic mean of the feasible throughput, weighted by the traffic density. The cell capacity under hard reuse, with the feasible throughput $R'(u)$ replaced by $R(u)$.

B. Static soft or fractional reuse

Under static soft or fractional reuse, the numbers of active users in cell regions $\mathcal{C}_1$, $\mathcal{C}_2$ behave as two independent single-server queues. Denote by $\delta_1$ and $\delta_2$ the fractions of flow arrivals in these two regions:

$$\delta_1 = \int_{\mathcal{C}_1} \delta(u) du, \quad \delta_2 = \int_{\mathcal{C}_2} \delta(u) du.$$ 

Customers arrive in the two queues according to independent Poisson processes of intensities $\delta_1 \lambda$, $\delta_2 \lambda$ and require exponential service times with respective means:

$$\frac{1}{\delta_1} \int_{\mathcal{C}_1} \frac{\sigma}{R_1(u)} \delta(u) du, \quad \frac{1}{\delta_2} \int_{\mathcal{C}_2} \frac{\sigma}{R_2(u)} \delta(u) du.$$ 

The two queues are stable if their load is strictly less than 1, that is,

$$\lambda \int_{\mathcal{C}_1} \frac{\sigma}{R_1(u)} \delta(u) du < 1 \quad \text{and} \quad \lambda \int_{\mathcal{C}_2} \frac{\sigma}{R_2(u)} \delta(u) du < 1.$$ 

We deduce the cell capacity $C = \min(C_1, C_2)$, with

$$C_1 = \left( \int_{\mathcal{C}_1} \frac{\delta(u)}{R_1(u)} du \right)^{-1} \quad \text{and} \quad C_2 = \left( \int_{\mathcal{C}_2} \frac{\delta(u)}{R_2(u)} du \right)^{-1}.$$  \hspace{1cm} (2)

C. Adaptive soft or fractional reuse

Under adaptive soft or fractional reuse, the $\lceil n/2 \rceil$ nearest users are considered as “near” while the $\lfloor n/2 \rfloor$ farthest users are considered as “far” (there is no predefined power threshold). It can be proved using standard fluid limit technics that the Markov process $X(t)$ is then stable if $\rho < C^*$. Thus the corresponding cell capacity is that achieved by the best static scheme, $C^*$.

IV. Capacity Gains

This section is devoted to the application of previous theoretical results to the evaluation of the capacity gains achievable by the considered frequency reuse schemes in various network configurations.

A. Radio model

We use the Shannon formula for the Gaussian channel as a model of the physical layer. Note that the model and analysis remain valid for the feasible throughput being any arbitrary function of the SINR. Specifically, the feasible throughput is assumed to be equal to

$$W \log_2(1 + \eta),$$

where $W$ is the frequency bandwidth and $\eta$ is the SINR, averaged over fast fading variations. This is the maximum throughput that can be achieved by any modulation and coding scheme, in the absence of advanced radio techniques like cell coordination or opportunistic scheduling. Since the throughput of real systems is approximately logarithmic in the SINR, see [10] for instance, the considered model does not only give an upper bound on the capacity of each scheme but is expected to provide accurate results on the capacity gain of each scheme, compared to full frequency reuse.

We first neglect the thermal noise in order to magnify the impact of inter-cell interference, which is representative of dense networks in an urban environment; the impact of thermal noise is considered in [14].

Locating the reference base station at $u = 0$ and denoting by $\mathcal{B}$ the set of locations of other base stations, the signal-to-interference ratio at location $u \in \mathcal{C}$ is given by:

$$\eta(u) = \frac{|u|^{-\alpha}}{\sum_{v \in \mathcal{B}} |u - v|^{-\alpha}},$$  \hspace{1cm} (3)

where $\alpha$ is the path loss exponent.

In case of directional antennas, we add a linear angular path loss (in dB) given by $h(\theta) = \frac{\theta}{\theta_0}$, where $\theta$ is the angle from the beam axis to the user location, $\theta_0$ is the angle from the beam axis to the sector edge, and $h_0$ is the angular path loss at sector edge (in dB). Unless otherwise specified, we take the standard values $\alpha = 3.5$ and $h_0 = 9$ dB [11].

B. Network topology

We consider two types of networks: 1-dimensional, linear networks and 2-dimensional, hexagonal networks, illustrated by Figures 2 and 3. Sectorized versions of these networks contain 2 and 3 sectors per base station, respectively.
By convention, cells have unit area in unsectorized, regular networks. The random versions of sectorized networks are obtained by distributing each base station uniformly at random in a disk of area $\varepsilon$ centered at its original location. For hexagonal networks, the direction of each antenna is also uniformly distributed in a cone of angle $\varphi$ centered on the original beam axis. For the numerical applications, we take $\varepsilon = 1/4$ and $\varphi = \pi/3$ and average the results over 100 network instances. Figures 2(c) and 3(c) show typical instances of such networks. Observe that the sectorized, random hexagonal network is the most representative of real networks in urban environment. In all cases, we assume a uniform traffic density in the network.

### C. Full and hard reuse

The total frequency band has unit width by convention. Thus the feasible throughput at a location $u \in C$ under full reuse is given by:

$$R(u) = \log_2(1 + \eta(u)),$$

where the signal-to-interference ratio $\eta(u)$ is given by (3).

Under hard reuse, we consider a reuse factor of $1/K$, with $K = 2$ for linear networks and $K = 3$ for hexagonal networks. For linear networks, the two frequency bands are alternately allocated to cells, as illustrated by Figure 2. For hexagonal networks, we use the regular pattern of Figure 3(a) for omnidirectional antennas; for directional antennas, all antennas having the same direction (or the same original direction for the random version of the network) use the same frequency subband. The feasible throughput at location $u \in C$ is then given by:

$$R'(u) = \frac{1}{K} \log_2(1 + \eta'(u)).$$

Note that the corresponding signal-to-interference ratio $\eta'(u)$ is larger than that obtained under full reuse, $\eta(u)$, due to the reduction of the number of interfering antennas. As mentioned in Section III and shown below, both the full and hard reuse schemes turn out to be limiting cases of the soft reuse scheme.

### D. Soft reuse

#### a) Linear networks:

For linear networks, we use two frequency bands of identical width in each cell. We denote by $\kappa = P_1/P_2$ the ratio of the power allocated to near users to the power allocated to far users, expressed in dB. Thus the feasible throughputs of near and far users at location $u \in C$ are respectively given by:

$$R_1(u) = \frac{1}{2} \log_2(1 + \eta_1(u)) \quad \text{and} \quad R_2(u) = \frac{1}{2} \log_2(1 + \eta_2(u)),$$

where the signal-to-interference ratios $\eta_1$ and $\eta_2$ depend on the factor of power asymmetry $\kappa$.

The corresponding cell capacity $C$ is shown as a function of $\kappa$ in Figure 4. This is achieved either by the static scheme with an optimal choice of the received power threshold or, in view of Theorem 1, by the adaptive scheme. Note that the limiting cases $\kappa \to -\infty$ and $\kappa \to +\infty$ (in dB) correspond to the hard reuse scheme: letting $P_1$ tend to 0 shrinks the cell region $C_1^\ast$ dedicated to near users, so that all users tend to be considered as far; similarly, letting $P_2$ tend to 0 shrinks the cell region $C_2^\ast$ dedicated to far users, so that all users tend to be considered as near.

#### b) Hexagonal networks:

For hexagonal networks, we consider the scheme pictured in Figure 1(a). The frequency band is divided into 3 subbands of identical width. The ratio of the power allocated to near and far users is denoted by $\kappa$ as above. The feasible throughputs of near and far users at location $u \in C$ are respectively given by:

$$R_1(u) = \frac{2}{3} \log_2(1 + \eta_1(u)) \quad \text{and} \quad R_2(u) = \frac{1}{3} \log_2(1 + \eta_2(u)),$$
Table I: Capacity gains

(a) Linear networks

<table>
<thead>
<tr>
<th>Type of network</th>
<th>Hard reuse</th>
<th>Soft reuse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unsectorized, regular</td>
<td>+27%</td>
<td>+55%</td>
</tr>
<tr>
<td>Sectorized, regular</td>
<td>+14%</td>
<td>+44%</td>
</tr>
<tr>
<td>Sectorized, random</td>
<td>+14%</td>
<td>+44%</td>
</tr>
</tbody>
</table>

(b) Hexagonal networks

<table>
<thead>
<tr>
<th>Type of network</th>
<th>Hard reuse</th>
<th>Soft reuse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unsectorized, regular</td>
<td>+7%</td>
<td>+21%</td>
</tr>
<tr>
<td>Sectorized, regular</td>
<td>0%</td>
<td>+12%</td>
</tr>
<tr>
<td>Sectorized, random</td>
<td>-5%</td>
<td>+7%</td>
</tr>
</tbody>
</table>

where the signal-to-interference ratios $\eta_1$ and $\eta_2$ depend on the factor of power asymmetry $\kappa$.

The cell capacity is given in Figure 5 as a function of $\kappa$. The limiting cases $\kappa \to -\infty$ and $\kappa \to +\infty$ (in dB) still correspond to the hard reuse scheme, but for different reuse factors: $1/3$ in the former case (since all users tend to be considered as far), $2/3$ in the latter case (since all users tend to be considered as near). The cell capacity of the full reuse scheme now corresponds to the case $\kappa = 3$ dB: the cell region $C_1^\star$ dedicated to near users can then be divided into two subregions with the same frequency bandwidth and power as those of the cell region $C_2^\star$, and it may be easily verified as above that the cell capacity is given by (1).

The corresponding capacity gains are shown in Table I(b). Note that the hard reuse scheme does not increase the capacity of sectorized networks. It actually decreases capacity in the most realistic case of sectorized, random networks.

E. Fractional reuse

We now consider the fractional reuse scheme illustrated by Figure 1(b) where a common frequency subband is dedicated to near users. We consider the three types of hexagonal networks shown in Figure 3. There are three frequency bands of identical width dedicated to far users. These bands, numbered 1, 2, 3, are allocated to cells as in the hard reuse scheme, cf. §IV-C. The subband dedicated to near users, numbered 4, has width $\xi$ (as a fraction of the total bandwidth). The same power is used for each subband.

The resulting cell capacity is shown in Figure 5 as a function of the frequency bandwidth $\xi$ dedicated to near users. Note that the limiting case $\xi \to 0$ corresponds to the hard reuse scheme with reuse factor $1/3$ (the cell region $C_1^\star$ shrinks so that all users are considered as far) while the case $\xi \to 1$ corresponds to the full reuse scheme (the cell region $C_2^\star$ shrinks all users are considered as near). We observe that the maximum cell capacity under fractional reuse coincides with that achieved under soft reuse. This suggests that no significant capacity gains should be expected beyond those provided by soft reuse.

F. Impact of radio environment

To conclude the analysis of capacity gains, we study the impact of various parameters that characterize the radio environment: path loss exponent, angular path loss factor, thermal noise. The impact of the latter depends on the network density: it is negligible in dense networks (urban environment) and significant in sparse networks (rural environment). We measure the thermal noise power through the distance at which it is equal to the received power of the pilot signal, in the beam.
axis of any given antenna. We refer to as rural, suburban and urban, environments where this distance is equal to the cell radius, twice as long as the cell radius, and infinity, respectively. Note that the scenario without thermal noise considered until now corresponds to the urban environment.

Figure 6 below shows the respective impact of each factor on the capacity of sectorized, regular hexagonal networks under soft frequency reuse. In each case, one parameter of the reference scenario ($\alpha = 3.5, h_0 = 9$ dB, urban environment) is modified.

![Graph showing impact of path loss exponent $\alpha$](image)

![Graph showing impact of angular path loss factor $h_0$](image)

![Graph showing impact of network density](image)

We observe that the capacity gain of soft reuse increases with the path loss exponent: it grows from 8% for $\alpha = 2.5$ to 18% for $\alpha = 4.5$. The optimal factor of power asymmetry is approximately constant, around $-5$ dB. The impact of the angular path loss factor on the capacity gain is limited; for large beams ($h_0 = 3$ dB), where inter-sector interference is high, the optimal soft reuse scheme turns out to coincide with the hard reuse scheme with reuse factor $1/3$ (case $\kappa \rightarrow -\infty$).

Finally, Table II below gives the capacity gains in the urban, suburban and rural environment under soft reuse with power asymmetry $\kappa = -5$ dB and under hard reuse with reuse factor $1/3$. As expected, the capacity gains are most significant in urban environments, where inter-cell interference is maximum. In all cases, the hard reuse scheme with reuse factor $1/3$ decreases (or at best doesn’t change) the cell capacity. In rural environment, the hard reuse scheme with reuse factor $2/3$ turns out to be optimal (case $\kappa \rightarrow +\infty$).

### Table II

<table>
<thead>
<tr>
<th>Network density</th>
<th>Hard reuse</th>
<th>Soft reuse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban</td>
<td>0%</td>
<td>+12%</td>
</tr>
<tr>
<td>Suburban</td>
<td>−16%</td>
<td>+5%</td>
</tr>
<tr>
<td>Rural</td>
<td>−31%</td>
<td>+8%</td>
</tr>
</tbody>
</table>

V. Conclusion

We have analysed the potential capacity gains of some frequency reuse schemes in various network configurations. The approach accounts for the random nature of traffic: flows of random size are generated at random times by randomly located users. In this context, we refer to the capacity of any given cell as the maximum traffic intensity it can sustain.

Our results show maximum capacity gains of 40% to 50% for linear networks and 5% to 20% for hexagonal networks, compared to the basic full reuse scheme. In most cases, these gains cannot be achieved by hard reuse but requires either soft or fractional reuse. Surprisingly, the two latter schemes achieve the same maximum capacity gains, which suggests that no significant gains should be expected beyond those provided by soft reuse.
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