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Abstract—While fading effects have long been combatted
in 2G wireless networks, primarily devoted to voice calls,
they are now seen as an opportunity to increase the capac-
ity of 3G networks that incorporate data traffic. The packet
delay tolerance of data applications, such as file transfers
and Web browsing for instance, allows the system flexibil-
ity in scheduling a user’s packets. So-called opportunistic
scheduling, which ensures transmission occurs when radio
conditions are most favorable, is the key component of cur-
rently developed systems like cdma2000 IS-856 and UMTS
HSDPA. We compare the performance of some scheduling
schemes using a flow-level approach where the random evo-
lution of the number of ongoing flows is explicitly taken into
account.

Keywords— Fast fading, multi-user diversity, opportunis-
tic scheduling, downlink channel, flow-level analysis.

I. INTRODUCTION

Data services are expected to constitute a significant part
of traffic in 3G wireless networks. A number of new tech-
nologies have recently been standardized to support high
data rates and optimize the spectrum utilization of down-
link channels. High Data Rate (HDR) systems [5], defined
in the 3GPP2 cdma2000 IS-856 standard [3], [15], offer a
maximum data rate of 2.4 Mbit/s over a signal bandwidth
of 1.25 MHz, while their 3GPP equivalent High Speed
Downlink Packet Access (HSDPA) systems [1], [2], [22]
offer a maximum data rate of around 10 Mbit/s over a sig-
nal bandwidth of 5 MHz. These systems deliver high spec-
tral efficiency by using a TDMA-like strategy with a com-
bination of link adaptation, hybrid ARQ and opportunistic
scheduling:
• Link adaptation refers to the adaptation of a user’s trans-
mission data rate to its radio conditions based on Channel
Quality Indicator (CQI) signals sent back by the user to the
BS.
• Hybrid ARQ allows the transmission of any packet spread
over multiple slots to be terminated early, i.e., as soon as
the packet is successfully received, so as to adapt the trans-
mission rate to the actual radio conditions. This control
scheme, based on Chase combining or incremental redun-

dancy, is essential given the errors in channel quality pre-
diction and the necessarily conservative Signal-to-Noise
(SNR) thresholds used to ensure a successful transmission.
• Opportunistic scheduling seeks to transmit a user’s pack-
ets in slots when conditions are relatively favorable, based
on CQI feedback signals.

These dynamic schemes take advantage of the inherent
“elasticity” of data transfers to increase the overall system
capacity: instead of wasting radio resources in providing
a constant data rate to each user, they dynamically adapt
the data rate of each user to optimize the spectrum utiliza-
tion. The duration of a slot (1.67 ms for HDR systems, 3×
0.67 ms for HSDPA systems) is sufficiently short to bene-
fit from the uncorrelated fast variations of channel quality
experienced by active users, the so-called multi-user diver-
sity. Thus fading effects, which have long been combated
in 2G wireless networks, are now seen as an opportunity to
increase the capacity of 3G wireless networks [19], [26].

The scheduling algorithm is a key component of these
time-shared systems. In addition to exploiting multi-user
diversity over short time-scales, this algorithm also deter-
mines how resources are shared over longer time-scales.
An algorithm that always selects the user with the high-
est CQI is efficient in term of overall throughput but may
starve low SNR users, typically located far from the BS.
An algorithm that equalizes the data rates of active users,
on the other hand, is fair but inefficient as most radio re-
sources are used to sustain the data rate of distant users
[7]. A third strategy, which realizes a reasonable trade-off
between efficiency and fairness, consists in transmitting
to the user with the highest data rate relative to its cur-
rent mean data rate [14], [26]. The so-called proportional
fair scheduler has been studied in [16], [17], [20] and is
widely used in currently developed systems. Many other
scheduling algorithms have been proposed and analyzed,
see e.g. [4], [8], [10], [12], [13], [21], [23], [25].

As a general rule the evaluation of scheduling algorithms
is performed with an assumed static population of users.
We maintain that this may lead to misleading conclusions
since the actual set of active users is dynamic and varies
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as a random process as new data flows are initiated and
others complete. In particular, while users are generally
assumed to be uniformly distributed in the cell, the loca-
tion of active users in steady state in fact depends on the
scheduling employed. This is due to the inherent elasticity
of data transfers: the data rate of any user determines how
long that user will stay active. In this paper, we use a flow-
level approach where the random evolution of the number
of ongoing flows is explicitly taken into account. We com-
pare the performance of two standard algorithms, the max-
imum SNR scheduler and the proportional fair scheduler,
to a new algorithm presented in [8] and referred to as the
score-based scheduler.

The flow-level model used in the analysis and the sim-
ulations is presented in the next section. In the following
two sections, we introduce the notions of cell load and cell
capacity and evaluate user performance in terms of flow
throughput and blocking rate in a reference scenario where
the scheduler is a simple round-robin algorithm. Section V
is devoted to the comparison between the maximum SNR
scheduler, the proportional fair scheduler and the score-
based scheduler. An evaluation of the scheduling gain due
to the oppotunistic nature of these algorithms is proposed
in Section VI. Section VII concludes the paper.

II. MODEL

A. Traffic characteristics

Users generate traffic in sessions, each session being
composed of a random number of data flows separated by
intervals of inactivity. Sessions typically arrive according
to a Poisson process, like calls in telephone networks. In
any given cell, this results in a flow arrival rate which we
denote by λ. Each flow is characterized by its size (in bits).
Denoting by σ the mean flow size, we define the traffic in-
tensity in the cell as the product λ× σ (in bit/s). This is an
exogenous parameter that characterizes the traffic offered
to the cell.

Remark 1: The notion of traffic intensity, which is key
to the evaluation of cell capacity and user performance,
cannot be defined in a static scenario where the number of
data flows is assumed to be fixed.

Traffic is not necessarily uniformly distributed in the
cell. We will denote by F (x) the “traffic density” function,
meaning that flows arrive at rate λF (x)dx in any region of
area dx around location x. We have:

∫

cell
F (x)dx = 1.

B. Radio characteristics

Given a fixed number of flows, the data rate of each
flow results from the extremely complex interaction be-
tween physical phenomena like fading and interference,
and transmission control mechanisms like link adaptation,
error control and scheduling. This complexity is further
increased by the fact that users are mobile. In the follow-
ing, we characterize the radio environment of a user by its
“feasible rate”, defined as the data rate it would realize if
all radio resources were allocated to it.

Remark 2: The feasible rate of a user may not only be
limited by its radio conditions but also by the mobile it-
self, which may be unable to decode signals with small
spreading factors for instance. To avoid the waste of radio
resources, a hybrid TDMA/CDMA strategy where several
users are multiplexed over the same slot can be used in
HSDPA systems [2].

It is worth noting that the feasible rate is time-varying
due to fading effects. In particular, adaptive modulation
and coding schemes are typically used to adapt the data
rate to the instantaneous SNR, based on CQI feedback sig-
nals. Fast fading occurring over small time-scales (less
than 1 second, say) due to multipath propagation may be
exploited by means of opportunistic scheduling (refer to
Section V). Slow fading due to shadowing and user mo-
bility, on the other hand, cannot be exploited without com-
promising the packet delay budget of the users. In the fol-
lowing, we neglect the impact of slow fading. Specifically,
we assume that users do not move during data transfers1 .
We denote by R(x) the mean feasible rate of a user lo-
cated at x. Thus when a simple round-robin scheduler is
implemented, the effective data rate of such a user in the
presence of n ongoing data flows is R(x)/n.

While realistic values of the feasible rate could be deter-
mined by means of measurements, it proves more conve-
nient for present purposes to consider the limiting values
provided by information theory. It turns out that current
practical systems achieve data rates quite close to the the-
oretical limits. Figure 1 compares the data rates realized
by HDR systems [5] to the maximum rate of a Gaussian
channel given by Shannon’s theorem:

W log2(1 + SNR), (1)

where W represents the bandwidth, equal to 1.25 MHz
for HDR systems, and SNR is the signal-to-noise ratio.
We observe that the data rates of the HDR technology are
approximately equal to 75% of the Shannon limit.

1This has been shown to correspond to a conservative scenario [9].
The mobility of any user in the cell improves its own average perfor-
mance as well as that of all other users.
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Fig. 1. Efficiency of the HDR technology

In the following, we use the mean feasible rate:

R(x) = WE [log2(1 + SNR(x))] , (2)

where SNR(x) corresponds to the signal-to-interference-
plus-noise ratio at location x. This is a random variable
due to fading effects, and we assume a perfect link adap-
tation so that R(x) corresponds to the mean feasible rate
averaged over all fading states.

To evaluate the SNR, we consider a homogeneous prop-
agation environment with the following parameters:
• BS transmit power P = 40dBm;
• noise N = −100dBm;
• path loss Γ = 130dBm + 35dBm × log10(d), where d
is the distance to the BS (in km).
Note that this corresponds to a path loss exponent α = 3.5,
with a path loss Γ = 77dBm at distance d = 30 m cor-
responding to free space propagation for a 1 GHz carrier.
There is no intracell interference and intercell interference
is evaluated in a worst-case scenario where all BSs trans-
mit at full power P .

r

r

Fig. 2. Linear and hexagonal networks.

For illustrative purposes, we consider linear and hexag-
onal networks as shown in Figure 2. For linear networks,
we refer to the cell radius r as the maximum distance at
which a user is served; for hexagonal networks, the cell
radius r corresponds to the radius of a disk with the same
area as the hexagon. For the evaluation of intercell inter-
ference, we consider all BSs whose distance to the refer-
ence BS is less than or equal to 10 × r, corresponding to
10 interfering BS’s for linear networks, 90 interfering BSs
for hexagonal networks. We verified that the interference
term due to more distant BS’s is negligible.

Figure 3 gives the normalized feasible rate R(x)/W
with respect to the distance to the BS for linear and hexag-
onal networks, assuming constant fading. The feasible rate
is higher for linear networks due to lower interference.
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Fig. 3. Feasible rate w.r.t. distance to the BS (r = 0.5 km).

In practice, users typically experience either Rayleigh
fading, corresponding to a Gaussian distribution of the sig-
nal amplitude, or Rician fading when the signal amplitude
has a significant line-of-sight component [24]. In this pa-
per, we consider two extreme fading conditions:
• Rayleigh fading, where the amplitude of the signal re-
ceived from each BS (the BS to which the mobile is at-
tached as well as the interfering BSs) has a Gaussian dis-
tribution;
• constant fading, where the amplitude of the signal re-
ceived from each BS is constant.
A large range of fading conditions can then be generated
by varying the proportion of users that experience Rayleigh
fading.

Figure 4 shows the impact of Rayleigh fading on the
normalized feasible rate R(x)/W for hexagonal networks.
We observe a slight increase in the feasible rate due to the
fading of interefering signals (the feasible rate (2) is a con-
vex function of interference).
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Fig. 4. Feasible rate w.r.t. distance to the BS (r = 0.5 km).

III. CELL LOAD, CELL CAPACITY

The traffic intensity is an exogenous parameter that char-
acterizes the traffic offered to the cell. The traffic intensity
can therefore well exceed the cell capacity in the sense that
the flow arrival rate is larger than the flow departure rate.
In the absence of admission control, the number of on-
going flows then increases and the data rate of each flow
decreases continuously until some users become impatient
and interrupt their transfer [11].

We define the cell capacity as the maximum traffic in-
tensity such that the cell is not saturated when using a blind
scheduling algorithm such as the round-robin scheduler.
We first introduce the notion of cell load.

A. Cell load

When using a blind scheduling algorithm, the mean num-
ber of slots required to transfer a file to a user located at
x is σ/R(x), the ratio of the mean file size to the feasible
rate. In any region of area dx around location x, data flows
arrive at rate λF (x)dx. We deduce the infinitesimal load
due to any region of area dx around location x:

ρ(dx) = λσ
F (x)

R(x)
dx.

The cell load is:

ρ =

∫

cell
λσ

F (x)

R(x)
dx. (3)

The cell may be viewed as a queueing system of load ρ
where the server represents the radio resource (the slots)
and the customers the data flows. If ρ < 1, the system
is stable and the number of customers remains finite; if
ρ > 1, the system is unstable and the number of cus-
tomers tends to infinity (in practice, some users abandon
their transfer).

B. Cell capacity

We refer to the cell capacity C as the maximum traffic
intensity λσ such that ρ < 1. In view of (3),

C =

(
∫

cell

F (x)

R(x)
dx

)−1

. (4)

Note that C corresponds to the weighted harmonic mean
of the feasible rates R(x), with weights given by the traffic
density function F (x), which is less than the correspond-
ing arithmetic mean:

C =

(
∫

cell

F (x)

R(x)
dx

)−1

≤

∫

cell
F (x)R(x)dx.

In particular, the capacity is significantly affected by re-
gions of the cell where the ratio F (x)/R(x) is large, cor-
responding to a high traffic demand and a low feasible rate.
Figure 5 gives the normalized cell capacity C/W for lin-
ear and hexagonal networks, with a uniform traffic distri-
bution (constant F ) and constant fading. We observe that
the cell capacity is maximum for dense networks (r → 0)
and tends to zero for sparse networks (r → ∞).
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Fig. 5. Cell capacity w.r.t. cell radius (blind scheduler).

Remark 3: We verified that fading variations have an
extremely slight impact on the cell capacity. This can be
explained by the fact that the cell capacity is mainly de-
termined by the feasible rate at the edge of the cell, which
is typically not affected by the fading conditions (refer to
Figure 4).

Remark 4: The fact that the capacity of linear networks
is much higher than that of hexagonal networks is not only
due to lower interference but also to the network topology
itself. Consider a user whose location is uniformly dis-
tributed in the network. The probability that its distance
to the closest BS is less than d is equal to d/r for linear
networks, approximately (d/r)2 for hexagonal networks,
less than d/r.
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The maximum cell capacity obtained for dense networks
is interference-limited, i.e., is independent of the noise N
and the transmit power P . It only depends on the path loss
exponent α. Table I below shows how α impacts the maxi-
mum cell capacity. In the rest of the paper, we always take
α = 3.5.

Cell capacity (bit/s/Hz) α = 3 α = 3.5 α = 4

Linear network 2.92 3.41 3.84
Hexagonal network 1.22 1.51 1.76

TABLE I
IMPACT OF THE PASS LOSS EXPONENT ON THE MAXIMUM

CELL CAPACITY.

IV. USER PERFORMANCE

In this section, we analyse how the cell load impacts
user performance in terms of flow throughput and block-
ing rate in a reference scenario where the scheduler is a
simple round-robin algorithm, with and without admission
control.

A. No admission control

We define the flow throughput γ as the ratio of the mean
flow size σ to the mean flow duration. By Little’s law [18],
we deduce that the flow throughput is equal to the ratio of
the traffic intensity to the mean number of active flows:

γ =
λσ

E[n]
. (5)

For a round-robin scheduler, the number of active flows
n evolves like the number of customers in a processor-
sharing queue of load ρ. In the absence of admission con-
trol, the stationary distribution of n is given by:

π(n) = ρn(1 − ρ), ρ < 1.

We obtain:
E[n] =

ρ

1 − ρ
.

Using the fact that

ρ =
λσ

C
,

we deduce from (5) that:

γ = C(1 − ρ).

The flow throughput is maximum and equal to the cell ca-
pacity C when the cell load is equal to zero, and decreases
linearly in the cell load.

Clearly, γ is a mean performance metric, averaged over
the cell. One may be interested in a more precise perfor-
mance metric such as the flow throughput γ(x) of users
located at x. Let dn(x) be the number of active flows in
a region of area dx around x. Such flows arrive at rate
λF (x)dx. By Little’s law, we obtain:

γ(x) =
λσF (x)dx

E[dn(x)]
.

Using the fact that the expected number of active flows in
a region of area dx around x is proportional to the load due
to such flows, i.e.,

E[dn(x)] =
ρ(dx)

ρ
× E[n]

with

ρ(dx) = λσ
F (x)

R(x)
dx,

we deduce:
γ(x) = R(x)(1 − ρ).

Thus the flow throughput of users located at x is maximum
and equal to the feasible rate R(x) when the cell load is
equal to zero, and decreases linearly in the cell load. This
is illustrated by Figure 6 using (2) with constant fading and
various values of SNR, corresponding to various locations
in the cell.
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Fig. 6. Flow throughput w.r.t. cell load (round-robin scheduler).

Remark 5: The flow throughput γ corresponds to the
weighted harmonic mean of the flow throughputs γ(x),
with weights given by the traffic density function F (x):

γ =

(
∫

cell

F (x)

γ(x)
dx

)−1

.

Remark 6: These results are insensitive to any traffic
characteristics (flow size distribution, session structure, etc).
The only required assumption is that sessions are indepen-
dent and arrive as a Poisson process [6].
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B. Admission control

Admission control is necessary to offer acceptable data
rates in an overload situation where ρ > 1. A simple
admission policy consists in limiting the number of ac-
tive flows to a fixed value N . This ensures that the flow
throughput γ(x) of users located at x is always higher than
R(x)/N . Quality of service is now perceived not only
through the flow throughput but also through the block-
ing rate. Assuming as in Engset’s model that the sessions
go on in case of blocking, the stationary distribution of the
number of active flows becomes:

π(n) =
ρn

1 + ρ + . . . + ρN
, n ≤ N.

We deduce the blocking rate:

B =
ρN

1 + ρ + . . . + ρN
,

and the mean number of active flows:

E[n] =
ρ

1 − ρ

1 + NρN+1 − (N + 1)ρN

1 − ρN+1

By Little’s law, the flow throughput is equal to the ratio
of the actual traffic intensity to the mean number of active
flows, i.e.,

γ =
λ(1 − B)σ

E[n]
.

Using the fact that

ρ =
λσ

C
,

we obtain:

γ = C(1 − ρ)
1 − ρN

1 + NρN+1 − (N + 1)ρN
.

Similarly, the flow throughput at location x is given by:

γ(x) = R(x)(1 − ρ)
1 − ρN

1 + NρN+1 − (N + 1)ρN
.

Thus the flow throughput at location x decreases from R(x)
to R(x)/N as the load ρ goes from 0 to infinity. This is
illustrated by Figure 7 for various values of the admission
threshold N , using (2) with SNR = 0 dB. The correspond-
ing blocking rate is also shown.

It is worth observing that B decreases exponentially in
N at any load ρ < 1. If N is sufficiently large, the block-
ing rate is negligible provided the cell load is not too close
to 1. If N = 100 for instance, the blocking rate is less than
10−3 for a cell load as high as 96%.

If ρ > 1, on the other hand, the blocking rate corre-
sponds approximately to the fraction of traffic excess, i.e.,

B ∼
ρ − 1

ρ
.

We deduce that if N is sufficiently large (larger than 50,
say), the maximum cell load compatible with any reason-
able target blocking rate (from 1% to 5%, say) is approx-
imately equal to 1. The maximum traffic intensity is then
equal to the cell capacity. This property holds for any
admission control scheme, such as an admission decision
based on some measure of the current data rate [10], pro-
vided new flows cannot be blocked when the number of
active flows is too small (less than 50, say).
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Fig. 7. Flow throughput and blocking rate w.r.t. cell load for
various admission thresholds (round-robin scheduler).

V. OPPORTUNISTIC SCHEDULING

We now study how various opportunistic schedulers im-
pact user performance compared to the previous results
derived for a round-robin algorithm. The corresponding
flow-level model is a state-dependent multi-class processor-
sharing queue which is untractable except under some spe-
cific assumptions on the rate statistics [10], [12]. Thus
we performed flow-level simulations with Poisson flow ar-
rivals and i.i.d. exponential flow sizes. We first present the
considered scheduling algorithms.
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A. Maximum SNR scheduler

The simplest algorithm consists in scheduling at each
slot the user with the best SNR or, equivalently, the best
feasible rate:

select max{R1, . . . , Rn}.

The main disadvantage of this scheduler is that it tends to
always select the same users, those who are close to the
BS. In particular, the maximum SNR scheduler does not
benefit from the peaks in the feasible rates of the users.
This results in reduced efficiency in a dynamic scenario
with a varying number of active flows, as will be confirmed
by the simulation results.

B. Proportional fair scheduler

This algorithm consists in scheduling at each slot the
user with the best feasible rate relative to its current through-
put:

select max

{

R1

T1
, . . . ,

Rn

Tn

}

.

where the throughput Ti(k) of user i at time-slot k is eval-
uated as follows:

Ti(k) = (1 −
1

t
)Ti(k − 1)

+
1

t
Ri(k − 1) × 1{i selected at slot k−1}.

The smoothing parameter 1/t determines the time constant
of the algorithm. A large value of t offers the opportunity
of waiting a long time before scheduling a user when its
channel quality hits a peak. We then expect the sched-
uler to better exploit multi-user diversity at the expense of
longer packet delays. Thus the time constant should be
set accounting for the packet delay tolerance of the appli-
cations [26]. For t = 100, the typical time-scale of the
scheduler is around 100 ms, which leads to delays that are
acceptable for most data applications.

C. Score-based scheduler

The algorithm is based on the notion of score [8], with
corresponds to the rank of the current feasible rate among
the past values observed over a window of fixed size w.
The score-based scheduler schedules the user with the best
score:

select min{S1, . . . , Sn},

where the score Si(k) of user i at time-slot k is defined as:

Si(k) = 1 +

w−1
∑

l=1

1{Ri(k)<Ri(k−l)}.

If two users are active for instance and the current feasible
rate R1 of user 1 is the second best rate among its w past
rate values while the current feasible rate R2 of user 2 is
the fourth best rate among its w past rate values, user 1 is
scheduled, irrespective of the relative values of R1 and R2

(refer to Figure 8).

window

current value

feasible rate

feasible rate
of user 2

of user 1
score = 2

score = 4

Fig. 8. Principle of the score-based scheduler.

Instead of selecting a user when its feasible rate is high
relative to its own average throughput (the principle of the
proportional fair scheduler), the score-based scheduler se-
lects a user when its transmission rate is high relative to
its own rate statistics. The corresponding time constant
is given by the window size w, which should be set suf-
ficiently large to track the distribution of the rate process
while accounting for the packet delay tolerance of applica-
tions.

D. Simulation results

We developed a flow-level simulator where at each flow
arrival or departure, the data rate of each active flow result-
ing from the considered algorithm is evaluated. The time-
constants of the proportional fair scheduler and the score-
based scheduler were set to infinity (the results are approx-
imately insensitive to the time-constants t and w provided
these constants are sufficiently large, larger than 100, say).
The set of feasible rates is discrete as in practical systems
and obtained from (1) with SNR between -20 dB and 20
dB every 1 dB. The maximum number of active flows is
fixed to 100. Each simulation run corresponds to 100 000
flow arrivals.
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Figure 9 gives the results obtained for a dense hexag-
onal network with Rayleigh fading (cell radius r = 0.5
km). While the flow throughput exhibits approximately
the same linear behavior for the three algorithms at low
loads, the score-based scheduler outperforms the other two
algorithms at high loads. This is confirmed by the re-
sults showing the blocking rate at loads close to the criti-
cal load. The gain of the score-based scheduler in terms of
maximum traffic intensity compatible with any reasonable
blocking rate (between 1% and 5%, say) is of 20% over
the maximum SNR scheduler, 15% over the proportional
fair scheduler.
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Fig. 9. Flow-level performance for Rayleigh fading.

Figure 10 gives the results obtained when only 50% of
users experience Rayleigh fading. The gain of the score-
based scheduler in terms of maximum traffic intensity com-
patible with any reasonable blocking rate is of 15% over
the maximum SNR scheduler, 5% over the proportional
fair scheduler. Similar results were obtained for linear net-
works and for various values of the cell radius.

VI. SCHEDULING GAIN

In the simulation results of Section V, the critical load
where the flow throughput is close to the minimum and the
blocking rate becomes non-negligible is much higher than
1. This illustrates the opportunistic nature of the schedul-
ing algorithms compared to a blind round-robin scheduler.
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Fig. 10. Flow-level performance for 50% Rayleigh fading.

We now present a method for evaluating this scheduling
gain. The idea is to assume that the flow throughput is
linear in the cell load, as the simulation results suggest,
and to evaluate the maximum cell load such that the flow
throughput is positive. Thus it is sufficient to evaluate the
slope of the throughput vs. load curve at load ρ = 0.

A. Homogeneous throughput gain

The slope of the throughput vs. load curve at load ρ = 0
is determined by the throughput gain when only two users
are active. For sake of clarity, we first assume that this gain
H is homogeneous in the sense that it does not depend on
the location of these users nor on their radio conditions.
The mean number of users is then given by:

E[n] =
ρ + 2ρ2/H

1 + ρ
+ o(ρ2).

In view of (5), we obtain:

γ = C
1 + ρ

1 + 2ρ/H
+ o(ρ)

= C(1 −
2 − H

H
ρ) + o(ρ).

We deduce the scheduling gain:

G =
H

2 − H
.
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If H = 3/2 for instance, which is the case for two noise-
limited users experiencing Rayleigh fading [8], the schedul-
ing gain is G = 3, meaning that the cell capacity is three
times larger than that obtained with a round-robin sched-
uler. This corresponds to the best scheduling gain one
might expect, valid for large cells with Rayleigh fading.

B. Heterogeneous throughput gain

In practice, the throughput gain obtained when two users
are active does depend on their radio conditions. A key
property of the score-based scheduler is that the through-
put gain of any user depends on the number of active users
and on its own rate statistics only. Thus we evaluate the
scheduling gain in this particular case. The result is ex-
pected to provide a reasonably accurate estimation of the
scheduling gain for the three algorithms.

Let p be the fraction of users with Rayleigh fading. We
assume that such a user experiences the same throughput
gain H in the presence of another active user, indepen-
dently of its location in the cell. For Poisson flow arrivals
and i.i.d. exponential flow sizes, the stochastic process de-
scribing the numbers of active users with Rayleigh fading
and with constant fading is a Markov process. It then fol-
lows from the balance equations that:

E[n] =
ρ + 2ρ2/H̄

1 + ρ
+ o(ρ2),

where H̄ , which may be viewed as the average throughput
gain, is given by:

H̄ =

(

p2 +
4p(1 − p)

H + 1
+

(1 − p)2

H

)−1

.

Note that 1 ≤ H̄ ≤ H depending on the fraction of
Rayleigh fading p. We deduce the scheduling gain as above:

G =
H̄

2 − H̄
.

Figure 11 shows the impact of the fraction of Rayleigh
fading p on the scheduling gain G for H = 3/2. As ex-
pected, the scheduling gain increases from 1 to 3 as the
fraction of Rayleigh fading increases from 0 to 1.

VII. CONCLUSION

We have compared the flow-level performance of two
standard algorithms, the maximum SNR scheduler and the
proportional fair scheduler, to the score-based scheduler.
The simulation results show that the maximum SNR sched-
uler, the proportional fair scheduler and the score-based
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Fig. 11. Impact of fading conditions on the scheduling gain.

scheduler behave similarly at low loads, while the score-
based scheduler outperforms the other two algorithms when
the cell load is close to critical. The gain in terms of max-
imum traffic intensity compatible with a given blocking
rate is of 15% to 20% over the maximum SNR scheduler,
and from 5% to 15% over the proportional fair scheduler,
depending on the fading conditions. The efficiency of the
score-based scheduler is mainly due to the fact that it fully
exploits multi-user diversity by equalizing the slot shares,
unlike the other two algorithms that are typically biased
against low-SNR users [8].

Another key result is that the flow throughput decreases
approximately linearly in the cell load for the three algo-
rithms. Based on this observation, we defined a common
notion of scheduling gain, which was shown to vary be-
tween 1 and 3 depending on the fading conditions. This
means that the cell capacity may be up to three times higher
than with a simple round-robin scheduler for pure Rayleigh
fading, highlighting the efficiency of opportunistic schedul-
ing and the interest of the HDR evolution of cdma 2000
and the HSDPA evolution of UMTS.

Admission control is a key mechanism to avoid cell sat-
uration and to guarantee a minimum throughput in case of
overload. The blocking rate was shown to be negligible
while the cell load is not critical, independently of the ad-
mission control scheme. The only requirement is that new
data flows cannot be blocked when the number of active
flows is too small (less than 50, say).

A number of issues should be addressed to complete the
comparison between the three considered scheduling algo-
rithms. These include packet-level issues like the packet
delay and the interaction with TCP, as well as the ability
of the scheduler or some slightly modified version of the
scheduler to handle real-time traffic like voice or audio and
video streaming.
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