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ABSTRACT

Lane detection plays a crucial role for Advanced Driver As-
sitance System (ADAS) or autonomous driving applications.
Literature shows a lot of lane detection algorithms can work
in real time with good results. However, they require much
computer processing and cannot be embedded in a vehicle
ECU without deep software optimizations. In this paper, we
discuss the embeddability of lane detection algorithms by
comparing state-of-the-art algorithms in terms of functional
performance and computational timing. We identify what
essential parts of lane detection are time consuming, and
show these parts can be computed in real time on embedded
systems.

Index Terms— ADAS, Lane Detection, Embedded Pro-
cessing

1. INTRODUCTION

On-vehicle lane detection system is an important component
for ADAS application. In fact it can be use for warning sys-
tems (e.g. alerting the driver in case of dangerous situation:
Lane Departure Warning) or active systems (Lane Keeping
Assist or Lane Centering Assist).

Lane detection has been deeply studied this past twenty
years [1, 2, 3, 4]. However, embedded lane detection is not
much studied despite the fact car manufacturers and suppli-
ers are interested in this kind of works. Some automotive
providers already offer embedded solutions for lane detec-
tion. They produce intelligent cameras which perform em-
bedded real time lane detection, the algorithm is computed by
FPGA/ASIC in camera. However, state-of-the-art algorithms
show better results.

Semiconductor companies are moving into the market of
embedded systems for ADAS with heterogeneous architec-
tures. Heterogeneous architectures embed several processing
units with different capabilities on the same System on Chip
(SoC), often with massively parallel computing unit. We can
cite the Tegra K1 SoC of Nvidia (which embed ARM, GPU

and an ISP), the TDA2x SoC [5] of Texas Instrument (ARM,
DSP and EVE vectorial processor). This type of SoC offers a
good solution for embedding image processing algorithms in
the automotive field because it can handle high performance
computing with low-power consumption.

In this paper, we discuss the embeddability of lane de-
tection algorithms on heterogeneous architectures. First we
will study the different approaches for lane detection, their
results and identify their bottlenecks. Then we will discuss
how they can be adapted for embedded processing and what
performances can be expected with the different approaches.

2. LANE DETECTION ALGORITHMS

The aim of lane detection algorithms is to find positions of
lanes on the roads and to characterize them. Based on [6], a
lane detection algorithm can be separated into four parts:

• Image cleaning: This step enhances the input image in
order to get better results with features extraction. It
can be an algorithm dealing with abrupt illumination
change (e.g. when vehicle goes under a tunnel), color
space conversion, ROIs extraction, etc.

• Features extraction: Low level features are extracted
from the image. Algorithms used for this step can be
gradient computation, color segmentation, threshold-
ing, Inverse Perspective Mapping (IPM). The IPM (also
called bird-eyes view) consists in applying a homogra-
phy on the image in order to obtain parallel lines.

• Lane model fitting: A geometric model of lane (2D or
3D) is used on extracted features in order to find poten-
tial lanes. Hough transform (straight lines or curves) is
often used in this step.

• Temporal integration: Results of previous frames are
used in order to detect lane in current frame. It can
be used to reduce the search area in the image and the
computational cost. Temporal integration is not always
used, and often implies data fusion with other sensors,
e.g. IMU, GPS, etc.



In spite of some datasets can be found for pedestrian de-
tection [7], to our knowledge, no free dataset with ground
truth can be found for lane detection algorithms. That is why
it is hard to compare results of state-of-the-art lane detection
algorithms.

However, some papers give results and performance of
their algorithm. Thus in [8], where both IPM and Hough
transform are used, algorithm has been tested on KITTI
database [9] (1392 × 512 color images) with an average of
68.18 ms processing time per frame. The average error be-
tween marked points and lines located with GPS + map is 15
cm.

The algorithm in [10] performs an IPM transformation
with integration on Y axis for features extraction and uses
RANSAC for lane fitting. It achieves 50 frames per second
rate with 640× 480 input images. Their provided correct de-
tection rate is 90.89% in urban conditions.

In [11], the lane fitting is based on active contours with
initialization performed by Canny & Hough lines detection.
It shows good results, 95% of correct lane detection, but poor
performance, only 2 frames per seconds with a resolution of
240 × 256. We can notice it has been tested on old CPU,
executing the algorithm on a recent one may show better per-
formance.

Most state-of-the-art algorithms use IPM and/or Hough
transformation. These two kernels are essential to have good
results for lane detection, but they have a high computational
cost. That is why we choose to focus on these two kernels, to
implement and optimize them on an embedded SoC.

3. HETEROGENEOUS ARCHITECTURES

Semiconductors companies such as Nvidia, Texas Instrument
and Freescale propose heterogeneous architectures to meet
automotive industry needs for embedding image processing
algorithms for ADAS. These architectures handle high per-
formance computing with massively parallel computing units
(e.g. GPU or vectorial processor) and low-power consump-
tion. In this paper, we propose a general approach which can
fit with any of these SoCs, and we show some preliminary
results obtained on Nvidia Tegra K1 heterogeneous SoC.

3.1. Nvidia Tegra K1 SoC

The Nvidia Tegra K1 SoC is composed of a quad-core ARM
Cortex A15 CPU (1.5 GHz clock rate) providing ARMv7 in-
struction set and an out-of-order speculative issue 3-way su-
perscalar execution pipeline, each core has a NEON and FPU
unit [12].

The Kepler GPU of the K1 is composed of one stream-
ing multiprocessors of 192 cores [13], accessible with CUDA
[14] and the new standard OpenVX [15]. The parallelization
with CUDA is qualified as SIMT (Single Instruction Multi-
ple Threads). The global memory of the K1 is the same for

GPU and ARM, both can potentially access to the same data.
Memory area of each processing unit is handled by the OS.

3.2. K1 Specific Features

The K1 also has several hardware processing units like Im-
age Signal Processor (ISP) and Image Processing Accelerator
providing fast and specific image processing algorithms such
as debayering, noise reduction, lens correction etc. These
units are very fast but the user can only control a limited set
of parameters and the chaining order of kernels is restricted.

In addition of the basic instructions, ARM and Kepler
GPU have specific features which can be used to accelerate
image processing algorithms. Thus, ARM processor provides
SIMD instructions with NEON units [16]. In order to handle
the issues of reading and writing accesses of different threads,
CUDA provides atomic instructions based on hardware de-
sign. This feature is very useful for histogram construction
and the voting process of Hough transform.

The Nvidia GPU texture memory provides couple of ad-
vantages for reading images data. When accessing to non-
integer pixel coordinates (e.g. Im[i-0.5][j-0.5]), texture units
handle linear interpolation, this is cost-free because computed
by hardware design. Moreover texture units handle access to
pixels outside the image (e.g. Im[-1][-1]), also cost-free. This
feature can highly decrease the IPM computational timing.

4. KERNEL MAPPING AND EMBEDDABILITY

According to section 2, IPM and Hough transform are two
kernels used by state-of-the-art algorithms with best results,
but have a high computational cost. Embedding a given al-
gorithm on a heterogeneous architecture is a difficult task be-
cause one can not easily find how to allocate kernels on the
different processing units (kernel mapping) [17].

4.1. Kernel Mapping Optimization

Let P be the vector of the processing units of a given hetero-
geneous architecture, K be the vector of kernels of a given
algorithm, the matrix M constitutes the mapping of K on
P , given by P = M.K. Let ϕ be the dependency ma-
trix (dependencies between kernels K), τ(M) be the exe-
cution function (returning the execution time for each ker-
nel), δ(M) be the transfer function (returning the transfer de-
lay needed for each kernel), η(M) be the occupancy func-
tion (returning the occupancy for each computing unit) and
f(P,K,ϕ, τ(M), δ(M), η(M)) be the cost function (return-
ing the global execution time of the algorithm). The aim of
kernel mapping optimization is to find M minimizing f :

argmin
M

[f (P,K,ϕ, τ(M), δ(M), η(M))]

Parameters of function f can be measured or predicted for
differentM . Measure needs all kernels implementation on all



processing units (very time consuming), but prediction needs
kernels and architectures analysis (very efficient but needs
deep SW / HW knowledge). Actually, our approach mixed
both techniques, starting with some specific representative
kernels implementations, and finishing with performance pre-
diction analysis to achieve the best kernel mapping [18].

4.2. Gradient Computation

Gradient computation is often performed with convolution
operators (e.g. Sobel filter). First, it can easily be accelerated
by using separable filter. Moreover convolution operators are
easily parallelizable because the result of one pixel is not de-
pendent on other pixels result. Thus it can be accelerated with
GPU or by using NEON instructions and multicore on CPU
ARM.

According to our results, an algorithm performing hori-
zontal and vertical Sobel filter is 14 times faster by using 4
cores and 8×int16 NEON vectors than using only one core.
Our implementation of this algorithm is 20 times faster on the
GPU of K1 than the implementation on ARM with one core.
However, using GPU implies extras delays for transferring
data between CPU and GPU (about 2ms for a 2MB image).

4.3. Inverse Perspective Mapping (IPM)

Many state-of-the-art lane detection algorithms use IPM, it
results an image with vertical and parallel lines which re-
duces the complexity of lane marking. Camera intrinsic (fo-
cal length and optical center) and camera extrinsic (pitch an-
gle, yaw angle and height above the ground) parameters are
needed to construct the homography matrix [19]. Pitch angle
and yaw angle may not be constant (e.g. vehicle vibrations),
that is why camera is often associated with an IMU [8].

A pixel IIPM of the bird-eyes view image with coordinate
(u, v) corresponds to the pixel Iin with coordinate (x, y) of
the input image, so IIPM (u, v) = Iin(x, y). Coordinates are
linked by:

(
s.x s.y s

)T
= H.

(
u v 1

)T
, with H the

homography matrix. However, x and y will be non-integer
values, so interpolation should be performed in order to com-
pute Iin(x, y). Despite the complexity of the IPM is linear,
this transformation is associated with some computational
cost and is often apply on a ROI.

Linear interpolation can be handled very quickly with tex-
ture memory of the GPU which highly reduces the computing
time. Indeed only the matrix product has to be computed for
each pixel, so it can be parallelized.

Our IPM implementation on GPU provides 5 ms on a
1920× 1080 HD image (with a transfer delay 8.5 ms). These
results on HD image are here to illustrate reachable perfor-
mance, real implementation uses a ROI of a smaller image.

Table 1. Best performances for tested algorithms, execution
time is given in pixels per second. As Hough transform per-
formance depends on the number of input points, which can
vary with a fixed image size, the value is given in points per
second.

Algorithm Performance Computing Unit
Horizontal & vertical
gradient

450 Mp/s ARM

IPM transformation 415 Mp/s GPU
Hough transform 960 kPts/s GPU
Simple lane detection 200 Mp/s ARM + GPU

4.4. Hough Transform

The computational complexity of a two-dimensional Hough
transform is given by: O(n.s), where n is the number of input
points and s the number of iterations needed. Based on [20],
Hough transform computation can be accelerated on GPU.
In fact reducing the number of input points and parallelizing
each iteration decreases the computational timing.

We implemented a simple algorithm which performs a So-
bel filter, a thresholding, a morphological filter and apply the
Hough transform. According to our results, the best mapping
is to embed Hough transform on GPU, and other kernels on
ARM. Our algorithm has been tested with a 1920× 1080 HD
image, about 0.2% of total pixels are used for Hough trans-
form. The ARM processes in 5.4 ms, and the Hough trans-
form on GPU in 4.5 ms. Thus, by adding the memory delay
and latency for GPU kernel execution, the full lane detection
algorithm is executed in 10.4 ms. Results for tested algo-
rithms are given in table 1.

Our next hardware target for studying ADAS algorithms
embeddability is the TDA2x platform [5]. Gradient will prob-
ably be computed by the DSP, and IPM and Hough transform
by the EVE vectorial processors.

4.5. Conclusion

The embeddability of image processing algorithms is a big is-
sue for automotive industry, it is not a simple task to predict if
a robust known algorithm can be embedded on a given SoC.
In this paper we discussed the embeddability of lane detection
algorithms on a heterogeneous architecture, the K1 SoC. It
has been shown that costly operations such as IPM or Hough
transform can be optimized and executed in real time on an
embedded SoC. However, doing such studies for multiple al-
gorithms and SoCs represents a lot of work. The most ef-
fective solution for dealing with embeddability of image pro-
cessing algorithms is performance prediction. Thus, we are
working on performance prediction for algorithms embedded
on different SoCs, in order to help car manufacturers and sup-
pliers to choose what algorithm – SoC association presents
the best performance and efficiency.
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