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Abstract

In this article we are interested in the rigorous construction of geometric optics expansions
for weakly well-posed hyperbolic corner problems. More precisely we focus on the case where
selfinteracting phases occur and where one of them is exactly the phase where the uniform Kreiss-
Lopatinskii condition fails. We show that the associated WKB expansion suffers arbitrarily many
amplifications before a fixed finite time. As a consequence, we show that such a corner problem
can not be weakly well-posed even at the price of a huge loss of derivatives. The new result,
in that framework, is that the violent instability (or Hadamard instability) does not come from
the degeneracy of the weak Kreiss-Lopatinskii condition, but of the accumulation of arbitrarily
many weak instabilities.
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1 Introduction

The main study in this article is the rigorous construction of geometric optics expansions for hy-
perbolic corner problem that is to say, problems reading :

L(∂)u := ∂tu+A1∂1u+A2∂2u = f, for x1, x2 > 0
B1u|x1=0 = g1, on x1 > 0,

B2u|x2=0 = g2, on x2 > 0,

u|t≤0 = 0,

(1)

where the matrices Ai ∈MN (R) and where Bi ∈Mpi×N (R) (the values of p1 and p2 will be made
precise in Assumption 2.2).

Such expansions, under the uniform Kreiss-Lopatinskii condition (that is to say the necessary
and sufficient condition for strong well-posedness of the hyperbolic boundary value problem in the
half space (see [Kre70] for more details) have already been studied in [SS75] and more recently
by the author in [Ben15] and [Ben]. More precisely in [SS75] the authors give precious intuitions
and some elements of proof about this construction which are used in [Ben15]-[Ben] to construct
rigorously the expansions.

In particular a new phenomenon, proper to the corner problem, has been investigated, the self-
interaction phenomenon. In more details, this phenomenon induces that some phases in the WKB
expansion can generate themselves after a suitable number of reflections on the sides of the quarter
space (see [Ben15]-[Ben]). On one hand, in terms of the geometry of the characteristic variety, such
systems contain a rectangle whose corners are elements of the characteristic variety (with suitable
group velocities) and whose side are parallel to the axis of the frequency space. On the other hand,
in terms of the resolution of the WKB cascade, a new amplitude equation, whose provenance is
intrinsically linked with the uniform Kreiss-Lopatinskii condition has to be solved to initialize the
resolution.

We are here interested in corner problems whose, one of the boundary condition, to fix the ideas,
let us say B1, does not satisfy the uniform Kreiss-Lopatinskii condition (the other boundary condi-
tion is assumed to be as convenient as necessary, that is it satisfies the uniform Kreiss-Lopatinskii
condition or even it is strictly dissipative see [BGS07]). The litterature about the hyperbolic bound-
ary value problem in the half space tells us that there are four possible kinds of degeneracy of the
uniform Kreiss-Lopatinskii condition relying on the structure of the resolvent matrix at the fre-
quency where the uniform Kreiss-Lopatinskii condition breaks down (see Definition 2.1). Namely,
the degeneracies of the uniform Kreiss-Lopatinskii condition can occur in the so-called hyperbolic,
elliptic, mixed or glancing regions.

Concerning boundary value problems in the half space for which the uniform Kreiss-Lopatinskii
condition is violated, the construction of the associated geometric optics expansions has already
been made for three of the four possible cases. We refer to [CG10] for the construction when the
degeneracy takes place in the hyperbolic region and to [Ben14] and [Mar10] for the construction
associated to a degeneracy in the elliptic or in the mixed region.

We will here focus our attention on a degeneracy of the uniform Kreiss-Lopatinskii condition in
the hyperbolic region, that is to say to problems in the so-called WR class in the sense of [BGRSZ02].
Some conjectures about the behaviours of the geometric optics expansions when the degeneracy of
the uniform Kreiss-Lopatinskii condition occurs in the elliptic or in the mixed region can be found
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in paragraph 7.

In [CG10], the authors construct the geometric optics expansions for such WR problems in the
half space and show that if the source terms are of order one compared to the small parameter ε which
encodes the high oscillating behaviour, then the leading term in the geometric optics expansion is
of order zero compared to ε. Then, they used this construction to show that the energy estimate
with losses of derivatives established by [Cou05] :

‖u‖2L2(ΩT ) + ‖u|x1=0‖2L2(ΩT ) ≤ CT
(
‖f‖2L2

x1
(H1(∂Ω1,T )) + ‖g1|x1=0

‖2(H1(∂Ω1,T ))

)
,

is sharp in terms of losses of derivatives.

Concerning corner problems, the litterature is much more poor. Indeed, the full characterization
of strongly well-posed problems is, to our knowledge, not achieved yet. So, the full characterization
of weakly well-posed corner problems seems, in the author opinion, to be a long range problem. As
a consequence the fact that we construct the geometric optics expansions for these (expected to be)
weakly well-posed problems can be seen as a ”Majda’s project” (see [AM87] and [MR83]). That
is to say, that the author believies that the use of geometric optics expansions can give some in-
tuition about what can be the good number of losses of derivatives in the associated corner problems.

In this article, we will focus our attention on the particular case of corner problems in the WR
class whose section of the characteristic variety contains a loop. We will also assume that one of the
frequencies for which the uniform Kreiss-Lopatinskii condition breaks down is associated to such a
selfinteracting phase. Our purpose is thus to construct the geometric optics expansion for such a
corner problem. As we will see in section 5, for any arbitrarily large M ∈ N, the fact that the phase
for which the uniform Kreiss-Lopatinskii condition breaks down is generated an arbitrarily number
of times will imply a leading term in the geometric optics expansion of order zero, compared with
the small parameter ε, when one considers a source term on the boundary {x1 = 0} of order M + 1
in terms of ε.

Using this geometric optics expansion, we will show that such a corner problem can not be
(even weakly) well-posed on a finite interval of time because it losses an arbitrarily big number of
derivatives. In terms of losses of derivatives, it is the worst case that we can imagine because we
have a violent or Hadamard instability.

The paper is organized as follows : in Section 2, we give some classical definitions and introduce
some notations. In Section 3 we give a formal study of our problem and we describe what are the
expected phases and the associated amplitudes in the WKB expansion. Then in Section 4, we give
a general framework in which the previous formal discussion becomes rigorous. This section uses
the same tools as these introduced in [Ben] to describe, with precision, the set of expected phases
in the WKB expansion. However, we believe that it is important to recall these tools for the sake
of completness.

Section 5 is devoted to the construction of the geometric optics expansion and is the main
section of the paper. The most difficult part of the construction is to find a way to initialize the
resolution of the WKB cascade of equations. Indeed in [Ben] the new amplitude equation whose
resolution permits to initialize the WKB expansion was, as already mentioned, intrinsically linked
with the uniform Kreiss-Lopatinskii condition. As a consequence to initialize the resolution of the
WKB cascade, we need a new amplitude equation when the Kreiss-Lopatinskii uniform condition
fails. This equation comes from an adaptation of the method described in [CG10]. The hardest
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point to handle with is that in [CG10], due to the ”nice” geometry of the half space, it was possible
to determine all the outgoing phases (which act as source terms in the equation determining the
amplitude for which the uniform Kreiss-Lopatinskii breaks down) before all the others. However,
this is not true anymore in the quarter space geometry. But we found a new equation for the
initialization of the WKB, which one is given in paragraph 5.1. The resolution of this equation is
made in subparagraphs 5.1.4 and 5.1.6. The resolution is made after a ”necessary” reformulation
of this equation, in view to show that this equation can in fact be rewritten under the particular
form (I − T)u = G, for some operator T. This rewrite is made in paragraph 5.1.2.1

Section 6 contains the proof of our main result, that is that a corner problem in the WR class
for one side which admits a loop in the section of its characteristic variety and for which one of
the element of the loop violates the uniform Kreiss-Lopatinskii condition can not be even weakly
well-posed. It is not really a merry result because it tells us that, in such a framework, there is
no hope to solve the corner problem. However, the author believes that this result is interesting in
itself because it gives the first examples, in our knowledge, of ill-posed hyperbolic boundary value
problems for which the ill-posedness is due to the accumulation of weak instabilities and not to
the failure of the weak Kreiss-Lopatinskii condition. Moreover the instability phenomenon in this
framework is much more sneaky.

At last, Section 7 gives examples of such ill-posed corner problems and some (more optimistic)
conjectures about what should be the leading order sizes (and so the number of losses of derivatives)
in the more favorable cases where the uniform Kreiss-Lopatinskii condition breaks down outside the
loop.

2 Notations and assumptions

2.1 About the operator L(∂).

Let

Ω :=
{

(x1, x2) ∈ R2 \ x1 ≥ 0, x2 ≥ 0
}
, ∂Ω1 := Ω ∩ {x1 = 0} , and ∂Ω2 := Ω ∩ {x2 = 0} ,

be the quarter space and both of its edges. For T > 0, we will denote :

ΩT := ]−∞, T ]× Ω, ∂Ω1,T := ]−∞, T ]× ∂Ω1, and ∂Ω2,T := ]−∞, T ]× ∂Ω2.

Hereof L will denote the symbol of the differential operator L(∂). It is defined for τ ∈ R and
ξ ∈ R2 by :

L (τ, ξ) := τI +

2∑
j=1

ξjAj .

The characteristic variety V of L(∂) is thus given by :

V :=
{

(τ, ξ) ∈ R× R2 \ det L (τ, ξ) = 0
}
.

In this article we choose to restrict our subject, in view to save some notations, to strictly
hyperbolic operators. The following constructions of the geometric optics expansions should also
operate in the framework of constantly hyperbolic operators. However this simplifying assumption

1Let us note that the particular structure (I − T)u = G was already the structure obtained in [Ben]. Moreover,
this structure will be very important in the following proof because it permits to write the solution u as the sum of
compositions of T and thus to express the solution u in terms of the sum of wave packets.
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will make the analysis of Section 5 slightly easier. We will give in the core of the proof some
comments about the expected modifications about the proof for constantly hyperbolic operators.
We thus assume the following property on L(∂) :

Assumption 2.1 There exist N real valued functions, denoted by λj, analytic on R2 \ {0} such
that :

∀ξ ∈ S1, det L (τ, ξ) =
N∏
j=1

(τ + λj(ξ)),

where the eigenvalues λj(ξ) satisfy λ1(ξ) < ... < λN (ξ).

We also assume that the boundary of Ω is non-characteristic, and that the matrices B1 and B2

induce the good number of boundary conditions, that is to say :

Assumption 2.2 The matrices A1, A2 are invertible. Moreover p1 (resp. p2), the number of lines
of B1 (resp. B2), equals the number of strictly positive eigenvalues of A1 (resp. A2). At last B1

and B2 are assumed to be of maximal rank.

Under Assumption 2.2, we can define the resolvent matrices :

A1(ζ) := −A−1
1 (σI + iηA2) and A2(ζ) := −A−1

2 (σI + iηA1) ,

where ζ denotes an element of the frequency space :

Ξ := {ζ := (σ = γ + iτ, η) ∈ C× R, γ ≥ 0} \ {(0, 0)} .

For convenience, we also introduce Ξ0 the boundary of Ξ :

Ξ0 := Ξ ∩ {γ = 0} .

and the notation :
for j = 1, 2, ζj := (σ, ξ3−j),

For j = 1, 2, ζj ∈ (Ξ \ Ξ0), we denote by Esj (ζj) the stable subspace of Aj(ζj) and Euj (ζj) its
unstable subspace. These spaces are well-defined according to [Her63]. For all ζj ∈ (Ξ \ Ξ0), the
stable subspace Esj (ζj) has dimension pj , while Euj (ζ) has dimension N − pj . Let us recall the

following theorem due to Kreiss [Kre70]2 :

Theorem 2.1 Under Assumptions 2.1 and 2.2, for all ζ ∈ Ξ, there exists a neighborhood V of ζ
in Ξ, integers L1, L2 ≥ 1, two partitions N = ν1,1 + ...+ ν1,L1 = ν2,1 + ...+ ν2,L2 with ν1,l, ν2,l ≥ 1,
and two invertible matrices T1, T2, regular on V such that :

∀ζ ∈ V , T1(ζ)−1A1(ζ)T1(ζ) = diag (A1,1(ζ), ...,A1,L1(ζ)) ,

T2(ζ)−1A2(ζ)T2(ζ) = diag (A2,1(ζ), ...,A2,L2(ζ)) ,

where the blocks Aj,l(ζ) have size νj,l and satisfy one of the following alternatives :
i) All the elements in the spectrum of Aj,l(ζ) have positive real part.
ii) All the elements in the spectrum of Aj,l(ζ) have negative real part.
iii) νj,l = 1, Aj,l(ζ) ∈ iR, ∂γAj,l(ζ) ∈ R \ {0}, and Aj,l(ζ) ∈ iR for all ζ ∈ V ∩ Ξ0.

2For constantly (resp. geometrically regular) hyperbolic operators, this theorem remains true, see [Mét00] (resp.
[MZ05]).
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iv) νj,l > 1, ∃kj,l ∈ iR such that

Aj,l(ζ) =

kj,l i 0
. . . i

0 kj,l

 ,
the coefficient in the lower left corner of ∂γAj,l(ζ) is real and non-zero, and moreover Aj,l(ζ) ∈
iMνj,l(R) for all ζ ∈ V ∩ Ξ0.

Thanks to Theorem 2.1 it is possible to describe the four kinds of frequencies, for each part of the
boundary ∂Ω :

Definition 2.1 For j = 1, 2, we denote by :
1) Ej the set of elliptic frequencies, that is to say the set of ζ ∈ Ξ0 such that Theorem 2.1 for

the matrix Aj(ζ) is satisfied with one block of type i) and one block of type ii) only.
2) Hj the set of hyperbolic frequencies, that is to say the set of ζ ∈ Ξ0 such that Theorem 2.1

for the matrix Aj(ζ) is satisfied with blocks of type iii) only.
3) E H j the set of mixed frequencies, that is to say the set of ζ ∈ Ξ0 such that Theorem 2.1 for

the matrix Aj(ζ) is satisfied with one block of type i), one of type ii) and at least one of type iii),
but without block of type iv).

4) Gj the set of glancing frequencies, that is to say the set of ζ ∈ Ξ0 such that Theorem 2.1 for
the matrix Aj(ζ) is satisfied with at least one block of type iv).
Thus, by definition, Ξ0 admits the following decomposition :

Ξ0 = Ej ∪ E H j ∪Hj ∪ Gj .

The study made in [Kre70] shows that the subspaces Es1(ζj) and Es2(ζj) admit a continuous extension
up to Ξ0. Moreover, for j = 1, 2, for ζ

j
∈ Ξ0 \ (G1 ∪ G2) one can decompose :

CN = Esj (iτ , ξ3−j)⊕ E
u
j (iτ , ξ

3−j), (2)

where the spaces Esj and Euj can be decomposed as :

Esj (iτ , ξ3−j) = Es,ej (iτ , ξ
3−j)⊕ E

s,h
j (iτ , ξ

3−j), E
u
j (iτ , ξ

3−j) = Eu,ej (iτ , ξ
3−j)⊕ E

u,h
j (iτ , ξ

3−j).

Here Es,ej (iτ , ξ
3−j) (resp. Eu,ej (iτ , ξ

3−j)) is the generalized eigenspace associated with eigenval-

ues of Aj(iτ , ξ3−j) with negative (resp. positive) real part, and where spaces Es,hj (iτ , ξ
3−j) and

Eu,hj (iτ , ξ
3−j) are sums of eigenspaces of Aj(iτ , ξ3−j) associated with some purely imaginary eigen-

values of Aj(iτ , ξ3−j).

Moreover since the matrices A1 and A2 are invertible we can also write (2) in the following way
: for j = 1, 2

CN = AjE
s
j (iτ , ξ3−j)⊕AjE

u
j (iτ , ξ

3−j), (3)

In fact, it is possible to give a more precise decomposition of the spaces Es,hj (ζ
j
) and Eu,hj (ζ

j
).

Indeed, let ωm,j be a purely imaginary eigenvalue of Aj(ζj), that is :

det(τ + ηA1 + ωm,2A2) = det(τ + ωm,1A1 + ηA2) = 0.

Then, using Assumption 2.1, there exists an index km,j such that :

τ + λkm,2(η, ωm,2) = τ + λkm,1(ωm,1, η) = 0,

where λkm,j is smooth in both variables. Let us then introduce the following classification :
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Definition 2.2 The set of incoming (resp. outgoing) phases for the side ∂Ω1, denoted by I1

(resp. O1), is the set of indices m such that the group velocity vm := ∇λkm,1(ωm,1, η) satisfies
∂1λkm,1(ωm,1, η) > 0 (resp. ∂1λkm,1(ωm,1, η) < 0). Similarly, the set of incoming (resp. outgoing)
phases for the side ∂Ω2, denoted by I2 (resp. O2, is the set of indices m such that the group velocity
vm := ∇λkm,2(η, ωm,2) satisfies ∂2λkm,2(η, ωm,2) > 0 (resp. ∂2λkm,2(η, ωm,2) < 0).

Thanks to Definition 2.2, we can write the following decomposition of the stable and unstable
components Es,hj (ζ) and Eu,hj (ζ) :

Lemma 2.1 For all ζ ∈Hj ∪ E H j, j = 1, 2 there holds

Es,h1 (ζ) = ⊕m∈I1 ker L (τ , ωm,1, η), Eu,h1 (ζ) = ⊕m∈O1 ker L (τ , ωm,1, η), (4)

Es,h2 (ζ) = ⊕m∈I2 ker L (τ , η, ωm,2), Eu,h2 (ζ) = ⊕m∈O2 ker L (τ , η, ωm,2), (5)

We refer, for example, to [CG10] or [Wil96] for a proof of this lemma.

2.2 About the boundary conditions.

Let us introduce the initial boundary value problem in the half space {x1 ≥ 0, x2 ∈ R} :
L(∂)u = f, on {x1 ≥ 0, x2 ∈ R}
B1u|x1=0 = g1,

u|t≤0 = 0.
(6)

We recall the following result due to Kreiss [Kre70] which states that the boundary value problem
(6) is strongly well-posed if and only if it satisfies the following condition :

Definition 2.3 We say that the system (6) satisfies the uniform Kreiss-Lopatinskii condition if it
satisfies :

∀ζ ∈ Ξ, kerB1 ∩ Es1(ζ) = {0} ,

where Es1(ζ) denotes still the continuation of the stable subspace of the resolvent matrix A1(ζ) up
to Ξ0.

Definition 2.4 We denote by Υ the set of frequencies for which the ibvp (6) does not satisfy the
uniform Kreiss-Lopatinskii condition i.e.

Υ := {ζ1 ∈ Ξ : kerB1 ∩ Es1(ζ1) 6= {0}} .

Let us recall the following definition due to [BGRSZ02] :

Definition 2.5 The ibvp (6) is said to be in the WR class if it satisfies the following conditions :
i)The ibvp (6) satisfies the weak Kreiss-Lopatinskii condition i.e. Υ ∩ (Ξ \ Ξ0) = ∅.
ii) Υ 6= ∅ and Υ ⊂ H̊1.
iii) For all ζ ∈ Υ, there is a neighborhood V of ζ in Ξ, a regular basis (Es1,1, ..., E

s
1,p1

)(ζ) of
Es1(ζ) on V , an invertible p1 × p1 matrix P (ζ), regular on V and a smooth real valued function Θ
such that

∀ ζ ∈ V , B1

[
Es1,1, ..., E

s
1,p1

]
(ζ) = P (ζ)diag(γ + iΘ(ζ), 1, ..., 1).

In particular, one can find a Lopatinskii’s determinant under the form :

∀ ζ ∈ V , ∆(ζ) = (γ + iΘ(ζ)) detP (ζ).
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These definitions about hyperbolic boundary value problems in the half space motivate the
following definition for the corner problem :

Definition 2.6 We say that the corner problem (1) is in the WR class for the side ∂Ω1 if the
boundary value problem (6) is in the WR class.

In all this paper, the boundary condition for the side ∂Ω1 will not satisfy the uniform Kreiss-
Lopatinskii condition (precisely we will then work with corner problem in the WR class for the
side ∂Ω1) and then will lead to weak well-posedness. While, as mentioned in the introduction, the
boundary condition for the side ∂Ω2 will be choosen as convenient as possible in terms of well-
posedness. However, we will see in Theorem 3.1 that even if the boundary condition on ∂Ω2 is
in the most favorable class of strictly dissipative boundary conditions (see [BGS07]), it can not
compensated the ”bad” boundary condition on ∂Ω1.

To make things more precise, let us thus assume the following :

Assumption 2.3 The corner problem (1) is in the WR class for the side ∂Ω1 and the boundary
condition on the side ∂Ω2 is strictly dissipative or satisfies (at least) the uniform Kreiss-Lopatinskii
condition. In the first case, that is to say that the following inequality holds :

∀v ∈ kerB2, 〈A2v, v〉 < 0.

While in the second case, it means that ∀ ζ ∈ Ξ, we have :

kerB2 ∩ Es2(ζ) = {0} .

In both cases (we refer to [BGS07] for a proof that strict dissipativity implies the uniform Kreiss-
Lopatinskii condition) the restriction of B2 to Es2(ζ) is invertible. We denote this inverse by φ2(ζ).

When one studies geometric optics expansion for weakly well-posed boundary value problems,
it is useful to define the following vectors (this definition comes from [CG10] and was also used later
in [Ben14]) :

Definition 2.7 Let (1) be in the WR class for the side ∂Ω1, then there exists :
� a vector e ∈ CN \ {0} such that kerB1 ∩ Es1(ζ) = vect(e).
� A vector b ∈ Cp1 \ {0} such that b ·Bw = 0, for all w ∈ Es1(ζ).

3 Formal phase generation process and main result.

3.1 Phase generation process.

In this paragraph we give some elements about what are the expected phases in the WKB expan-
sion and the associated amplitudes for corner problem in the WR class for the side ∂Ω1. We will
not here give a precise description of the phase generation process in itself (we refer to [Ben] and
[SS75] for a complete discussion) but we will focus on the expected sizes of the amplitudes according
to the small parameter ε. More especially we will also discuss after how many time of travel the
amplifications are expected.

Let us thus consider the hyperbolic corner problem :
L(∂)uε = 0, on ΩT

B1u
ε
|x1=0 = gε, on ∂Ω1,T ,

B2u
ε
|x2=0 = 0, on ∂Ω2,T ,

uε|t≤0 = 0,

(7)
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and we assume that (7) satisfies Assumptions (2.1)-(2.2) and (2.3). We also suppose that this corner
problem admits four selfinteracting planar phases (see Assumption (4.1) or [Ben] for more details)
namely

ϕnj (t, x) := τt+ ξ
nj
1 x1 + ξ

nj
2 x2, j = 1, ...4,

and that the source term gε in (7) is choosen in such a way that it ”turns on” the phase ϕn1 .
Finally we assume that the phase ϕn1 is associated to the only frequency for which the uniform
Kreiss-Lopatinskii condition is violated.

Let us choose gε, zero for negative times, with compact support away from the corner for all
positive times (or at least a function which is zero on a neighborhood of the corner for all positive
times). Then by finite speed of propagation arguments, the information carried by gε can not hit
the side ∂Ω2 immediately. So, at least during a short time, we can forget the boundary condition on
{x2 = 0} and see the corner problem (7) as a problem in the WR class for the half space {x1 > 0}.
It is thus natural to start by taking the ansatz for this problem lying in the half space, that is to
say to consider the phases ϕj defined by

ϕj(t, x) := τt+ ξj1x1 + ξn1
2 x2, j = 1, ...N,

where the (ξj1) are the roots in the ξ1 variable of the dispersion relation :

det L (τ , ξ1, ξ
n1
2 ) = 0,

associated to incoming-outgoing or incoming-incoming group velocities (see [Ben] for more details).
Let us stress that, by assumption, the phase ϕn1 is contained in the {ϕj}j and that since the corner
problem (7) is in the WR class, in particular (iτ , ξn1

2 ) ∈H1, then there is exactly N roots in the ξ1

variable of the dispersion relation det L (τ , ξ1, ξ
n1
2 ) = 0.

However the analysis of [CG10] tells us that when the uniform Kreiss-Lopatinskii condition
breaks down, due to a transport phenomenon along the side ∂Ω1, the leading order is one order
less than the order of the source term on the boundary {x1 = 0}. More precisely, if the source
term is of order one, then the leading order in the WKB expansion is of order zero. It can also be
shown that this transport phenomenon along the side ∂Ω1, in the presence of a source term on the
boundary, is immediately turned on. We thus expect that this property which comes from the study
of the problem in the half space remains true for the corner problem (7), at least during a short time.

In all this paper, we will assume that the transport along the side ∂Ω1 spreads the information
away from the corner. If it is not the case then the information will hit the corner in finite time.
Until now, we are not able to construct geometric optics expansions if such a situation occurs and we
thus have a maximal time of existence for the geometric optics expansions after the time of impact.
However let us remark that in the particular framework d = 2, then the velocity of the transport
along the side ∂Ω1 is explicitly computable. More precisely it is given by − τ

ξ
n1
2

(see [CG10]). So

in this particular setting asking that the transport phenomenon along the side ∂Ω1 spreads the
information away from the corner is equivalent to ask that τ and ξn1

2 have opposite signs, which is
easily verifiable in practice.

Then we study the reflections of the phase ϕn1 against the side ∂Ω2. A precise description of
the reflections for the other amplitudes can be found in [Ben], but it is not as important as the
generation of the phase ϕn2 by the phase ϕn1 for our current discussion.
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The ray associated to the phase ϕn1 is incoming-outgoing so it hits the side ∂Ω2 after a finite
time of travel. However, when it happens, the striking ray still have its support away from the
corner. Thus, once again, by finite speed of propagation arguments, at least during a small time, we
can see the corner problem (7) as a problem in the half space {x2 > 0} from which the information
on the side ∂Ω2 has been ”turned on” by the incoming-outgoing phase ϕn1 . We thus add in the
ansatz the amplitudes associated with the phases

ϕj(t, x) := τt+ ξn1
1 x1 + ξj2x2, j = 1, ...N2,

where the (ξj2) are the roots in the ξ2 variable of the dispersion relation :

det L (τ , ξn1
1 , ξ2) = 0.

Let us here insist on the fact that there can be less than N roots for this dispersion relation
and that these roots can be complex valued. Indeed, the boundary value problem in the half space
{x2 > 0} is not assumed to be in the WR class. According to [Ben] we only consider the real roots
associated with outgoing-incoming or incoming-incoming group velocities and a class representative
of the complex valued roots with positive imaginary part (see Section 4 or [Ben] for more details).

As the boundary condition on the side ∂Ω2 is assumed to satisfy the uniform Kreiss-Lopatinskii
condition, there is no transport phenomenon along the boundary and the leading order of the WKB
expansion remains of order zero (for a source term on the boundary ∂Ω1 of order one).

We can then repeat exactly the same arguments to show that the phases ϕn3 and ϕn4 are gen-
erated when we consider the reflections of the ray associated to ϕn2 on ∂Ω1

3 and the reflection of
the ray associated to ϕn3 on ∂Ω2. It is then interesting to study the reflection of ϕn4 against the
side ∂Ω1. This reflection starts after a strictly positive time t0 at a strictly positive distance of the
corner y0 (the precise values of this parameters are given in Section 5 and will be fundamental in
our proof). By selfinteraction phenomenon, we know that during this reflection the phase ϕn1 is
generated again. However due to the degeneracy of uniform Kreiss-Lopatinskii condition for the
phase ϕn1 , a new transport along the boundary is expected and shall induce a new amplification
phenomenon. All the amplitudes in the ansatz then should lose one power of ε, that is to say that
the amplitude of order zero becomes of order −1, the amplitude of order one becomes of order zero
and so on.

As a consequence, if one starts with a source term of order two in ε then before the time t0, the
leading order of the geometric optics expansion is expected to be of order one, but after the time
t0, the leading order in this expansion is expected to be of order zero. Moreover the traces of the
amplitudes associated to the phase ϕn1 are now expected to be zero for x2 less than y0. We can
thus repeat exactly the same arguments. That is to say that after another complete circuit around
the loop, the amplitude associated to ϕn4 hits again the side ∂Ω1 and regenerates the phase ϕn1 .
A new amplification thus happens and all the amplitudes lose one order in terms of ε. The leading
order in the geometric optics expansion is now expected to be of order zero for a source term on
the boundary of order three.

So if one wants to construct a geometric optics expansion with M + 1 amplifications before a
fixed time T , it will be sufficient to choose the support of the source term g close enough of the
corner to ensure that the rays have made M complete circuits around the loop before the time T .

3Let us stress that during this reflection on the side ∂Ω1 there is no amplification because the considered phases
are ϕn2 and ϕn3 but not ϕn1 .
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Moreover, the fact that we choose to work with a fixed maximal time of resolution T and with
a source term g having its support away from the corner permits us to assume that the number of
generated phases in the phase generation process is finite and avoid the technical difficulties pointed
in [Ben]. Indeed, in [Ben] it was shown that the phase generation process consists of considering
sequences of phases with incoming-outgoing and then outgoing-incoming group velocities and to
stop the sequence when we meet a phase with incoming-incoming group velocity. However, here
each transport phenomenon from one side to the other takes some strictly positive time (which is
explicitly computable) because the transported information has its support away from the corner.
So when we apply the phase generation process we can stop the sequence as soon as the sum of the
times needed to generate the considered phase is strictly more than the fixed maximal time T .

3.2 Main result.

In this paragraph we describe the main result of this paper. Roughly speaking, this result states
that when one deals with a corner problem that does not satisfy the uniform Kreiss-Lopatinskii
condition on each boundary then he should be careful. Indeed, Theorem 3.1 demonstrates that
such a problem can, in some situations depending on the geometry of the characteristic variety,
be ill-posed. The violent instability is, in this framework, caused by an accumulation of weak
instabilities and differs from the failure of the weak Kreiss-Lopatinskii condition which is, to our
knowledge, the only known example of violent instability for hyperbolic boundary value problem.
Before to state the main theorem, let us define more precisely the terms of the previous discussion :

Definition 3.1 The corner problem (1) is said to be weakly well-posed (or to generate a weak
instability) if there exists (K,K1,K2) ∈ R3 \ {0} such that for all source terms f ∈ HK(ΩT ),
g1 ∈ HK1(∂Ω1,T ), g2 ∈ HK2(∂Ω2,T ), the corner problem (1) admits a unique solution u ∈ L2(ΩT )
with traces u|x1=0 ∈ L2(∂Ω1,T ), u|x2=0 ∈ L2(∂Ω2,T ) satisfying the energy estimate :

‖u‖2L2(ΩT ) + ‖u|x1=0‖2L2(∂Ω1,T ) + ‖u|x2=0‖2L2(∂Ω2,T ) ≤

CT

(
‖f‖2HK(ΩT ) + ‖g1‖2HK1 (∂Ω1,T ) + ‖g2‖2HK2 (∂Ω2,T )

)
,

for some positive constant CT .

The corner problem (1) is said to be ill-posed (or to generate a violent instability) if it is not
strongly well-posed and if such integers do not exist.

The main theorem of this paper is the following :

Theorem 3.1 Let (1) be a corner problem satisfying Assumptions 2.1-2.2-4.1 and 4.2 then (1) can
not be weakly well-posed. In other words, for all K ∈ N∗, one can find g1 ∈ HK(∂Ω1,T ), such that
the energy estimate

‖u‖2L2(ΩT )+‖u|x1=0‖2L2(∂Ω1,T )+‖u|x2=0‖2L2(∂Ω2,T ) ≤ CT
(
‖f‖2L2(ΩT ) + ‖g1‖2HK(∂Ω1,T ) + ‖g2‖2L2(∂Ω2,T )

)
,

is violated.

The proof of Theorem 3.1 is given in Section 6. This proof is based on the rigorous construction of
a geometric optics expansion for the corner problem (1) with an arbitrary number of amplifications
compared to the source term on the side ∂Ω1. This construction, which is the technical part of the
proof, is made in Section 5.
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4 General framework.

In this section we recall some notations and definitions used in [Ben] to describe rigorously the set
of phases obtained by reflection against the side of the quarter space.

4.1 Definition of the frequency set and first properties.

Let us start with the definition of what we mean by a frequency set :

Definition 4.1 Let I be a subset of N and τ ∈ R, τ 6= 0. A set indexed by I ,

F :=
{
fi := (τ , ξi1, ξ

i
2), i ∈ I

}
,

will be a set of frequencies for the corner problem (1) if for all i ∈ I , fi satisfies

det L (fi) = 0,

and one of the following alternatives :
i) ξi1, ξ

i
2 ∈ R.

ii) ξi1 ∈ (C \ R) , ξi2 ∈ R and Im ξi1 > 0.
iii) ξi2 ∈ (C \ R) , ξi1 ∈ R and Im ξi2 > 0.

In all what follows, if F is a frequency set for the corner problem (1), we will define :

Fos := {fi ∈ F satisfying i)} ,
Fev1 := {fi ∈ F satisfying ii)} ,
Fev2 := {fi ∈ F satisfying iii)} .

It is clear that the sets Fos, Fev1 and Fev2 give a partition of F . Moreover to each fi ∈ Fos, we
can associate a group velocity vi := (vi,1, vi,2). Let us recall that the group velocity vi is defined in
Definition 2.2. The set Fos can thus be decomposed as follows :

Fii := {fi ∈ Fos \ vi,1, vi,2 > 0} , Fio := {fi ∈ Fos \ vi,1 > 0, vi,2 < 0} ,
Foi := {fi ∈ Fos \ vi,1 < 0, vi,2 > 0} , Foo := {fi ∈ Fos \ vi,1 < 0, vi,2 < 0} .
Fg := {fi ∈ Fos \ vi,1 = 0 or vi,2 = 0} .

The partition of F induces the following partition of I :

I = Ig ∪Ioo ∪Iio ∪Ioi ∪Iii ∪Iev1 ∪Iev2,

where we have denoted by Iio (resp. g, oo, oi, ii, ev1, ev2) the set of indices i ∈ I such that the
corresponding frequency fi ∈ Fio (resp. g, oo, oi, ii, ev1, ev2).

From now on, the source term gε on the boundary in (1) reads :

gε(t, x2) := e
i
ε
(τt+ξ

2
x2)εM+1g(t, x2), (8)

for some fixed integer M and where the amplitude g has its support in space away from the corner
and is zero for negative times.

The following definition gives a precise framework for the phase generation process described
in paragraph 3.1. More precisely, this definition qualifies the frequency set that contains all (and
only) the frequencies linked with the expected non-zero amplitudes in the WKB expansion of the
solution to the corner problem (1).
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Definition 4.2 The corner problem (1) is said to be complete for reflections if there exists a set of
frequencies F satisfying the following properties :

i) F contains the real roots (in the variable ξ1) associated with incoming-outgoing or incoming-
incoming group velocities and the complex roots with positive imaginary part, to the dispersion
relation

det L (τ , ξ1, ξ2
) = 0.

ii) Fg = ∅.

iii) If (τ , ξi1, ξ
i
2) ∈ Fio, then F contains all the roots (in the variable ξ2), denoted by ξp2 , to the

dispersion relation det L (τ , ξi1, ξ2) = 0, that satisfy one of the following two alternatives :
iii′) ξp2 ∈ R and the frequency (τ , ξi1, ξ

p
2) is associated with an outgoing-incoming group velocity

or an incoming-incoming group velocity.
iii′′) Im ξp2 > 0.

iv) If (τ , ξi1, ξ
i
2) ∈ Foi, then F contains all the roots (in the variable ξ1), denoted by ξp1 , to the

dispersion relation det L (τ , ξ1, ξ
i
2) = 0, that satisfy one of the following two alternatives :

iv′) ξp1 ∈ R and the frequency (τ , ξp1 , ξ
i
2) is associated with an incoming-outgoing or an incoming-

incoming group velocity.
iv′′) Im ξp1 > 0.

v) F is minimal (for the inclusion) for the four preceding properties.

Remark Point i) imposes that the frequency set F contains all the incoming phases for ∂Ω1 that
are induced by the source term gε.

Point iii) (resp. iv)) explains the generation by reflection on the side ∂Ω2 (resp. ∂Ω1) of a wave
packet that emanates from the side ∂Ω1 (resp. ∂Ω2).

An immediate consequence of the minimality of F is that Foo is empty. Moreover let us stress
that according to the discussion made in paragraph 3.1, because we are dealing with finite time and
a source term which has its support away from the corner, without loss of generality we can assume
that #F < +∞.

Let us recall that if the corner problem is complete for reflections, one can define two applications,
defined on the index set I and which give, in the output, the indices ”in the direct vicinity” of the
input index :

Φ, Ψ : I −→PN (I ),

where PN (I ) denotes the power set of I with at most N elements. More precisely, the definitions
of Φ and Ψ are : for i ∈ I , fi = (τ , ξi1, ξ

i
2),

Φ(i) :=
{
j ∈ I \ ξj2 = ξi2

}
and Ψ(i) :=

{
j ∈ I \ ξj1 = ξi1

}
.

For convinience let us introduce the short notations :

Φ∗(i) := Φ(i) \ {i} and Ψ∗(i) := Ψ(i) \ {i} .

We refer to [Ben] for more details about the sets Φ(i) (resp. Ψ(i)) in terms of wave packet
reflection and about the graph structure that they induce on the index set I . The applications Φ
and Ψ have the following properties :
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Proposition 4.1 If the corner problem (1) is complete for reflections, then Φ and Ψ satisfy :

i) ∀i ∈ I , i ∈ Ψ(i), i ∈ Φ(i).

ii) ∀i ∈ I , ∀j ∈ Ψ(i), ∀k ∈ Φ(i) we have Ψ(i) = Ψ(j) and Φ(i) = Φ(k).

iii) ∀i ∈ I , Φ(i) ∩ Iev2 = ∅ and Ψ(i) ∩ Iev1 = ∅. And, ∀i ∈ Iev1, ∀j ∈ Iev2, we have
Ψ(i) ⊂ Iev1, Φ(i) ⊂ Iev2.

iv) ∀i ∈ Ios, #(Φ(i) ∩Iev1 ∩Iio ∩Iii) ≤ p1 , and #(Ψ(i) ∩Iev2 ∩Ioi ∩Iii) ≤ p2.

v) ∀i ∈ I , we have on one hand ∀i1, i2 ∈ Φ(i), i1 6= i2 :

Φ(i) ∩Ψ(i1) = {i1} and Ψ(i1) ∩Ψ(i2) = ∅,

and on the other hand, ∀j1, j2 ∈ Ψ(i), j1 6= j2 :

Ψ(i) ∩ Φ(j1) = {j1} and Φ(j1) ∩ Φ(j2) = ∅.

We refer to [Ben] for a proof.
Thanks to applications Φ and Ψ it is easy to define the notion of two linked indices in the graph

structure of I :

Definition 4.3 If i ∈ Iio, we say that the index j ∈ Iio∪Iev1 (resp. j ∈ Ioi∪Iev2) is linked with
the index i, if there exists p ∈ 2N+1 (resp. p ∈ 2N) and a sequence of indices ` = (`1, `2, ..., `p) ∈ I p

such that :
α′) `1 ∈ Ψ(i) ∩Ioi, `2 ∈ Φ(`1) ∈ Iio, ... , j ∈ Φ(`p) (resp. j ∈ Ψ(`p)).

We say that the index j ∈ Iii is linked with the index i, if there is a sequence of indices
` = (`1, `2, ..., `p) ∈ I p such that :

β′) `1 ∈ Ψ(i) ∩Ioi, `2 ∈ Φ(`1) ∩Iio, ...,

{
j ∈ Φ(`p), p is odd,
j ∈ Ψ(`p), p is even.

If i ∈ Ioi, we say that the index j ∈ Iio ∪Iev1 (resp. j ∈ Ioi ∪Iev2) is linked with the index
i, if there exists p ∈ 2N (resp. p ∈ 2N + 1) and a sequence of indices ` = (`1, `2, ..., `p) ∈ I p such
that :
α′′) `1 ∈ Φ(i) ∩Iio, `2 ∈ Ψ(`1) ∈ Ioi, ... , j ∈ Φ(`p) (resp. j ∈ Ψ(`p)).

We say that the index j ∈ Iii is linked with the index i, if there exists a sequence of indices
` = (`1, `2, ..., `p) ∈ I p such that :

β′′) `1 ∈ Φ(i) ∩Iio, `2 ∈ Ψ(`1) ∩Ioi, ...,

{
j ∈ Ψ(`p), p is odd,
j ∈ Φ(`p), p is even.

Finally, if i ∈ Iii ∪Iev1 ∪Iev2, there is no element of I linked with i.

Moreover, we will say that an index j ∈ I is linked with the index i by a sequence of type H
(for ”horizontal”) (resp. V (for ”vertical”)) and we will note i�

H
j (resp. i�

V
j) if the sequence

(i, `1, `2, ..., `p, j) satisfies α′′) or β′′) (resp. α′) or β′)).

Applications Φ and Ψ also enable us to define a set of class of representative for the complex
valued frequencies (or evanescent frequencies) in view to treat these frequencies in a ”monoblock”
way. That is to say that for an index i ∈ Iev1 (resp. i ∈ Iev2), all the indices j ∈ Iev1 ∩ Φ(i)
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(resp. j ∈ Iev2 ∩Ψ(i)) will contribute to a single vector valued amplitude. To write off the ansatz
and to describe with enough precision the boundary conditions, it is useful to introduce the two
equivalence relations ∼

Φ
and ∼

Ψ
defined by :

i ∼
Φ
j ⇐⇒ j ∈ Φ(i), and i ∼

Ψ
j ⇐⇒ j ∈ Ψ(i).

Let C1 (resp. C2) be the set of equivalence classes for the relation ∼
Φ

(resp. ∼
Ψ

), and R1 (resp.

R2), be a set of class representative for C1 (resp. C2). So R1 (resp. R2) is a set of indices which
includes all the possible values for ξ2 (resp. ξ1) of the different frequencies. Let us define R1 and
R2 by :

R1 := {i ∈ R1 \ Φ(i) ∩Iev1 6= ∅} , (9)

R2 := {i ∈ R2 \Ψ(i) ∩Iev2 6= ∅} . (10)

R1 (resp. R2) is a set of class representative of the values in ξ2 (resp. ξ1) for which there is an
evanescent mode for the side ∂Ω1 (resp. ∂Ω2). At last, without loss of generality, we can always
assume that n1 ∈ R2, in other words, we choose n1 as a class representative of its equivalence class.

To conclude, let us recall the following proposition which is an immediate consequence of Defi-
nitions 4.2 and 4.3.

Proposition 4.2 Let F be a complete for reflections frequency set indexed by I . Let I0 be the
set of indices in I generated by the source term gε, that is to say :

I0 :=
{
i ∈ Iio ∪Iii ∪Iev1 \ det L (τ , ξi1, ξ2) = 0

}
.

Let IR be the set of indices in I linked with one of the elements of I0. Then

IR = I .

4.2 Frequency sets with loop.

As in [Ben] we will assume that the considered corner problem admits a unique selfinteraction loop4.
Let us recall the definition of such a loop :

Definition 4.4 Let i ∈ I , p ∈ 2N + 1 and ` = (`1, ..., `p) ∈ I p.
• We say that the index i ∈ I admits a loop if there exists a sequence ` satisfying :

`1 ∈ Φ(i), `2 ∈ Ψ(`1), ..., i ∈ Ψ(`p).

• A loop for an index i is said to be simple if the sequence ` does not contain a periodically repeated
subsequence.
• An index i ∈ Iio (resp. i ∈ Ioi) admits a selfinteraction loop if i admits a simple loop and if the
sequence (i, `, i) is of type V (resp. H) according to Definition 4.3.

Let us assume that :

4Compared to [Ben], for convenience, we have exchanged the indices n2 and n4. It is due to the fact that here we
are more interested in a precise description in terms of wave packets reflection than in [Ben].
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Figure 1: The coefficients of the loop’s elements.

Assumption 4.1 Let (1) be complete for reflections, we assume that the frequency set F contains
a unique loop, of size 3 and that this loop is a selfinteraction loop. More precisely, we ask that the
following properties are satisfied :
vi) ∃(n1, n3) ∈ I 2

io, (n2, n4) ∈ I 2
oi such that

n2 ∈ Ψ(n1), n3 ∈ Φ(n2), n4 ∈ Ψ(n3), n1 ∈ Φ(n4).

vii) Let i ∈ I an index with a loop ` = (`1, ..., `p). Then p = 3 and {i, `1, `2, `3} = {n1, n2, n3, n4}.

Let us define fnj the frequencies associated to the loop’s elements. For j = 1, ..., 4 we write :

fn1 := (τ , ξ
1
, ξ2), fn2 := (τ , ξ

1
, ξ

2
), fn3 := (τ , ξ1, ξ2

) and, fn4 := (τ , ξ1, ξ2). (11)

We also assume that the only index of I for which uniform Kreiss-Lopatinskii condition is violated
is n1. We summarize the previous requests on the set of indices for the corner problem (1) in the
following assumption (which specifies Assumption 2.3):

Assumption 4.2 The corner problem (1) is in the class WR for the side ∂Ω1 and satisfies the
uniform Kreiss-Lopatinskii condition on the side ∂Ω2. The set where the uniform Kreiss-Lopatinskii

condition for the side ∂Ω1 breaks down Υ (see Definition 2.4) is given by Υ =
{
f̃n1 := (iτ , ξ

1
, ξ2)

}
.

Moreover to make sure that the transport along the boundary spreads the information away from
the corner we will ask that τ and ξ2 have opposite signs.

To conclude let us recall that when the frequency set F , indexed by I , is complete for the
reflections and that when it admits a unique loop, then it follows from the definition of linked
indices 4.3 that we have the following Propositions :

Proposition 4.3 Let i ∈ I then there exists a unique type V sequence linking n1 to i.

Moreover, one can write I \ {n1, n2, n3, n4} as a partition :

(I \ {n1, n2, n3, n4}) =
(
∪l≤{1Aal

)⋃(
∪m≤{2Bbm

)⋃(
∪q≤{3Ccq

)⋃(
∪r≤{4Ddr

)
, (12)

where Aal denotes the set of indices i ∈ I from which the type V sequence linking n1 to i starts by
al, Bbm denotes the set of indices i ∈ I from which the type V sequence linking n1 to i starts by
(n2, bl), Ccq denotes the set of indices i ∈ I from which the type V sequence linking n1 to i starts
by (n2, n3, cq) and Ddr is the set of indices i ∈ I such that the type V sequence linking n1 to i
starts by (n2, n3, n4, dr).
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Proposition 4.4 Let F be complete for the reflections, under Assumption 4.1. Let I be the index
set ; then Φ and Ψ satisfy, in addition to the properties of Proposition 4.1, the four extra properties
:

viii)

Φ(n1) \ {n2} ⊂ Iio ∪Iii ∪Iev1 , Ψ(n1) \ {n1} ⊂ Ioi ∪Iii ∪Iev2,

Φ(n4) \ {n4} ⊂ Iio ∪Iii ∪Iev1 , Ψ(n3) \ {n3} ⊂ Ioi ∪Iii ∪Iev2.

ix) Let i ∈ Iii ∪Iev1 and j ∈ Iii ∪Iev2 then

i ∈ Φ(n1) =⇒ Ψ(i) = {i} , j ∈ Ψ(n1) =⇒ Φ(j) = {j} ,
i ∈ Φ(n4) =⇒ Ψ(i) = {i} , j ∈ Ψ(n3) =⇒ Φ(j) = {j} .

Let j ∈ Aa \ {a}, we denote by ` = (`1, ...`p) the sequence of type H linking j to a. Then,
according to the parity of p, we have :

x′) If p ∈ 2N, then j /∈ Ioi. Moreover, if j ∈ Iev1 ∪Iii then Ψ(j) =
{
j
}

.

x′′) If p ∈ 2N + 1, then j /∈ Iio. Moreover, if j ∈ Iev2 ∪Iii then Φ(j) =
{
j
}

.

Propositions 4.3 and 4.4 then permit to show that the set of indices I has the ”tree” structure
depicted in the figure 2. To conclude this section we define the following matrices which will be

n1
�io

n4
� oi

n3
�
io

n2
�

oi

Dd2

• io

∗ev2

∗
d1

ii ∗
d3

ii

•
oi
∗ii •io

∗
ev2

∗ ev1

•
oi

•
oi
∗
ii

•
io

•
oi

•oi

•Aa1
oi

•Aa2
oi

∗ev1 •
Bb1

io
∗
ii

b2

∗ev2

•Cc1
oi

∗ iic2

••Cc3
oi
∗ii •io

∗
ev2

•
oi

•io

∗ev2

•oi

•oi ∗ii ∗ ev1• io

Figure 2: ”Tree structure” of the frequency set F .

useful during the construction of the geometric optics expansions.

Definition 4.5 For j = 1, 2 and k ∈ Rj. Let fk = (τ , ξk1 , ξ
k
2 ) be the associated frequency with the

index k. We define P kev,j (resp. Qkev,j) the projector on Es,ej (iτ , ξk3−j) (resp. AjE
s,e
j (iτ , ξk3−j)) with

respect to the decomposition (2) (resp. (3)).

For j = 1, 2 and k ∈ Ios. Let fk = (τ , ξk1 , ξ
k
2 ) be the associated frequency with the index

k. We define P kj (resp. Qkj ) the projector on ker L (fk) (resp. Aj ker L (fk)) with respect to the

decomposition (2) (resp. (3)). We also define Rkj the partial-inverse of L (fk) uniquely determined
by :

RkjL (fk) = I − P kj , P kj Rkj = RkjQ
k
j = 0. (13)
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5 Geometric optics expansions for selfinteracting problems in the
WR class.

The corner problem that we are now interested in reads :
L(∂)uε = 0, on ΩT

B1u
ε
|x1=0 = gεM , on ∂Ω1,T ,

B2u
ε
|x2=0 = 0, on ∂Ω2,T ,

uε|t≤0 = 0,

(14)

where the source term gεM is given by :

gεM (t, x2) := εM+1e
i
ε
(τt+ξ2x2)g(t, x2), (15)

with τ > 0 fixed, ξ2 < 0 defined in (11) and where M ∈ N \ {0} is fixed5. The function g is zero
for negative times and has its support in space away from the corner for all positive times. More
precisely, there exists y

0
> 0 such that :

∀t ∈ R+, ∀x < y
0
, g(t, x) = 0.

The aim of this section is to construct the geometric optics expansion associated to the corner
problem (14) up to a fixed time T > 0. More precisely, we want to show that, up to choose the sup-
port of the function g close enough to the corner, the geometric optics expansion suffers a number
of amplifications that can be made arbitrarily large. Indeed, due to the presence of the loop, the
amplification arising for the amplitude associated to n1 will be repeated at each cycle around the
loop. More precisely, if one fix M in (15) and wants to show that the leading order in the WKB
expansion is of order zero then it will be sufficient to choose g such that its support is close enough
to the corner to ensure that we can make M complete circuits before the time T .

Let us give more details about these times of travel. We fix a point (0, y0) ∈ ∂Ω1 satisfying
g(0, y0) 6= 0 and we draw the characteristic with group velocity vn1 passing through (0, y0). This
characteristic intersects ∂Ω2 in a point (x0, 0) after a certain time of travel t1(y0). Then we draw
the characteristic with group velocity vn2 passing through (x0, 0). It intersects ∂Ω1 in a point (0, y1)
after a certain time t2(y0). We repeat the same process for the characteristics with group velocities
vn3 and vn4 . Let (x1, 0), (0, y2) be the corresponding points of intersection and t3(y0), t4(y0) be the
corresponding times of travel. An easy computation shows that :

y2 := βy0, and, T1(y0) :=

4∑
j=1

tj(y
0) = αy0,

where α and β are given by :

α := − 1

vn1,2

(
1− vn1,1

vn2,1
+
vn1,1vn2,2

vn2,1vn3,2
− vn1,1vn2,2vn3,1

vn2,1vn3,2vn4,1

)
, (16)

β :=
4∏
j=1

βj , with, βj :=


vnj,1

vnj,2
, if j is odd,

vnj,2

vnj,1
, if j is even,

(17)

5The case M = 0 corresponds to the boundary value problem in the half space and will not be discussed here. We
refer to [CG10] for a study in such a configuration
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where the vnj :=
[
vnj ,1 vnj ,2

]
are the group velocities for the indices of the loop.

After m ∈ N∗ circuits around the loop the initial point (0, y0) comes back on ∂Ω1 in (0, y2m)
after a total time of travel Tm. It is easy to show that :

y2m := βmy0, and, Tm = Tm(y0) := αy0
m−1∑
k=0

βk.

We point the fact that if β < 1, that is to say when the rays get closer and closer to the corner,
the limit of the sum defining Tm when m goes to infinity is finite. In other words, the rays reach
the corner in a finite time Tmax := αy0

∑∞
k=0 β

k. In this particular situation we will thus assume
that T < Tmax.

It is clear that one can always choose y0 in such a way that :

TM ≤ T < TM+1.

As already mentioned in paragraph 3.1, if t ∈
[
T k,min(T k+1, T )

[
one expects that all the

amplitudes of order less than M − k + 1 are zero. Moreover one also expects that the traces on
∂Ω1 of the amplitudes associated to the index n1 which are not identically zero vanish for x < y2k.

Indeed, for time t ∈
[
T k,min(T k+1, T )

[
, the information has only made k complete circuits around

the loop, so it can not have been amplified more than k times and can not have been transported
under the threshold y2k. This observation motivates the following definition :

Definition 5.1 Let us write, for n ∈ N,

un,n1(t, x) := νn,n1(t, x)e+ v̌n(t, x),

where the vector e in defined in Definition 2.7 (this decomposition will be explain in paragraph 5.1)
and where v̌n ∈ ⊕j∈Φ∗(n1) ker L (f j). Let M ∈ N we distinguish the two following subcases :

� if β ≤ 1, we say that the sequence of amplitudes (un,n1)n∈N is in P≤ if for all n ∈ N, νn,n1|x1=0

is in PM−n
b,≤ . Where the space PM−n

b,≤ is the set of functions µ ∈ C∞(]−∞, T [ ,D(R+)) satisfying :
i) If M − n > 0, then for −∞ < t < TM−n, µ(t, x) = 0 ∀x ∈ R+, and for all k such that

M − n ≤ k ≤M , if T k ≤ t < min(T, T k+1), µ(t, x) = 0 ∀x < y2k.
ii) If M − n ≤ 0, then µ is zero for negative times, and for all k such that 0 ≤ k ≤ M , if

T k ≤ t < min(T, T k+1), µ(t, x) = 0 ∀x < y2k.

iii) If n ≤ −1 then PM−n
b = {0}.

� If β > 1, we say that the sequence of amplitudes (un,n1)n∈N is in P> if for all n ∈ N, νn,n1|x1=0

is in PM−n
b,> . Where the space PM−n

b,> is the set of functions µ ∈ C∞(]−∞, T [ ,D(R+)) satisfying :
i) If M − n > 0, then for −∞ < t < TM−n, µ(t, x) = 0 ∀x ∈ R+, and for all k such that

M − n ≤ k ≤M , if T k ≤ t < min(T, T k+1), µ(t, x) = 0 ∀x < y
0
.

ii) If n ≤ −1 then PM−n
b = {0}.

The fact that we distinguish the profile space for β ≤ 1 and for β > 1 is due to technical reasons
which will be explained in paragraph 5.1.4. Notice that by definition we have PM−n

b,≤ = P0
b,≤ for

all n > M .

We are now able to describe the expected space of profiles :
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Definition 5.2 When β ≤ 1, a sequence (un,k)n∈N,k∈Ios is said to be in the space of profiles Pos,≤
if (un,n1) ∈P≤ and if for all k ∈ Ios \ {n1}, for all n ∈ N, un,k lies in H∞(ΩT ).

When β > 1, a sequence (un,k)n∈N,k∈Ios is said to be in the space of profiles Pos,< if (un,n1) ∈P<

and if for all k ∈ Ios \ {n1}, for all n ∈ N, un,k lies in H∞(ΩT ).

For i = 1, 2, the set Pev,i of evanescent profiles for the side ∂Ωi is the set of U(t, x,Xi) ∈
H∞(ΩT × R+) for which there exists a positive δ such that eδXiU(t, x,Xi) ∈ H∞(ΩT × R+).

As already mentioned, we will have to consider three kinds of phases, the oscillating ones, the
evanescent ones for the side ∂Ω1 and the evanescent ones for the side ∂Ω2. According to their kind
the phases be denoted by :

ϕk(t, x) := 〈(t, x), fk〉 , fk ∈ Fos,

ψk,1(t, x2) := 〈(t, 0, x2), fk〉 , fk ∈ Fev1 ∪Fos,

∀k ∈ Ios, ψk,2(t, x1) := 〈(t, x1, 0), fk〉 , fk ∈ Fev2 ∪Fos.

Once the expected phases are defined, we postulate the ansatz :

uε(t, x) ∼
∑
n≥0

∑
k∈Ios

εne
i
ε
ϕk(t,x)un,k(t, x) (18)

+
∑
n≥0

∑
k∈R1

εne
i
ε
ψk,1(t,x2)Un,k,1

(
t, x,

x1

ε

)
+
∑
n≥0

∑
k∈R2

εne
i
ε
ψk,2(t,x1)Un,k,2

(
t, x,

x2

ε

)
,

where (un,k)n∈N,k∈Ios ∈ Pos,≤ (resp. Pos,<) for β ≤ 1 (resp. β > 1), and for all n ∈ N,∀ k ∈
R1(resp.R2), Un,k,1 (resp. Un,k,2) is in Pev,1 (resp. Pev,2).

Plugging the ansatz (18) into the evolution equation of (14) lead us to the following cascade of
equations in the interior :

L (dϕk)u0,k = 0, ∀k ∈ Ios,

iL (dϕk)un+1,k + L(∂)un,k = 0, ∀n ∈ N, ∀k ∈ Ios,

Lk(∂X1)U0,k,1 = 0, ∀k ∈ R1,

Lk(∂X1)Un+1,k,1 + L(∂)Un,k,1 = 0, ∀n ∈ N,∀k ∈ R1,

Lk(∂X2)U0,k,2 = 0, ∀k ∈ R2,

Lk(∂X2)Un+1,k,2 + L(∂)Un,k,2 = 0, n ∈ N, ∀k ∈ R2,

(19)

where the operators of derivation in the fast variables Lk(∂X1) and Lk(∂X2) are defined by :

Lk(∂X1) := A1(∂X1 −A1(τ , ξk2 )) for k ∈ R1, (20)

Lk(∂X2) := A2(∂X2 −A2(τ , ξk1 )) for k ∈ R2. (21)

Then, plugging the ansatz (18) in the boundary conditions on ∂Ω1 and on ∂Ω2, give :

B1

[∑
j∈Φ(n1) un,j

]
|x1=0

= δn,M+1g, ∀n ∈ N

B1

[∑
j∈Φ(k)∩Ios

un,j + Un,k,1|X1=0

]
|x1=0

= 0, n ∈ N,∀k ∈ (R1 \ {n1}) ∩R1,

B1

[∑
j∈Φ(k) un,j

]
|x1=0

= 0, n ∈ N,∀k /∈ (R1 \ {n1}) ∩R1,

B2

[∑
j∈Ψ(k)∩Ios

un,j + Un,k,2|X2=0

]
|x2=0

= 0, n ∈ N,∀k ∈ R2,

B2

[∑
j∈Ψ(k) un,j

]
|x2=0

= 0, n ∈ N,∀k ∈ R2 \R2,

(22)
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where δn,p denotes the Kronecker symbol.
Finally, plugging the ansatz (18) into the initial condition of (14), give :

∀n ∈ N,


un,k|t=0

= 0, ∀k ∈ Ios,

Un,k,1|t=0
= 0, ∀k ∈ R1,

Un,k,2|t=0
= 0, ∀k ∈ R2.

(23)

Thanks to the cascade of equations (19)-(22) and (23) we are now able to state our main result
about the construction of the geometric optics expansions :

Theorem 5.1 Let T > 0 and assume that the corner problem (14) satisfies Assumptions 2.1-2.2-
4.1 and 4.2. Then :

• If β > 1, then for all M ∈ N the corner problem (14) admits a WKB expansion under the form
(18). More precisely there exists sequences of functions (un,k)n∈N,k∈Ios ∈ Pos,>, (Un,k,1) ∈ Pev1, and
(Un,k,2) ∈ Pev2 satisfying the cascades of equations (19)-(22) and (23). Moreover one can always
choose g in such a way that the leading order in (18) is not identically zero.

• If β ≤ 1, assume that T < Tmax if β < 1, then for all M ∈ N the corner problem (14)
admits a WKB expansion under the form (18). More precisely there exists sequences of functions
(un,k)n∈N,k∈Ios ∈ Pos,≤ , (Un,k,1) ∈ Pev1, and (Un,k,2) ∈ Pev2 satisfying the cascades of equations
(19)-(22) and (23). Moreover one can always choose g in such a way that the leading order in (18)
is not identically zero.

The question is now to solve the cascades of equations (19)-(22) and (23). More precisely, to
solve the cascades, we are looking for an order of resolution of the different equations and an equa-
tion which can be solved before all the other in view to initialize the resolution.

In [Ben] it is shown that to construct any amplitude in one of the ”trees” (that is the sets
composing the partition (12) of I depicted in Figure 2) it is in fact sufficient, thanks to the unique-
ness of the type V sequence linking any index of the ”tree” to its root (see Proposition 4.3) and
the uniform Kreiss-Lopatinskii condition,to know the amplitude associated to the root. Then it is
shown that to know the amplitudes associated to the roots it is sufficient to know the amplitudes
associated to the loop indices. Thus the determination of the loop’s amplitudes was in [Ben] the
construction needed to initialize the resolution of the cascade of equations.

The first equation of the cascade (19) implies that we have the well-known polarization condition
for the oscillating amplitudes u0,k, in particular for k = n1, we have u0,n1 ∈ ker L (dϕn1), in other
words we can write :

Pn1
1 u0,n1 = u0,n1 . (24)

But, thanks to Assumption 2.1, ker L (dϕn1) is one dimensional. Assumption 4.2 then permits
to write :

u0,n1(t, x) = ν0,n1(t, x)e, (25)

for some unknown scalar function ν0,n1 and where e is the vector defined in 2.7.6 For other indices
k ∈ Ios we can always write :

u0,k = ν0,kek, (26)

6Let us remark that (25) is not true anymore if the operator L(∂) is hyperbolic with constant multiplicity. In that
framework, (25) has to be remplaced by a decomposition reading :

u0,n1(t, x) = ν0,n1(t, x)e+ v̌(t, x),
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where ν0,k is a scalar function and where ek is a generator of ker L (dϕk).

More generally for any n let us intoduce the following decomposition :

Pn1
1 un,n1(t, x) = νn(t, x)e, (27)

where e is defined in Definition 2.7.

Next let us study the second equation of the cascade (19) written for n = 0 and k = n1. If
we compose this equation by Qn1

1 and use the fact that kerQn1
1 = RanL (dϕn1) thanks to the

polarization condition (24) we obtain that u0,n1 satisfies the equation :

Qn1
1 L(∂)Pn1

1 u0,n1 = 0.

From Lax’s lemma [Lax57], we have :

Qn1
1 L(∂)Pn1

1 u0,n1 = (∂t + vn1 · ∇x)ν0,n1 = 0, (28)

where we used the fact that Qn1
1 induces an isomorphism from RanPn1

1 to RanQn1
1 . Using the fact

that the group velocity vn1 is incoming-outgoing, to solve equation (28) we only need to determine
the trace of ν0,n1 on {x1 = 0}.

However, the degeneracy of the uniform Kreiss-Lopatinskii condition prevents to determine this
trace by the easy classical way. Indeed, the only equation where the trace of ν0,n1 on {x1 = 0}
seems to appear is the boundary condition (22) written for n = 0 that is :

B1

 ∑
j∈Φ(n1)

u0,j


|x1=0

= 0.

From (25) and the fact that, by definition e ∈ kerB1, the boundary condition reads :

B1

 ∑
j∈Φ∗(n1)

u0,j


|x1=0

= 0,

where we recall that Φ∗(n1) stands for Φ(n1) \ {n1}. As a consequence this equation does not give
any information about ν0,n1|x1=0

. So it seems that we shall find another way to determine ν0,n1|x1=0
.

To do that, we will start by using the method of [CG10] which has been introduced to construct
the geometric optics expansion for the initial boundary value problem in the half space and we will
see how to adapt this method.

Before to recall the main ideas of the method of determination of ν0,n1|x1=0
by [CG10], let us

remark the following fact. If one assumes that ν0,n1|x1=0
is known and write, once again in view to

simplify the notations :
ν0,n1|x1=0

(t, x2) := µ0(t, x2), (29)

where v̌ lies in some subspace of Es1(iτ , ξ2) where we can apply Kreiss-Lopatinskii condition. However, it seems that
in that case, one can always determine v̌ by reiterating the arguments of [Ben] which lead to ask for the invertibility
of an operator reading under the form (I − T).
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then is it easy to determine the other amplitudes u0,k, for k = n2, ..., n4. Indeed, the transport
equation determining ν0,n1 reads :

(∂t + vn1 · ∇x)ν0,n1 = 0, on ΩT ,
ν0,n1|x1=0

= µ0, on ∂Ω1,T ,

ν0,n1|t≤0
= 0.

Integrating along the characteristics we obtain that :

ν0,n1(t, x1, x2) = µ0

(
t− 1

vn1,1
x1, x2 − β−1

1 x1

)
. (30)

In particular, the trace of u0,n1 on {x2 = 0} is given by

u0,n1|x2=0
= ν0,n1(t, x1, 0)e,

so, using the uniform Kreiss-Lopatinskii condition in the boundary condition (22) written for n = 0
and k = n2 permit us to determine the trace on {x2 = 0} of ν0,n2 . Integrating along the character-
istics we obtain :

ν0,n2(t, x1, x2) = −µ0 (t2(t, x1, x2),x2(x1, x2)) Sn2e, (31)

where

t2(t, x1, x2) := t− 1

vn1,1
x1 −

[
1

vn2,2
− β−1

2

vn1,1

]
x2, x2(x1, x2) := −β−1

1 (x1 − β−1
2 x2), (32)

and
Sn2 := Pn2

2 φn2B2. (33)

We can thus repeat exactly the same reasoning, applied to the amplitude u0,n3 and then for the
amplitude u0,n4 , to obtain their values in terms of the unknown trace µ0. More precisely it follows
that :

ν0,n3(t, x1, x2) = µ0 (t3(t, x1, x2),x3(x1, x2)) Sn3e, (34)

ν0,n4(t, x1, x2) = −µ0 (t4(t, x1, x2),x4(x1, x2)) Sn4e, (35)

where we set for ν0,n3 :
Sn3 := Pn3

1 φn3B1Sn2 , (36)

t3(t, x1, x2) := t−Ax1 −
[

1

vn2,2
− β−1

2

vn1,1

]
x2, and, x3(x1, x2) :=

2∏
j=1

β−1
j (x2 − β−1

3 x1), (37)

with A a non meaningfull parameter introduced to simplify the notations. It is precisely given by :

A :=
1

vn3,1
− β−1

3

(
1

vn2,2
− β−1

2

vn1,1

)
. (38)

And for ν0,n4 :
Sn4 := Pn4

2 φn4B2Sn3 , (39)

t4(t, x1, x2) := t−Ax1 −
[

1

vn4,2
− β−1

4 A

]
x2, and, x4(x1, x2) := −

3∏
j=1

β−1
j (x1 − β−1

4 x2). (40)

An important observation for what follows is to remark that the trace ν0,n4|x1=0
depends of the

particular values, t4(t, 0, x2) and x4(0, x2). An easy computation shows that the constant in front
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of x2 in t4(t, 0, x2) can in fact be expressed in terms of the parameters α and β, introduced in (16)
and (17) and which encode the time needed to make one complete circuit around the loop. More
precisely, we have :

t(t, x2) := t4(t, 0, x2) = t− αβ−1x2, and, x(x2) := x4(0, x2) = β−1x2. (41)

Let us also notice, because it will be important in paragraph 5.1.5, that the knowledge of u0,n4

allows us to express all the amplitudes in Φ∗(n1) in terms of µ0. Indeed, Proposition 4.1 implies
that these amplitudes (except n4) are in Iii ∪Iio. So, let i ∈ Φ∗(n1) \ {n4} to determine u0,i for
i ∈ Iio (resp. i ∈ Iii) we have to solve the transport equation :

(∂t + vi · ∇x)u0,i = 0,

B1

[∑
j∈Φ(n1)\{n4} u0,j

]
|x1=0

= −B1u0,n4|x1=0
,

u0,i|t≤0
= 0,

(42)

 resp.



(∂t + vi · ∇x)u0,i = 0,

B1

[∑
j∈Φ(n1)\{n4} u0,j

]
|x1=0

= −B1u0,n4|x1=0
,

B2

[∑
j∈Ψ(n2) u0,j

]
|x2=0

= 0,

u0,i|t≤0
= 0,

 (43)

However, by assumption, the index i is associated with a frequency for which the uniform Kreiss-
Lopatinskii condition holds, so the boundary condition(s) of (42) (resp.(42)-(43)) can be written
under the form :

u0,i|x1=0
= −P i1φ

i
1B1u0,n4|x1=0

,

(
resp.

{
u0,i|x1=0

= −P i1φ
i
1B1u0,n4|x1=0

,

u0,i|x2=0
= 0.

)

Using the expression of u0,n4|x1=0
and integrating along the characteristics we obtain that :

u0,i(t, x) = µ0

(
t− 1

vi,1
x1,x−

vi,2
vi,1

x1

)
(S n4e)P

i
1φ

i
1B1e4. (44)

5.1 Initialization of the resolution, determination of the loop’s indices.

As already mentioned in the previous paragraph to determine µ0 we will adapt the method of
[CG10].

Let us study the boundary condition for the amplitude u1,n1 that is (22) written for n = 1 :

B1

 ∑
j∈Φ(n1)\{n4}

P j1u1,j


|x1=0

= δ1,Mg −B1u1,n4 −B1

 ∑
j∈Φ(n1)\{n4}

(I − P j1 )u1,j


|x1=0

. (45)

Thanks to Proposition 4.1, we know that Φ(n1) \ {n4} is included in Iio ∪Iii, so the left hand side
term is in B1E

s
1(iτ , ξ2). By definition of b (see Definition 2.7) multiply by b makes this term vanish.

We thus have :

b ·B1

 ∑
j∈Φ(n1)\{n4}

(I − P j1 )u1,j


|x1=0

= δ1,M g̃ − b ·B1u1,n4 , (46)
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where g̃ := b · g.

To make this equation more explicit in terms of µ0, we use the cascade of equation (19) written
for n = 0. Composing by the partial inverse Rk1 defined in Definition 4.5, leads us to the relation :

∀j ∈ Φ(n1) \ {n4} , (I − P j1 )u1,j = iRj1L(∂)u0,j = iRj1L(∂)P j1u0,j ,

where we used the polarization condition for u0,j . We thus can write (46) under the form :

b ·B1

 ∑
j∈Φ(n1)\{n4}

Rj1L(∂)P j1u0,j


|x1=0

= i
(
−g̃ + b ·B1u1,n4|x1=0

)
. (47)

Let us recall the following Proposition due to [CG10] :

Proposition 5.1 ([CG10], Proposition 2) Let P j1 , Qj1 and Rj1 be defined in Definition 4.5 then

we have Rj1A1P
j
1 = 0.

Let the vector b be defined in Definition 2.7. Then there exists a nonzero real number κ such
that the following equation holds :

b ·B1

∑
j∈Φ(n1)\{n4}

Rj1L(∂)P j1 = κ
(
Θ(iτ , ξ2)∂t + ∂ξ2Θ(iτ , ξ2)∂2

)
,

where Θ is defined in Definition 2.5. Moreover, ∂tΘ(iτ , ξ2) = 1 and ∂ξ2Θ(iτ∂2, ξ2) = − τ

ξ2
:= c.

Proof : We refer to [CG10] for a complete proof. We will here just show that we have the equal-
ity ∂ξ2Θ(iτ , ξ2) = − τ

ξ2
. This equality was already showed in [[CG10], Lemma 7], but since it is

important for our purpose, let us give a proof for the sake of completeness.
Necessarily ξ2 6= 0 otherwise the Kreiss-Lopatinskii condition will break down for γ > 0 because

it would say that the boundary condition on ∂Ω1 does not satisfy the weak Kreiss-Lopatinskii
condition. We then use the fact that d = 2 and the relation Rj1A1P

j
1 = 0. First we have :

∀j ∈ Φ(n1) \ {n4} , L (dϕj)P
j
1 = τP j1 + ξj1A1P

j
1 + ξ2A2P

j
1 = 0,

we compose by Rj1, the term Rj1A1P
j
1 desappears. Then we sum over j ∈ Φ(n1) \ {n4} and multiply

by b ·B1 to obtain :

b ·B1

∑
j∈Φ(n1)\{n4}

Rj1A2P
j
1 = − τ

ξ2

b ·B1

∑
j∈Φ(n1)\{n4}

Rj1P
j
1 .

�

As a consequence of this Proposition, (47) can be expressed under the form :(
∂tµ0 −

τ

ξ2

µ0

)
=
i

κ

(
−g̃δ1,M + b ·B1P

n4
2 u1,n4|x1=0

+ b ·B1(I − Pn4
2 )u1,n4|x1=0

)
. (48)

Thus to determine the unknown trace µ0, we want to solve the same transport equation as in
[CG10]. But, in the analysis of Coulombel and Guès the amplitude u1,n4 which acts like a source
term in (46) could be determinated regardless µ0. Indeed, for the geometry of the half space u1,n4 is
an outgoing amplitude so it satisfies a transport equation which does not require boundary condition
for its resolution (see [CG10] for more details).
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For the quarter space geometry it is not true anymore because u1,n4 depends on u1,n3 , which
depends on u1,n2 and so on. However, equation (46) meets with the intuiton that we gave in
paragraph 3 because this equation says that the amplification of order zero is ”turned on” by
the outgoing (for the side ∂Ω1) mode u1,n4 . Moreover, we mentioned at the end of the previous
paragraph that amplitudes u0,j for j = n1, ...n4 can be expressed in terms of the unknown trace µ0.

So our purpose is now to express the ”source term” u1,n4 in terms of the unknow trace µ0. In
view to do this, we will show in a first time that its unpolarized part (I−Pn4

2 )u1,n4 can be expressed
in terms of µ0. In a second time we will show that its polarized part Pn4

2 u1,n4 can be expressed in
terms of µ0 and a new unknown trace µ1 (which will be the unknown part of the polarized part
of the trace of u1,n1 on the side ∂Ω1). The determination of the dependency on (I − Pn4

2 )u1,n4 in
terms of µ0 is made in the following paragraph.

5.1.1 Unpolarized part of the terms of order one.

In a classical way, after composition of the second equation of 19 (written for n = 0 and k = nj ,
j = 1, ...4) by the pseudo-inverse R

nj
· introduced in Definition 4.5, we obtain that :

(I − Pnj1 )u1,nj = iR
nj
1 L(∂)u0,nj , if j is odd,(I − Pnj2 )u1,nj = iR

nj
2 L(∂)u0,nj , if j is even, (49)

where we used the fact that by definition R
nj
k L (dϕnj ) = I − Pnjk , for k = 1, ..., 2.

Let us recall the following lemma, already used in [CG10] :

Lemma 5.1 We have the following equalities :

Rn1
1 A1P

n1
1 = Rn3

1 A1P
n3
1 = 0, and, Rn2

2 A2P
n2
2 = Rn4

2 A2P
n4
2 = 0.

Thanks to this lemma we can compute precisely the values of the unpolarized part of the
amplitudes of order one. Indeed for (I − Pn1

1 )u1,n1 we thus have :

(I − Pn1
1 )u1,n1 = −Rn1

1 [∂t +A1∂1 +A2∂2]µ0

(
t− 1

vn1,1
x1, x2 − β−1

1 x1

)
e,

= − [(∂tµ0)Rn1
1 e+ (∂2µ0)Rn1

1 A2e]

(
t− 1

vn1,1
x1, x2 − β−1

1 x1

)
, (50)

where we used the fact that Pn1
1 e = e and lemma 5.1.

But as e ∈ ker L (dϕn1), we have (τ + ξ
1
A1 + ξ2A2)e = 0. We compose by Rn1

1 , and we use
Lemma 5.1 to show that :

Rn1
1 A2e = − τ

ξ2

Rn1
1 e. (51)

This relation permits to reformulate (50) under the form :

(I − Pn1
1 )u1,n1 = −

[
∂tµ0 −

τ

ξ2

∂2µ0

](
t− 1

vn1,1
x1, x2 − β−1

1 x1

)
Rn1e. (52)

For simplicity let us introduce the notation :

T := ∂t −
τ

ξ2

∂2. (53)

Remark The fact that one restricts to a corner problem (1) with only two dimensional variables
is used in a non trivial way to establish relation (51) which allows us to reformulate (50) under the
form (52). We will see in a moment why this reformulation is so important in the proof.

We do not know if the restriction d = 2 is really necessary, however it has the advantage to
make all the following computations much simpler.
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The same computation can be repeated to determine the unpolarized part of the amplitudes
u1,nj , for j = 2, ..., 4. Unfortunatly, since our aim is to determine the exact value of the trace
u1,n4|x1=0

, we also need the exact values of the unpolarized part of the amplitudes u1,nj , for j =
2, ..., 4. After some computations, we find :

(I − Pn2)u1,n2 =

[(
1 +

τ

vn1,1ξ1

)
∂tµ0 +

τ

ξ
1

∂2µ0

]
(t2,x2)Rn2Sn2e, (54)

(I − Pn3)u1,n3 = −

[(
1− τ

vn2,2ξ2

(
1− vn2,1

vn1,1

))
∂tµ0 +

τ

ξ
2

β−1
2 β−1

1 ∂2µ0

] (
t3,x3

)
Rn3Sn3e,(55)

(I − Pn4)u1,n4 =

(1 +
τ

ξ1

A

)
∂tµ0 +

τ

ξ1

3∏
j=1

β−1
j ∂2µ0

(t4,x4

)
Rn4Sn4e, (56)

At this step of the proof, the term depending on (I − Pn4
2 )u1,n4 which appears in the right

hand side of (48) has been express in terms of the function µ0. So we just have to express the
term Pn4

2 u1,n4 . In paragraph 5.1.3 we will see how the knowledge of the unpolarized part of the
amplitudes of order one enable us to determine the polarized part of the amplitudes of order one.
However, before to do this determination, it is useful (and it will a lot simplify the computations)
to express the unpolarized part of the amplitude of order one in terms of the transport operator
along the boundary. Moreover, as we will see in paragraph 5.1.4, this reformulation will also be
essential for the resolution of the initializating equation (48).

5.1.2 Reformulation of equations (54)-(55) and (56).

The following lemma which is just an algebraic property based on a simple computation is however
fundamental for our analysis. Indeed it will permit to reformulate equation (48) in a much more
pleasant form. The fact that we are able to reformulate (48) in a particular form (more precisely
under the form (I − T̃ )(T µ0) see (90) for more details) is not anodyne at all when one wants to
solve (48) in view to determine µ0, because it will permit to express T µ0 as a sum of iterations of
T̃ corresponding to the number of complete circuits that have been made.

Lemma 5.2 If d = 2, we have the following equalities :

1 +
τ

ξ
1
vn1,1

= −ξ2

ξ1
β−1

1 , (57)(
1− τ

vn2,2ξ2

(
1− vn2,1

vn1,1

))
=

ξ2

ξ
2

β−1
1 β−1

2 , (58)

1 +
τ

ξ1

A = −ξ2

ξ1

β−1
1 β−1

2 β−1
3 , (59)

where we recall that the parameter A appearing in (59) is defined in (38).

Proof : We will only demonstrate (59), the proof of the two other equalities are simpler and follow
exactly the same kind of computations.

First let us develop :

1 +
τ

ξ1

A =
1

ξ1

[
ξ1 +

τ

vn3,1

(
1− vn3,2

vn2,2

(
1− vn2,1

vn1,1

))]
, (60)

=
1

vn3,1vn2,2vn1,1ξ1

[
vn3,1vn2,2vn1,1ξ1 + vn2,2vn1,1τ − vn3,2vn1,1τ + vn3,2vn2,1τ

]
.
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Let us recall that for all (τ, ξ1, ξ2) ∈ V , we have

τ + λ(ξ1, ξ2) = 0,

using the fact that λ is homogenuous of degree one, Euler formula implies that :

τ + (ξ1, ξ2) · ∇ξλ(ξ1, ξ2) = 0. (61)

In particular, applying (61) to fn1 = (τ , ξ
1
, ξ2), fn2 = (τ , ξ

1
, ξ

2
) and fn3 = (τ , ξ1, ξ2

) we obtain
respectively :

τ + vn1,1ξ1
+ vn1,2ξ2 = 0, (62)

τ + vn2,1ξ1
+ vn2,2ξ2

= 0, (63)

τ + vn3,1ξ1 + vn3,2ξ2
= 0. (64)

From (64) we deduce that :

vn3,1vn2,2vn1,1ξ1 = −vn2,2vn1,1τ − vn2,2vn1,1vn3,2ξ2
. (65)

Using (63) the second term in the right hand side of (65) this equation can be written under the
form :

vn2,2vn1,1vn3,2ξ2
= vn1,1vn3,2τ + vn2,1vn1,1vn3,2ξ1

. (66)

Once again thanks to (62), the second term in the right hand side of (66), it becomes :

vn2,1vn1,1vn3,2ξ1
= −vn2,1vn3,2τ − vn1,2vn2,1vn3,2ξ2. (67)

Combining equations (65), (66) and (67) we obtain :

vn3,1vn2,2vn1,1ξ1 = −vn2,2vn1,1τ + vn3,2vn1,1τ − vn3,2vn2,1τ − vn1,2vn2,1vn3,2ξ2.

Equality (59) follows from (60).

�

Thanks to Lemma 5.2 formulas (54)-(55) and (56), which give the unpolarized part of the
amplitudes u1,ni , for i = 2, ..., 4, can be written under the following more pleasant form :

(I − Pn2)u1,n2 = −ξ2

ξ
1

β−1
1 (T µ0) (t2,x2)Rn2Sn2e, (68)

(I − Pn3)u1,n3 = −ξ2

ξ
2

2∏
j=1

β−1
j (T µ0) (t3,x3)Rn3Sn3e, (69)

(I − Pn4)u1,n4 = −ξ2

ξ1

3∏
j=1

β−1
j (T µ0) (t4,x4)Rn4Sn4e, (70)

where the transport operator T is defined in (53).
We thus remark that the unpolarized part of the amplitudes u1,nj , j = 1, ..., 4 depend of the

same transport operator which is precisely the transport operator applied to µ0 in equation (48).

Let us conclude this paragraph by the determination of the unpolarized part of the amplitudes
u1,j for i ∈ Φ(n1)∗ \ {n4}. The knowledge of these amplitudes will be useful in paragraph 5.1.5.
From (44) and the relation (49), one easily obtains, that after the reformulation of (I − Pn4)u1,n4 ,
we have :

(I − P i1)u1,i|x1=0
= i
[
(S n4e)R

i
1L(∂)µ0 (t4,x4)P

i
1φ

i
1B1e4

]
|x1=0

, (71)

from which we deduce that up to some derivatives and multiplications, (I − P i1)u1,i|x1=0
depend on

µ0 (t,x).
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5.1.3 Polarized part of the terms of order one.

The knowledge of the unpolarized part of the amplitudes of order one enables us to determine the
polarized part of the amplitudes of order one, and will conclude the determination of the right hand
side in equation (48).

Indeed, let us consider equation (19) written for n = 1 and k = nj , j = 1, ...4. This equation
reads :

iL (dϕnj )u2,nj + L(∂)P
nj
1 u1,nj = −L(∂)(I − P1)nju1,nj , for j odd,

iL (dϕnj )u2,nj + L(∂)P
nj
2 u1,nj = −L(∂)(I − P2)nju1,nj , for j even.

Then composing by Qn1
1 , Qn3

1 in the first equation, and by Qn2
2 , Qn4

2 in the second one, makes the
term depending of u2,nj disappears and from Lax lemma we obtain that the polarized parts of order
one satisfy the transport equations :

(∂t + vnj · ∇x)Q
nj
1 P

nj
1 u1,nj = −Qnj1 L(∂)(I − P1)nju1,nj , if j = 1, 3, (72)

(∂t + vnj · ∇x)Q
nj
2 P

nj
2 u1,nj = −Qnj2 L(∂)(I − P2)nju1,nj , if j = 2, 4, (73)

with initial and boundary conditions given by (23)-(22). A preliminary to obtain the exact values
of the solutions of (72)-(73) is thus to determine the source terms. This can be done thanks to
the reformulation made in paragraph 5.1.2. Let us start by the term Qn1

1 L(∂)(I − P1)n1u1,n1 , from
equation (52), an explicit computation gives :

Qn1
1 L(∂)(I − P1)n1u1,n1 = −

[
Qn1

1 Rn1
1 e

(
∂2
ttµ0 −

τ

ξ2

∂2
t2µ0

)
+Qn1

1 A2R
n1
1 e

(
∂2
t2µ0 −

τ

ξ2

∂2
22µ0

)]
(74)(

t− 1

vn1,1
x1, x2 − β−1

1 x1

)
.

Where we used the fact that Qn1
1 A1R

n1
1 e = 0 (see paragraph 5.1.1 for more details).

To make this equation more explicit in terms of µ0, as it has been done for the determination of
the unpolarized parts of order one, we are looking for a relation linking Qn1

1 Rn1
1 e and Qn1

1 A2R
n1
1 e.

Let us recall that kerQn1
1 = RanL (dϕn1) so for all X ∈ CN we have Qn1

1 L (dϕn1)X = 0. In
particular, for X = Rn1

1 e and we obtain :

τQn1
1 Rn1

1 e+ ξ
1
Qn1

1 A1R
n1
1 e+ ξ2Q

n1
1 A2R

n1
1 e = 0 =⇒ Qn1

1 A2R
n1
1 e = − τ

ξ2

Qn1
1 Rn1

1 e. (75)

Using this relation in (74) thus gives :

Qn1
1 L(∂)(I − P1)n1u1,n1 = −

[
Qn1

1 Rn1
1 e

(
∂2
ttµ0 − 2

τ

ξ2

∂2
t2µ0 +

(
τ

ξ2

)2

∂2
22µ0

)]
(76)(

t− 1

vn1,1
x1, x2 − β−1

1 x1

)
,

= −
[
Qn1

1 Rn1
1 eT 2µ0

](
t− 1

vn1,1
x1, x2 − β−1

1 x1

)
,

where we recall that the transport operator T is defined in (53).
Let us remark that, exactly as for the unpolarized part of amplitude of order one, the source

term in (72) expresses in terms of the transport operator T .
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We then repeat the same kind of computations for the termsQn2
2 L(∂)(I−P2)n2u1,n2 , Qn3

1 L(∂)(I−
P1)n3u1,n3 and Qn4

2 L(∂)(I − P2)n4u2,n4 . Using analogous relations as (75), more precisely :

Qn2
2 A1R

n2
2 S n2e = − τ

ξ
1

Qn2
2 Rn2

2 S n2e, (77)

Qn3
1 A2R

n3
1 S n3e = − τ

ξ
2

Qn3
1 Rn3

1 S n3e, (78)

Qn4
2 A1R

n4
2 S n4e = − τ

ξ
1

Qn4
2 Rn4

2 S n4e, (79)

and Lemma 5.2 in equations (68)-(69) and (70), some tedious (but explicit) computations give :

Qn2
2 L(∂)(I − Pn2

2 )u1,n2 = β−2
1

(
ξ2

ξ
1

)2 [
Qn2

2 Rn2
2 S n2eT 2µ0

]
(t2,x2), (80)

Qn3
1 L(∂)(I − Pn3

1 )u1,n3 = −β−2
1 β−2

2

(
ξ2

ξ
2

)2 [
Qn3

1 Rn3
1 S n3eT 2µ0

]
(t3,x3), (81)

Qn4
2 L(∂)(I − Pn4

2 )u1,n4 =

3∏
j=1

β−2
j

(
ξ2

ξ1

)2 [
Qn4

2 Rn4
2 S n4eT 2µ0

]
(t4,x4). (82)

More details about those computations can be find in Appendix 7.2.

Now that the source term in equation (72) is express in terms of T 2µ0, we can solve this
equation in terms of T 2µ0. Using the fact that, from the strict hyperbolicity assumption, kerB1 =
Es1(iτ , ξ2) = vect {e}, we write as in the beggining of paragraph 5.1 :

Pn1
1 u1,n1(t, x) := ν1,n1(t, x)e.

Let us also define,
ν1,n1|x1=0

(t, x2) := µ1(t, x2). (83)

The transport equation (72) becomes :
(∂t + vn1 · ∇x)ν1,n1 = −Q̃n1

1 Qn1
1 L(∂)(I − Pnj1 )u1,n1 ,

ν1,n1|x1=0
= µ1(t, x2)

ν1,n1|t≤0
= 0,

(84)

where Q̃n1
1 denotes the inverse of the restriction of Qn1

1 to RanPn1
1 and where the trace function

µ1,n1 is a unknown. Then integrating along the characteristics give the exact value of ν1,n1 (and thus
Pn1

1 u1,n1) in terms of the unknown traces µ0, µ1. More precisely, we have to study two separates
cases :

• t− 1
vn1,1x1

< 0. Then the transported information is above the characteristic, the transported

condition is the initial condition. Moreover, as the function µ0 is assumed to satisfy µ0|t≤0
, one can

check on (76) that the transport associated to the source term in the interior is zero. Thus the
associated solution is zero.
• t− 1

vn1,1x1
> 0. Then the transported information is below the characteristic, the transported

condition is the boundary condition and this time the transport associated to the source term in
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the interior does not necessary vanish. Integrate along the characteristics gives the explicit value :

ν1,n1 = µ1

(
t− 1

vn1,1
x1;x2 − β−1

1 x1

)
+ c

∫ x1

0
T 2µ0

(
t− s

vn1,1
− s

vn1,1
(x1 − s), x2 − β−1

1 s− β−1
1 (x1 − s)

)
ds

= µ1

(
t− 1

vn1,1
x1;x2 − β−1

1 x1

)
+ cx1T

2µ0

(
t− s

vn1,1
x1, x2 − β−1

1 x1

)
, (85)

indeed, from the explicit value of the source term given in (76), one can easily check that the source
term lies along the characteristics, so the integral term is just a multiplication by the length of the
characteristic.

From this formula, and the formula giving the unpolarized part of u1,n1 , we can thus give the
following value for u1,n1 :

u1,n1 = Pn1
1 u1,n1 + (I − Pn1

1 )u1,n1

=
[
µ1 + cx1T

2µ0e−T µ0Rn1e
](

t− 1

vn1,1
x1, x2 − β−1

1 x1

)
,

from which, we deduce the value of u1,n1|x2=0
in terms of T µ0 and µ1 :

u1,n1|x2=0
=
[
µ1 + cx1T

2µ0e−T µ0Rn1e
](

t− 1

vn1,1
x1,−β−1

1 x1

)
. (86)

where c stands for an explicitly computable constant.

This trace then enable us to determine the amplitude u1,n2 , then the amplitude u1,n3 and
finally the amplitude u1,n4 and more precisely its trace on {x1 = 0} which appears in equation (48).
Indeed, to fully determine u1,nj , j = 2, ..., 4 we just have to determine their polarized parts, thanks
to paragraph 5.1.1. Let us define :

P
nj
2 u1,nj (t, x) = ν1,nj (t, x)ej , for j = 2, 4, P

nj
1 u1,nj (t, x) = ν1,nj (t, x)ej for j = 3,

then, thanks to the uniform Kreiss-Lopatinskii condition and the fact that n2 ∈ Ioi, ν1,n2 satisfies
the transport equation :

(∂t + vn2 · ∇x)ν1,n1 = −Q̃n2
2 Qn2

2 L(∂)(I − P2)n2u1,n2 ,
ν1,n2|x2=0

= −S n2u1,n1|x2=0
−S n2(I − Pn2

2 )u1,n2|x2=0
,

ν1,n2|t≤0
= 0,

(87)

where the source terms are given by (80), (86) and (68). We integrate along the characteristics,
once again there are two cases to separate :
• t− 1

vn2,2x2
≤ 0 ; The condition transported is the initial condition, and noticing that the source

term in the interior is evaluated in t2(t, x) ≤ t − 1
vn2,2x2

(we recall that t2 is defined in (32)) we

deduce that the transport of the source term in the interior is also zero.
• t − 1

vn2,2x2
> 0 ; The condition transported is boundary condition. Integrate along the char-

acteristics gives :

ν1,n2 = −S n2
[
µ1 + cx1T

2µ0e−T µ0Rn1e
]

(t2,x2) + c2x2T
2µ0(t2,x2),

where c2 := β−2
1

(
ξ2
ξ
1

)2
Q̃2Q

n2
2 Rn2

2 S n2e.
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So at this step, we obtain the polarized part of the amplitude un2,1, from which we deduce the
value of its trace on {x1 = 0}. More precisely we have :

un2,1 = −
[
S n2

[
µ1 + cx1T

2µ0e−T µ0Rn1e
]

(t2,x2) + c2x2T
2µ0(t2,x2)

− ξ2

ξ
1

β−1
1 (T µ0) (t2,x2)Rn2Sn2e

]
e2

− ξ2

ξ
1

β−1
1 (T µ0) (t2,x2)Rn2Sn2e. (88)

We then use this trace in the transport equation determining ν1,n3 . Integrating along the char-
acteristics we obtain the trace of Pn3

1 un3,1. The important fact is that (as in the resolution of the
resolution of (84) and (87)), the source term in the interior already lies along the characteristics so
its contribution to the transport is just a multiplication by x1 of itself. Moreover equations (88),
(69) and (81) tell us that the source terms in the transport equation determining ν1,n3 depends on
µ1, T µ0 and T 2µ0, all evaluated in (t2,x2). As a consequence Pn3

1 u1,n3 depends on µ1, T µ0 and
T 2µ0, all evaluated in (t3,x3), then from equation (69) so do u1,n3 .

To conclude, we compute the trace of u1,n3 on the set {x2 = 0} and we use it as a source
term in the transport equation determining ν1,n4 . Repeating exactly the same arguments we show
that the Pn4

2 u1,n4 depends on µ1, T µ0 and T 2µ0, all evaluated in (t4,x4). This fact implies that
Pn4

2 u1,n4|x1=0
and from (70) Pn4

2 u1,n4|x1=0
depends on µ1, T µ0 and T 2µ0, all evaluated in (t,x).

As a consequence the right hand side of (48) has been expressed in terms of µ1, T µ0 and T 2µ0,
all evaluated in (t,x), more precisely (48) reads :

(T µ0)(t, x2)− (Tµ0)(t, x2) =
i

κ

(
− g̃δ1,M + S n4eµ1(t,x)

)
,

where T is up to multiplications by some (possibly complicated functions) the sum of T µ0 and
T 2µ0 followed by the evalutation in (t,x). This reformulation is the keystone of our construction
because its permits to factorize the transport phenomenon along the boundary in the left hand side
to rewrite (48) under the form :

[(I − T)T µ0] (t, x2) = δ1,M g̃ + µ1(t,x),

where we set µ̃1 := i
κS n4eµ1 and then drop the tilde and where we did the same operation (up to

the sign) for g̃7.

In the following paragraph, we explain how this particular structure for equation (48) permits
us to determine the unknown µ0.

5.1.4 Resolution of equation (48), preliminary study.

The resolution of equation (48) is based upon the study of the influence of the change of variables
(t,x) on the profile spaces. But these spaces are not defined in the same way depending on the value
of the dilatation parameter β. That is why the resolution of equation (48) needs to be discussed in
two distinct frameworks.

7Let us stress that the operator T of this paper has nothing in common with the operator T of [Ben]. Indeed, the
operator T of [Ben] is of order zero and necessitates to be well-defined the uniform Kreiss-Lopatinskii condition.
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The case β ≤ 1, the information gets closer of the corner or admits a periodic pattern.
Before to solve equation (48) we give a useful property of the spaces of profiles PM−n

b,≤ :

Proposition 5.2 If µ ∈PM−n
b,≤ then µ(t,x) ∈PM−n+1

b,≤ .

Proof : We assume that M − n + 1 > 0 and M − n > 0, the other cases are similar and will not
be demonstrated here.

In a first time we show that µ(t,x) is zero for t ∈
]
−∞, TM−n+1

[
. If t < TM−nthen so do

t < TM−n and it is automatic. So let us assume that TM−n < t < TM−n+1 and t < TM−n+1.
By definition of PM−n

b , µ(t, x) is zero if x < βM−ny
0
. Thus we restrict our attention to the case

x ≥ βM−ny
0
. We thus obtain that :

t < TM−n+1 − αβM−ny0
= TM−n,

from which it follows that µ(t, ·) is zero.
Now, let k be such that M −n+ 1 ≤ k ≤M and fix t in

[
T k,min(T k+1, T )

[
, we will distinguish

three cases depending on the value of t :
i) If t < T k−1 then it follows that :

T k < t < αβ−1x+ T k−1, (89)

from which we deduce that x > βky
0
. Consequently it is, in fact, not useful to study this case to

show that µ(t,x) is zero for x < βky
0
.

ii) If T k−1 < t < T k then by definition of PM−n
b,≤ , µ(t, x) is zero for x < βk−1y

0
and as a

consequence µ(t,x) is zero for x < βky
0
.

iii) If T k < t then we can repeat the argument applied in equation (89) to show that, this time,
necessarily we have y

0
βk+1 > x for which we deduce that µ(t,x) is zero.

�

We also give a useful proposition concerning the influence of the change of variables (t,x) on
the source term g. This proposition shows that even if g is not in some Pk

b the change of variable
(t,x) has good properties on the support of g. More precisely :

Proposition 5.3 Let g be a smooth function which is zero for negative times and satisfying

∀t > 0, g(t, x) = 0 if x < y
0
.

Then for all l ∈ N∗, g(tl,xl) ∈P l
b,≤.

Proof : The proof picks up some ideas from the proof of Proposition 5.2. However, we give it for
the sake of completness.

First let us show that g(tl,xl) ∈P l
b,≤ is zero for t < T l. If tl < 0, it is trivial so let us assume

that tl ≥ 0 and that xl ≥ y
0
, then for t < T l we have the following bound :

tl < αy
0

 l−1∑
j=0

βj − βl
l∑

j=1

β−j

 < 0,

which is a contradiction.
Now let fix k such that l ≤ k ≤M and a time t ∈

[
T k,min(T, T k+1)

[
. Once again let us assume

that tl > 0, so g(tl,xl) is zero if xl < y
0
, from the support property of g. In other words g(tl,xl) is

zero for x < βly0. But using the fact that β ≤ 1 and that l ≤ k it follows that in particular g(tl,xl)
is zero for x < βky0
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Now it is time to study equation (48). At the end of the previous paragraph we explained why
(48) could be rewritten under the form :

[(I − T)(T µ0)] (t, x2) = g̃δM,1 + µ1(t,x), (90)

where the operator T reads8 :

(Tu)(t, x2) := c1u(t(t, x2),x(x2)) + c2(t, x2)(T u)(t(t, x2),x(x2)).

The idea of the resolution is to remark that the operator T is expressed in the variables (t,x) and
thus the composition by T ”costs” in terms of time of travel the time needed to make one complete
circuit around the loop. Thus as we arrange the things in such a way that we can only make M
turns around the loop, one can always invert I−T by taking the Neumann serie expansion. Indeed,
the terms associated with Tj with j big ”cost too much time” to appear and consequently are zero.
Then we show that we can repeat exactly the same reasoning to show that we can express µ0 in
terms of µ2 (the scalar component of the unknown trace u2,n1) and so on to express µ0 in terms of
some µk (the scalar component of the unknown trace uk,n1) for k as big as we want and in terms of
the source term g. However, the trace µ0 in fact does not depend on µk for k big, because this should
say that we have made k complete circuits around the loop. We thus determine µ0 in terms of g only.

Formally, we can always invert the operator (I − T) appearing in equation (90) by taking the
Neumann serie expansion. This gives the formal value of T µ0 :

(T µ0)(t, x) = δM,1

∑
j≥0

Tj g̃(t, x) +
∑
j≥0

Tjµ1(t,x). (91)

Let us remark that the second sum in the right hand side of (91) reads :∑
j≥1

(Fj(µ1))(tj ,xj), (92)

where the operators Fj(µ1) are some explicitly computable operators and where tj and xj denote
that we made the change of variables (t, x)→ (t(t, x), t(x)) j times that is :

tj = tj(t, x) := t− α
j∑
l=0

β−jx and xj = xj(x) := β−jx.

Now remember that by definition of the profiles spaces see Definition 5.2 we are looking for
µ1 to be in PM−1

b,≤ , so using the fact that the operators Fj are sums of derivatives (up to some

multiplication by known functions), it follows that the Fj(µ1) are in PM−1
b,≤ . Proposition 5.2 shows

that Fj(µ1)(tj ,xj) is in µ1 ∈PM−1+j
b,≤ . In the same way Proposition 5.3 applied to the first sum in

the right hand side of (91) shows that this sum contains at most M terms.
As a consequence, equation (91) in fact reads :

(T µ0)(t, x) = δM,1

1∑
j=0

Tj g̃(tj ,xj) + µ1(t,x), (93)

8Notice that the precise values of the constant c1 and of the function c2 can be exactly expressed from equations
(70) and explicit computations in the resolution of the transport equations mentioned in paragraph 5.1.3. However,
it is useless for our purpose.

35



which gives a rigorous, because the Neumann expansion for (I − T) is finite, value of (T µ0) in
terms of the (still) unknown function µ1 ∈PM−1

b,≤ . In terms of wave packets propagation (93) tells
us that µ0, compared to the others terms in the WKB expansion, only depends on µ1 which has
made a complete circuit around the loop. This fact agrees whith the intuition given in paragraph
3.1 that the amplitude u0,n1 does not depend on the amplitudes un,n1 for n large enough because
these amplitudes do not have achieved enough complete circuits around the loop. Let us also stress
that the term depending on g̃ in the right hand side of (93) starts to be evaluated in (t, x) while
the term depending on µ1 is evaluated in (t,x). This will be a crucial point in the following.

If we assume that µ1 is a known function in PM−1
b,≤ , then is it easy to compute µ0 : indeed by

definition of the transport operator T , µ0 satisfies the transport equation :
∂tµ0 − τ

ξ2
∂2µ0 = δM,1

∑1
j=0 Tj g̃(tj ,xj) + µ1(t,x),

µ0|x2=0
= 0,

µ0|t≤0
= 0,

(94)

which can be integrated along the characteristics to obtain the value of µ0. Let us denote by K
the application that to a given source term in the interior for the transport equation (94) associates
the solution of the transport equation (94). We can thus write :

µ0 = K

δM,1

M∑
j=0

Tj g̃(tj ,xj) + µ1(t,x)

 . (95)

Let us remark that as we assumed that − τ

ξ2
> 0 (see Assumption 4.3), the transport operator

T ”pushes” the information away from the corner. As a consequence, integrating (94) along the
characteristics show that applying the operator K does not destroy the property to be zero on the
strip {t ∈ R, 0 < x < Y }, for Y > 0. This remark shows the following proposition :

Proposition 5.4 Let K be defined previously. If µ ∈Pk
b,≤, for some k ∈ N, then K µ ∈Pk

b,≤.

We thus have

µ0 = K

δM,1

1∑
j=0

Tj g̃(tj ,xj) + µ1(t,x)

 , (96)

so to know µ0 we have to determine the value of the right hand side of (91) in terms of the amplitude
of the source term of the corner problem (14) g and not in terms of the unknown amplitude µ1

evaluated in (t,x).
Let us also remark that equation (96) meets with the intuition, described in paragraph 3.1, that

u0,n1 is ”turned on” by the amplitude u1,n1 which has made one complete circuit around the loop.
Moreover, formally, if µ1 is in PM−1

b,≤ then Proposition 5.2 implies that µ1(t,x) is in PM
b,≤ and

using the fact that spaces Pk
b,≤ are invariant sets for the operator K (see Proposition 5.4 for more

details) then equation (96) should give, as expected, a trace µ0 in PM
b,≤.

In the following paragraph, we show that the unknown trace µ1 can be expressed in terms of
the unknown scalar part of the trace µ2 and µ0. But before that let us give some elements about
the resolution of equation (48) in the case β > 1.
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The case β > 1, the information does not approach the corner. As for the case β ≤ 1 we
start by a study of the influence of the change of variables (t,x) on the set of profiles PM−n

b,> .

Proposition 5.5 If µ ∈ PM−n
b,> , then µ(t,x) ∈ PM−n+1

b,> . In particular, µ(tj ,xj) is zero for l
larger than n+ 1.

The proof of this proposition is based on the same ideas than the proof of Proposition 5.2.
However as this proof is simpler than the proof of Proposition 5.2, we will not write this proof here.

Let us also note that thanks to the conditions imposed on the source term g, Proposition 5.3 is
trivial in the framework β > 1.

With Proposition 5.5 in hand it is then easy to show that the Neumann serie expansion associated
with equation (90) contains a finite number of nonzero terms. One can thus reiterate the arguments
described in the framework β ≤ 1, to show that (96) holds even for β > 1.

5.1.5 The equation on µn, n > 0.

In this paragraph we give an equation determining the unknown scalar part of the trace un,n1|x1=0

for all n ∈ N∗. As the reader may notice, this equation will look like equation (48) determining µ0,
up to some extra terms due to the fact that the amplitudes un,n1 are not polarized for n ∈ N∗.

As for the unknown µ0, to obtain this new equation we study the boundary condition (22)
written for j = n1 :

B1

 ∑
j∈Φ(n1)

un,j


|x1=0

= δn,M+1g.

And we write this equation under the form :

B1

 ∑
j∈Φ(n1)\{n4}

P j1un,j


|x1=0

+B1

 ∑
j∈Φ(n1)\{n4}

(I − P j1 )un,j


|x1=0

= δn,M+1g−B1un,n4|x1=0
. (97)

According to Proposition 4.1, the first term in the left hand side of (97) is in B1E
s
1(iτ , ξ2). So

taking the inner product of (97) by the vector b defined in Definition 2.7 gives :

b ·B1

 ∑
j∈Φ(n1)\{n4}

(I − P j1 )un,j


|x1=0

= δn,M+1b · g − b ·B1un,n4|x1=0
, (98)

where we used the cascade of equations (19). But now, let us recall that from the cascade of
equations (19) we know that :

(I − P j1 )un,j = iRj1L(∂)un−1,j = iRj1L(∂)
(
P j1un−1,j + (I − P j1 )un−1,j

)
,

and using this relation in equation (98) lead us to the following relation :

ib ·B1

 ∑
j∈Φ(n1)\{n4}

Rj1L(∂)P j1un−1,j


|x1=0

= b · δn,M+1g − b ·B1un,n4|x1=0

− ib ·B1

 ∑
j∈Φ(n1)\{n4}

Rj1L(∂)(I − P j1 )un−1,j


|x1=0

.(99)
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We thus apply Proposition 5.1 to obtain that :

T µn−1 = δn,M+1b · g − b ·B1un,n4|x1=0
− ib ·B1

 ∑
j∈Φ(n1)\{n4}

Rj1L(∂)(I − P j1 )un−1,j


|x1=0

, (100)

which tells us that the scalar unknown part of the amplitude un−1,n1 , namely µn−1, satisfies the
same transport equation as µ0 up to the extra ”source term” g, in the particular setting n = M +1,

and up to the extra term −ib ·B1

[∑
j∈Φ(n1)\{n4}R

j
1L(∂)(I − P j1 )un−1,j

]
|x1=0

. We can reiterate the

computations made in paragraphs 5.1.1 and 5.1.3 to make the terms b ·B1un,n4|x1=0
explicit in terms

of µn−1 and µn. We thus obtain :

[(I − T)T µn−1] (t, x2) = δn,M+1b · g(t, x2) + µn(t,x) (101)

− ib ·B1

 ∑
j∈Φ(n1)\{n4}

Rj1L(∂)(I − P j1 )un−1,j


|x1=0

(t, x2).

Then we reiterate the computations of paragraph 5.1.1 to treat the last term in the right hand
side of (101). First of all let us remark that the terms (I − P j1 )un−1,j for j 6= n1, n4 are given by
equation (71) for n = 2 but which is totally similar for n > 2. So after having applied the operator
Rj1L(∂) and taking the trace on {x1 = 0} one can show that the sum on j ∈ Φ∗(n1) \ n4 appearing
in the right hand side of (101) depends on µn−2(t,x) (and possibly of the source term g). That is
why we write :  ∑

j∈Φ∗(n1)\{n4}

Rj1L(∂)(I − P j1 )un−1,j


|x1=0

= (Λ1µn−2)(t,x),

where Λ1 is some explicitly computable operator which is a sum of derivatives up to some multipli-
cations. However its exact expression is not interesting for our purpose.

The same argument for (I − Pn1
1 )un−1,n1 (which is given by (52) in the case n = 2, but which

is totally analogous when n > 2) then shows that we can write :

[Rn1
1 L(∂)(I − Pn1

1 )un−1,n1 ]|x1=0 = (Λ0µn−2)(t, x),

where Λ0 is an operator like Λ1.

We can thus write (101) under its final form that is :

[(I − T)T µn−1] (t, x2) = δn,M+1g̃(t, x2) + µn(t,x) + (Λµn−2)(t, x2), (102)

where we set Λu := (Λ0u)(t, x) + (Λ1u)(t,x). The only point to keep in mind about Λ is that it is a
sum (up to some multiplications) of derivatives. As a consequence, the spaces Pk

b,≤ and Pk
b,> are

invariant sets for the operator Λ.

5.1.6 End of the resolution of equation (48).

In this paragraph we describe the end of the resolution of equation (48) in the case β ≤ 1. Indeed
as we will see this resolution does not take into account the precise value of β but only need Propo-
sition 5.2. But Proposition 5.2 has its analogous in the case β > 1 (that is to say Proposition 5.5).
That is why we feel free to denote the profile space PM−n

b in place of PM−n
b,≤ , in view to shorten
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the notations.

Let us recall that at the end of paragraph 5.1.4 we write equation (48) under the form :

µ0 = K (µ1(t,x)) ,

from which we deduced that if µ1 ∈PM−1
b then µ0 ∈PM

b . Because of the definition of the profile

spaces (see Definition 5.2) we assume that the for all 1 ≤ n ≤M + 1, µn ∈PM−n
b . Our aim is then

to show that equation (96) defines a unique µ0 ∈PM
b and to express this solution µ0 as a function

of the source term.

Using the analysis described in the previous paragraph we are now able to give more informations
about the unknown µ1. Indeed, (102) written for n = 2 reads :

[(I − T)T µ1] (t, x2) = δM,2g̃(t, x2) + µ2(t,x) + (Λµ0)(t, x2). (103)

Using the fact that µ0 is in PM
b and the fact that Λ keeps PM

b we obtain that the term (Λµ0)(t, x)
appearing in (103) is in PM

b . As in paragraph 5.1.4, we write the Neumann serie expansion
associated to (103). Proposition 5.2 shows that this expansion contains only two terms, and reads :

(T µ1)(t, x2) := δM,1 (g̃(t, x2) + Tg̃(t,x)) +
(
µ2(t,x) + Tµ2(t2,x2)

)
+ Λµ0(t, x2). (104)

Up to the source term in the interior, µ0 and µ1 solve the same transport equation and we can
write :

µ1(t, x) = K
(
δM,1 (g̃(t, x2) + Tg̃(t,x)) +

(
µ2(t,x) + Tµ2(t2,x2)

)
+ Λµ0(t, x2)

)
. (105)

where we recall that K is the operator that to a source term f associates the solution of the
transport equation T u = f . Then when we evaluate (105) in (t,x) we obtain, using Propositions
5.2 and 5.3, that :

µ1(t,x) = K
(
δM,1g̃(t,x) + µ2(t2,x2)

)
. (106)

Let us stress that (106) written in this form is not true. Indeed in this formulation, we used
the fact that K and the evaluation (t,x) commute which is is clearly false. However we are in
this purpose only interested in the profile spaces in which the terms in the right hand side of (106)
lies and we are not really interested in their precise values. As from Proposition 5.4, K keeps the
spaces PM−n

b invariant, our abuse of notations is not so important and we will keep on doing it
until the end of the proof in view to simplify as much as possible the formulas. But the reader has
to keep in mind that if he really wants to compute the WKB expansion it is necessary to apply K
and then make the evaluation (t,x).

From (96) and (106) we deduce that

µ0(t, x) = K µ1(t,x) = K 2
(
δM,1g̃(t,x) + µ2(t2,x2)

)
, (107)

equation which tells us that µ0 can be expressed in terms of µ2 evaluated in a time corresponding
to two complete circuits around the loop.

More generally, we can apply the same arguments as those used for n = 1 in (102) to obtain the
formal formula : for all n > 0 :

µn(t, x2) = K

δn,M M∑
k=0

Tkg̃(tk,xk) +

min(n+1,M)∑
k=1

Tk−1µn+1(tk,xk) +

min(n−1,M)∑
k=0

TkΛµn−1(tk,xk)

 .

(108)
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If for all 0 < n ≤ M + 1, µn ∈ PM−n
b , these formulas make sense for 0 < n ≤ M (because once

again, in this framework, we can ensure that the Neumann serie expansion contains a finite number
of terms). We deduce from (108) that for all l ≤M :

µn(tl,xl) = K

δn,M M∑
k=l

Tkg̃(tk,xk) +

min(n+1,M)∑
k=l+1

Tk−1µn+1(tk,xk) +

min(n−1,M)∑
k=l

TkΛµn−1(tk,xk)

 ,

(109)
from which it follows that for all n < M , each µn(tn,xn) is equal to µn+1(tn+1,xn+1), and that for
n = M , µn(tn,xn) is equal to g(tM ,xM ). A simple recurrence in (107) then shows that :

µ0(t, x2) = K M g̃(tM ,xM ), (110)

equation determining in a unique way µ0 ∈ PM
b in terms of the known source term g. This con-

cludes the resolution of equation (48).

Let us notice that (110) meets with the intuition described in 3.1 that µ0 depends of the infor-
mation that was present at time zero which has made M complete circuits around the loop.

5.2 Determination of the others amplitudes in the WKB expansion.

Once the amplitudes of the loop indices are constructed it is easy to construct the amplitudes for the
other indices in the WKB expansion. The construction and, in particular, the order of resolution
is exactly the same as the order used in [Ben] so we will not give all the details here. We refer to
[Ben] for a complete proof.

5.2.1 Determination of the oscillating amplitudes.

Let us recall that thanks to Proposition 4.3 we know that the set of indices Ios \ {nj} can be
expressed as a partition (see (12) for more details). We will here describe the determination of an
arbitrary oscillating amplitude associated to an index i in one of the trees A`1 . The determination
of the amplitudes in the other sets composing (12) is similar and will not be discussed here.

Let us denote by `i := (`1, `2, ..., `p) the type V sequence linking n1 to i (see Definition 4.3).
Then before to determine the amplitude associated to i we will determine all the amplitudes in
the sequence `. First thanks to Proposition 4.4, `1 ∈ Ioi and we know from Lax Lemma that the
amplitude u0,`1 satisfies the transport equation :

(∂t + v`1 · ∇x)P `12 u0,`1 = 0,

P `12 u0,`1|x2=0
= P `12 B2u0,n1|x2=0

,

u0,`1|t≤0
= 0,

with a known source term on the boundary since u0,n1 and consequently u0,n1|x2=0
as already been

determinated. So we can integrate this transport equation along the characteristics to determine
u0,`1 . Notice that the amplification of order M + 1 then spreads after a time strictly more than TM
to u0,`1 .

Then we construct u0,`2 . Applying Proposition 4.4, `2 ∈ Iio and in view to determine u0,`2 we
have to solve the transport equation :

(∂t + v`2 · ∇x)P `21 u0,`2 = 0,

P `21 u0,`2|x1=0
= P `21 B1u0,`1|x1=0

,

u0,`2|t≤0
= 0,
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which is easy because the source term has already been constructed.

Then we can repeat this process until we reach i. Notice that in the particular case i ∈ Iii we
need to solve the transport equation :

(∂t + vi · ∇x)P
i
1u0,i = 0,

P
i
1u0,i|x1=0

= −Si1B1u0,`p|x1=0
,

P
i
1u0,i|x2=0

= 0,

u0,i|t≤0
= 0,

,

 resp


(∂t + vi · ∇x)P

i
2u0,i = 0,

P
i
2u0,i|x1=0

= 0,

P
i
2u0,i|x2=0

= −Si2B2u0,`p|x2=0
,

u0,i|t≤0
= 0,


if p is odd (resp. even) and we use the fact that the trace of u0,`p on {x1 = 0} (resp. {x2 = 0}) is
zero near the corner (see [Ben] for more details) to ensure that u0,i is regular enough.

5.2.2 Determination of the evanescent amplitudes.

In this paragraph we conclude the construction of the leading order of the geometric optics expansion
by giving elements of proof to construct an arbitrary evanescent amplitude lying in one of the trees
A`1 . Without loss of generality let us assume that this amplitude is associated to an index i ∈ R1.
Proposition 4.4 then implies that the type V sequence `i := (`1, `2, ..., `p) linking n1 to i has an
odd number of terms. Moreover, we can assume that the amplitude associated to the index `j has
already been constructed. We then recall the following lemma due to [Les07] which states that the
evanescent equations in the cascade (19) can be solved in the profile space Pev,1 :

Lemma 5.3 For j = 1, 2, and k ∈ Ri, let

Pkev,jU(Xj) := eXjAj(τ ,ξ
k
3−j)P

k
s,jU(0), (111)

Qk
ev,jF (Xj) :=

∫ Xj

0
e(Xj−s)Aj(τ ,ξk3−j)P

k
s,jA

−1
j F (s)ds (112)

−
∫ +∞

Xj

e(Xj−s)Aj(τ ,ξk3−j)P
k
u,jA

−1
i F (s)ds.

Then, for all F ∈ Pev,j the equation :

Lk(∂Xj )U = F,

admits a solution in Pev,i. Moreover, this solution reads :

U = Pkev,iU + Qk
ev,iF.

This lemma tells us that to construct any evanescent amplitude f or the side ∂Ω1 it is in fact
sufficient to know the value of the trace the solution on {X1 = 0}. As already mentioned in [Les07],
to determine this trace we study the boundary condition (22) written for k = i and n = 0 from
which we deduce the value of the ”double” trace on {X1 = x1 = 0}. Indeed, from the uniform
Kreiss-Lopatinskii condition we obtain :

U0,i,k|X1=x1=0
= −Siev,1B1u0,`p|x1=0

,

where we recall that the right hand side is supposed to be known.
Then we are free to straighten the ”double” trace into a single one by setting (for example) :

U0,i,k|X1=0
= −χ(x1)S

i
ev,1B1u0,`p|x1=0

,
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where χ is some function in D(]−1,+∞[) satisfying χ(0) = 1.

It is interesting to remark that the evanescent amplitudes suffer the same amplification as the
oscillating ones and this even if the degeneracy of the uniform Kreiss-Lopatinskii condition is in the
hyperbolic region. Such a behaviour was not observable for the hyperbolic boundary value problem
in the half space. As for the oscillating amplitudes, one can show that evanescent amplitudes of
order zero are zero for t less than TM .

5.3 Construction of the higher order terms and summary.

As for the construction of the leading order of the WKB expansion, we have to distinguish the case
β ≤ 1 and the case β > 1. But as, once again, we only need 5.2 (resp. 5.5) to conclude if β ≤ 1
(resp. β > 1) we will only describe the construction of higher order terms for β ≤ 1. We will thus
continue to note PM−n

b for PM−n
b,≤ .

5.3.1 The term of order one.

Once the amplitudes of order zero, and more precisely the keystone µ0, are determinated we can
repeat our method of construction to determine the amplitudes of order one. As for the leading
order, we start by the determination of the indices of the loop, that is the nj for j = 1, ..., 4. Let
us remark that from equations (52)-(68)-(69) and (70), we know the unpolarized parts of the u1,nj ,
j = 1, ..., 4 in terms of µ0 (which at this step of the proof is a known function). Similarly we also
know the values of the polarized parts in terms of µ1.

So we just have to determine the unknown trace µ1 to construct the amplitudes of order one for
the loop elements. Then noticing that we know the unpolarized part of the indices outside of the
loop (because they only depend of the associated amplitude of order zero) and reiterating the same
computations as in paragraph 5.2 permits to determine their polarized part in terms of µ1. As a
consequence we just have to determine µ1 to construct all the amplitudes of order one.

To do this, let us recall that, from paragraph 5.1.4, µ1 satisfies equation (105), that is :

(T µ1)(t, x2) := δM,2

(
g̃(t, x2) + Tg̃(t,x) + T2g̃(t2,x2)

)
+
(
µ2(t,x) + Tµ2(t2,x2)

)
+ Λµ0(t, x2).

(113)
where µ2, appearing in the right hand side, is assumed to be PM−2

b and where we used the same
notations of paragraph 5.1.4. From (113), after integration along the characteristics, we deduce
that :

µ1(t, x) = K

(
δM,1

1∑
k=0

Tkg̃(tk,xk) + Λµ0(t, x)

)
+ δM≥2K

min(M,2)∑
k=1

Tk−1µ2(tk,xk)

 . (114)

In this equation the first term in the right hand side is a known function which only depends on
g̃. So to express µ1 in terms of g̃ we just have to express µ2(t,x) (and possibly µ2(t2,x2)) in terms
of g̃. Reiterating the same arguments, we use equation (102) written for n = 3 to obtain :

µ2(t, x) = K

δM,2

2∑
k=0

Tkg̃(tk,xk) +

min(M,3)∑
k=1

Tk−1µ3(tk,xk)

+K (Λµ1(t, x)+TΛµ1(t,x)), (115)

and we see to appear a new difficulty in (115) compared to (96). Indeed in (115) there are two
terms which depends on µ1 each of them lying in PM

b and in PM−1
b so a priori they are not
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zero. However in (114) we are not interested in µ2 but we are interested in µ2(t,x) and possibly in
µ2(t2,x2). A simple change of variables in (115) shows that these quantities are given by :

µ2(t,x) = K

δM,2

2∑
k=1

Tk−1g̃(tk,xk) +

min(M,3)∑
k=2

Tk−2µ3(tk,xk)

+ K Λµ1(t,x), (116)

µ2(t2,x2) = K
(
δM,2g̃(t2,x2) + δM≥3µ3(t3,x3)

)
,

where for I ⊂ R, δI is the characteristic function of I. Now let us make the change of variables
(t,x) in (114), it follows that :

µ1(t,x) = δM,1K (g̃(t,x)) + δM≥2K µ2(t2,x2).

that is to say :

K Λµ1(t,x) =

{
K ΛK g̃(t,x), if M = 1,
K ΛK 2

(
δM,2g̃(t2,x2) + δM≥3µ3(t3,x3)

)
, if M > 1 ,

(117)

and we are free to reinject (117) in (116) and then to reinject (116) in (114) to obtain that :

µ1(t, x) =



K (g̃(t, x) + Tg̃(t,x) + Λµ0(t, x)) + K 2ΛK g̃(t,x), if M = 1,
K Λµ0(t, x)

+K 2
(
δM,2

∑2
k=1 Tk−1g̃(tk,xk) +

∑min(M,3)
k=2 Tk−2µ3(tk,xk)

)
+K 2ΛK 2

(
δM,2g̃(t2,x2) + δM≥3µ3(t3,x3)

)
+K TK

(
δM,2g̃(t2,x2) + δM≥3µ3(t3,x3)

)
,

if M > 1 . (118)

Equation (118) ends the discussion in the particular case M = 1. To treat the case M > 1, let us
remark that in (118) the unknown part of the right hand side of equation depends on µ3(t2,x2) and
possibly on µ3(t3,x3). So we are exactly in the same situation as in equation (114) with µ3(t2,x2),
µ3(t3,x3) in place of µ2(t,x), µ2(t2,x2) and we can thus repeat the same computations to express
µ1 in terms of µ4(t3,x3) and µ4(t4,x4) and so on.

A tedious (but not difficult) reiterative process shows that for all M > 1, µ1 is given by :

µ1(t, x2) = K Λµ0(t, x2) + K M
(
g̃(tM−1,xM−1) + Tg̃(tM ,xM )

)
+

M−1∑
k=0

K M+1−kΛK k+1g̃(tM ,xM ) +
M−1∑
k=1

K kTK M−kg̃(tM ,xM ), (119)

equation which determines in a unique way µ1 in terms of g̃ and the known operators Λ, T. This
completes the construction of µ1 and more generally of the amplitudes of order one in the WKB
expansion.

Moreover, all the terms composing (119) are in PM
b , except g̃(tM−1,xM−1) which is in PM−1

b .

Thus µ1 defined by (119) is an element of PM−1
b , so it is in the good profile space. To conclude this

discussion let us remark that before the time TM , µ1 (and consequently the u1,nj ) only depends on
the information that was initially present and which has made M − 1 complete circuits around the
loop.

Once the amplitudes for indices associated to the loop are known, the construction of the
amplitudes which do not lie on the loop follows the same kind of arguments as those given in
paragraph 5.2. A precise construction will not be given here and we refer to [Ben] for more details.
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5.3.2 Summary : the construction of higher order terms.

In this paragraph we sketch some elements about the construction of the amplitudes of higher order
in view to give a summary of the previous construction. Let us assume that the amplitudes of or-
der less that n−1 have already been determinated, our aim is to construct the amplitude of order n.

i) First of all, from the cascade of equations (19), we know that the unpolarized part of the
oscillating amplitudes of order n is known. So we only have to determine the polarized part of the
oscillating amplitudes. Moreover, from Lemma 5.3 and the definition of the operator Qev1 (resp.
Qev2), see (112), concerning the evanescent amplitudes, we will only have to determine Pev1 (resp.
Pev2).

ii) To determine the polarized part of the oscillating amplitudes of order n, we start, as it has
been done in paragraphs 5.1 and 5.3.1 by the determination of the loop’s indices. We thus reiterate
the computations of paragraph 5.1 to show that to construct these polarized parts it is necessary
and sufficient to construct the scalar component of the trace on ∂Ω1 of the amplitude un,n1 , that is
to say, µn.

iii) The analysis of paragraphs 5.1.5 and 5.1.6 tells us that this trace has to satisfy equation
(108). In other words, µn depends on the unknown µn+1 and the known functions µn−1 (and
possibly of g̃). More precisely µn depends on the µn+1(tk,xk), for k = 1, ...,min(n + 1,M). Then
applying again equation (108) but for µn+1 we obtain that µn+1 depends on µn and µn+2. With
more details, the µn+1(tk,xk), for k = 1, ...,min(n+ 1,M) admits the following dependencies :

µn(tk,xk) µn+2(tk,xk)
µn+1(t,x) k = 1, ...,min k = 2, ...,min
µn+1(t2,x2) k = 2, ...,min k = 3, ...,min
...

...
...

µn+1(tmin,xmin) k ∈ ∅ k ∈ ∅ or k = M

(120)

where we denoted min := min(n,M), min := min(n+1,M) and min = min(n+2,M). Let us study
the dependency on µn. The worst term is µn(t,x), indeed the other terms will be eliminate before
µn(t,x) (by the same arguments) and are harmless. Using equation (109), we obtain that µn(t,x)
in fact depends on µn+1(tk,xk), for k = 2, ...,min. But the tabular (120) tells us that these traces
depend, in fact, on µn(tk,xk) for k = 2, ...,min. As a consequence, µn+1(t,x) can be expressed in
terms of the µn(tk,xk) for k = 2, ...,min. Repeating the same argument we obtain that µn+1(t,x)
can be expressed in terms of the µn(tk,xk) for k = 3, ...,min. Then if we repeat min times this
argument, we obtain that the µn+1(tk,xk) for k = 1, ...,min (and consequently µn) can be expressed
in terms of µn+2(tk,xk) for k > 2 only.

We thus repeat exactly the same reasoning for µn+2(tk,xk) to show that it can be expressed in
terms of the µn+3(tk,xk) for k > 3 and so on to determine µn in terms of g̃ and µn−1 (up to some
compositions by the operators T and Λ) only, as it has already been made in paragraphs 5.1.6 and
5.3.1. This concludes the construction of the trace µn and as a consequence, the construction of the
amplitudes linked to the loop’s indices of order n.

iv) The construction of the other polarized part of the oscillating (or equivalently of the Pev1U
(resp. Pev2U) for the evanescent amplitudes for the side ∂Ω1 (resp. ∂Ω2)) is then easy. Indeed these
amplitudes are linked to frequencies for which the uniform Kreiss-Lopatinskii condition holds and we
can use the ”tree” structure of the frequency set to conclude (see [Ben] for a precise construction).
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6 Proof of the main result.

With Theorem 5.1 in hand, it is now easy to show Theorem 3.1. We argue by contradiction. We
thus assume that the corner problem (1) is weakly (or strongly) well-posed in the sense that there
exists a positive integer K, such that the corner problem (1) admits a solution satisfying the energy
estimate :

‖u‖2L2(ΩT )+‖u|x1=0‖2L2(∂Ω1,T )+‖u|x2=0‖2L2(∂Ω2,T ) ≤ CT
(
‖f‖2L2(ΩT ) + ‖g1‖2HK(∂Ω1,T ) + ‖g2‖2L2(∂Ω2,T )

)
,

(121)
for T > 0 if β ≥ 1 and 0 < T < Tmax if β < 1. According to Theorem 5.1, for any M ∈ N one can
always construct a truncated geometric optics expansions for the corner problem (14). It is given
by :

uεapp :=

1∑
n=0

∑
k∈Ios

εne
i
ε
ϕk(t,x)un,k(t, x) (122)

+

1∑
n=0

∑
k∈R1

εne
i
ε
ψk,1(t,x2)Un,k,1

(
t, x,

x1

ε

)
+

1∑
n=0

∑
k∈R2

εne
i
ε
ψk,2(t,x1)Un,k,2

(
t, x,

x2

ε

)
.

Moreover one can always choose g in such a way that the leading order of uεapp is not identically
zero.

Let uε be a solution of (14). The error uε − uεapp satisfies the corner problem :
L(∂)(uε − uεapp) = f ε, in ΩT ,

B1(uε − uεapp)|x1=0 = 0 , on ∂Ω1,T ,

B2(uε − uεapp)|x2=0 = 0 , on ∂Ω2,T

(uε − uεapp)|t≤0 = 0, on Ω,

where :

f ε := ε

 ∑
k∈Ios

ei
ϕk
ε L(∂)u1,k +

∑
k∈R1

ei
ψk,1
ε (L(∂)U1,k,1)|X1=

x1
ε

+
∑
k∈R2

ei
ψk,2
ε (L(∂)U1,k,2)|X2=

x2
ε

 .
It follows from the energy estimate (121) that :

‖uε − uεapp‖L2(ΩT ) ≤ ‖f ε‖L2(ΩT ). (123)

It is then easy to see from its expression that f ε is O(ε) in L2(ΩT ). Using the fact that uε is a
solution of (14) we obtain that :

‖uε‖L2(ΩT ) ≤ ‖gε‖HK(ΩT ), (124)

from which we deduce that uε is O(εM−K) in L2(ΩT ). Let us choose M > K, by the triangle in-
equality and inequalities (123) and (124), it follows that uεapp is at least O(ε) which is a contradiction
with the fact that u0,n1 is nonzero.

7 Examples, conclusion and conjectures.

7.1 Examples.

We consider the following corner problem :
∂tu+A1∂1u+A2∂2u = 0, for x1, x2 > 0
B1u|x1=0 = gε, for x2 > 0,

B2u|x2=0 = 0, for x1 > 0,

u|t≤0 = 0,

(125)
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with

A1 :=

 0
√

5 0√
5 −4 0

0 0 −5
7

 , and A2 :=

−1 0 0
0 1 0
0 0 1

 .
One can see that this example is just a modification of the example in [Ben15] to make sure

that the transport velocity along the boundary has the good sign.
The section of the characteristic variety V with {τ = 1} is given by :

V{τ=1} =

{
(ξ1, ξ2) ∈ R2 \

(
1− 5

7
ξ1 + ξ2

)
(1− 4ξ1 + 4ξ1ξ2 − 5ξ2

1 − ξ2
2) = 0

}
,

and is depicted in Figure 3 as well as a part of the phase generation process associated to the source
term :

gε(t, x2) := e
i
ε
(t−8x2)g(t, x2),

In particular, let us remark that we have a loop with phases ϕ1, ...ϕ4 defined by :

ϕ1(t, x) := t− 21

5
x1 − 8x2, v1 :=

[
3
2
5

]
,

ϕ2(t, x) := t− 21

5
x1 − 4x2, v2 :=

[
−5

7
1

]
,

ϕ3(t, x) := t− 3x1 − 4x2, v3 :=

[
5
−2

]
,

ϕ4(t, x) := t− 3x1 − 8x2, v4 :=

[
5
−2

]
,

where the vj denote the group velocities. Thus one can see that the group velocities v1, v3 are
incoming-outgoing while the group velocities v2, v4 are outgoing-incoming. One can also show that
the stable subspace Es1(i,−8) := vect (e) where the generator vector e is given by :

e :=

 7
3√
5

0

 .
Then if one chooses for boundary condition on the side ∂Ω1 : for fixed δ ∈ R

B1 :=
[
−
√

5 7
3 δ

]
,

he can also easily see that B1e1 = 0, and thus the uniform Kreiss-Lopatinskii condition is not
satisfied for the side ∂Ω1. Some extra computations allow to show that such a B1 gives a problem
in the WR class for the side ∂Ω1. Then one chooses B2 in such a way that the associated bound-
ary condition is, let us say, strictly dissipative. The velocity of the transport along the side ∂Ω1

is then given by 1
8 and we can apply Theorem 3.1 to show that the corner problem (125) is ill-posed.

Let us remark that apply Theorem 3.1 to the corner problem (125) may seem to be a bit abusive.
Indeed, Theorem 3.1 needs strict hyperbolicity while the corner problem (125) is clearly not strictly
hyperbolic. However, in the proof of Theorem 3.1, the only points where we used the hyperbolicity
assumption were to establish the block structure and to use Lax Lemma. It can be shown that
these points are still true for geometrically regular hyperbolic systems (see [MZ05] for a precise
definition) as soon as we are away from the crossing points, which is the case for (125) under this
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Figure 3: The characteristic variety for the corner problem (125).

choice of the source term.

As a consequence if one wants to give an example for which Theorem 3.1 applies, that is to say
that a strictly hyperbolic operator is needed, the simplest way to do that is probably to use the
example of [SS75, paragraph 7]. In this example, the authors construct a system whose characteristic
variety is composed of two intersecting ellipses choosen in such a configuration that a loop exists.
Without loss of generality, we can assume that the loop is include in the half space {ξ2 < 0}, to
make sure that the velocity along the boundary has the good sign. Then one chooses a boundary
condition to make sure that the associated corner problem is in the WR class. This point can
be easily done because at this stage of the construction the system is composed of two decoupled
subsystems.

To obtain a strictly hyperbolic system, it is sufficient to make the perturbation described in
[SS75, paragraph 9]. One should be able to conclude that the associated perturbed operator is
strictly hyperbolic and that it is still in WR class, because this class is stable by small perturbations
(see [BGRSZ02]).

7.2 Conclusion and conjectures.

In this article, we built the rigorous geometric optics expansion for a corner problem for which the
uniform Kreiss-Lopatinskii condition breaks down on a selfinteraction frequency. We have shown
that it was always possible to choose the source term of the corner problem in such a way that the
associated geometric optics expansion suffers M +1 amplifications, before a fixed time T , compared
to the source term, where M can be arbitrarily big. This leads us to the fact that such a corner
problem can not be weakly well-posed because it suffers an arbitrarily big number of loss of deriva-
tive on the side ∂Ω1 and thus present an Hadamard instability.
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As a consequence we show that for hyperbolic corner problem a weak instability can be repeated
an arbitrary number of times to cause a violent instability which differ from the degeneracy of the
weak Kreiss-Lopatinskii condition. In terms of well-posedness it is the worst possible situation.

However there are other kinds of degeneracy of the uniform Kreiss-Lopatinskii condition. And
in these cases, one should be more optimistic. Let us formulate the following reasonable conjectures.

If the uniform Kreiss-Lopatinskii condition breaks down in the elliptic area, using the fact that
evanescent modes for the side ∂Ω1 are not reflected on the side ∂Ω2, the amplification observed
in the high frequency expansion for the boundary value problem in the half space should not be
improved. So we believe that the leading order in the WKB expansion should be of order ε0 with a
source term in the interior of order ε and a source term on the side ∂Ω1 of order ε0. The associated
corner problem should be weakly well-posed with an energy estimate reading :

‖u‖2L2(ΩT )+‖u|x1=0‖2L2(∂Ω1,T )+‖u|x2=0‖2L2(∂Ω2,T ) ≤ CT
(
‖f‖2L2(ΩT ) + ‖g1‖2H1(∂Ω1,T ) + ‖g2‖2L2(∂Ω2,T )

)
.

When the uniform Kreiss-Lopatinskii condition is violated in the mixed area in such a way that
kerB1 ∩ Es1(ζ) = kerB1 ∩ Es,e1 (ζ) = span {e}, where Es,e1 (ζ) denotes the ”elliptic” component of
Es1(ζ) (see [Ben14] and [Les07]), then the same argument should apply. The conjecture is then that
we have the same amplifications as for the boundary value problem in the half space. The expected
energy estimate is :

‖u‖2L2(ΩT )+‖u|x1=0‖2L2(∂Ω1,T )+‖u|x2=0‖2L2(∂Ω2,T ) ≤ CT
(
‖f‖2

H
1
2 (ΩT )

+ ‖g1‖2H1(∂Ω1,T ) + ‖g2‖2L2(∂Ω2,T )

)
,

or

‖u‖2L2(ΩT )+‖u|x1=0‖2L2(∂Ω1,T )+‖u|x2=0‖2L2(∂Ω2,T ) ≤ CT
(
‖f‖2L2(ΩT ) + ‖g1‖2H1(∂Ω1,T ) + ‖g2‖2L2(∂Ω2,T )

)
,

depending of a technical assumption already discussed in [Ben14].

Finally when the uniform Kreiss-Lopatinskii condition fails in the hyperbolic region but for
non-selfinteracting frequencies (or equivalently in the mixed region with kerB1 ∩ Es1(ζ) = kerB1 ∩
Es,h1 (ζ) = span {e}, where Es,h1 (ζ) denotes the ”hyperbolic” component of Es1(ζ)) the conjecture is

that the leading order in the geometric optics expansion is of order ε0 for source terms of order εM ,
where M denotes the number of time that a ray has been amplified. More precisely M is defined
by :

M := max
i∈Ios

#(Υ ∩ Li),

where Li is the set containing the values of the type V sequence linking i to the first generated index
in the phase generation process. Indeed, an amplified ray should be amplified again if it contains
in its reflections a phase associated to a frequency of degeneracy of the uniform Kreiss-Lopatinskii
condition. The conjectured energy estimate is thus given by :

‖u‖2L2(ΩT ) + ‖u|x1=0‖2L2(∂Ω1,T ) + ‖u|x2=0‖2L2(∂Ω2,T ) ≤ CT

(
‖f‖2L2

x1
(HM (∂Ω1,T )) (126)

+ ‖g1‖2HM (∂Ω1,T ) + ‖g2‖2L2(∂Ω2,T )

)
.

All the previous conjectures are made under the assumption that the transport along the bound-
ary spreads the information away from the corner. The energy estimates and the amplifications in
the geometric optics expansions when the transport along the boundary sends the information to
the corner are left for future studies.
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Appendix

Details of the computations to establish equations (80)-(81) and (82).

Let us develop :

Qn3
1 L(∂)(I − Pn3

1 )u1,n3 = −ξ2
ξ
2

β−1
1 β−1

2

[
Qn3

1 Rn3
1 S n3e

(
∂2
ttµ0 −

τ

ξ2
∂2
t2µ0

)
+ Qn3

1 A2R
n3
1 S n3e

((
− 1

vn2,2
+

β−1
2

vn1,1

)
∂2
ttµ0 + β−1

1 β−1
2 ∂2

t2µ0

− τ

ξ2

((
− 1

vn2,2
+

β−1
2

vn1,1

)
∂2
t2µ0 + β−1

1 β−1
2 ∂2

22µ0

))]
(t3,x3),

where we used the fact that Qn3
1 A1R

n3
1 = 0. We then use the relation between Qn3

1 Rn3
1 S n3e and Qn3

1 A2R
n3
1 S n3e

given in (78) to express Qn3
1 L(∂)(I − Pn3

1 )u1,n3 in terms of Qn3
1 Rn3

1 S n3e only :

Qn3
1 L(∂)(I − Pn3

1 )u1,n3 = − ξ2
ξ
2

β−1
1 β−1

2 Qn3
1 Rn3

1 S n3e

[
∂2
ttµ0

(
1 +

τ

ξ
2

(
1

vn2,2
− β−1

2

vn1,1

))
(127)

− C3∂
2
t2µ0 + ∂2

22µ0β
−1
1 β−1

2

τ2

ξ2ξ2

]
(t3,x3),

where

C3 :=
τ

ξ2

[
1 +

τ

ξ2

(
1

vn2,2
− β−1

2

vn1,1

)]
+

τ

ξ
2

β−1
1 β−1

2 .

From Lemma 5.2, we know that the first term in C3 is ξ2
ξ
2
β−1
1 β−1

2 . We thus obtain that C3 = 2 τ
ξ
2
β−1
1 β−1

2 , and we can

factorize (127) to obtain (81).

Using the fact that Qn4
2 A2R

n4
2 = 0 we develop Qn4

2 L(∂)(I − Pn4
2 )u1,n4 to obtain :

Qn4
2 L(∂)(I − Pn4

2 )u1,n4 = −ξ2
ξ1

3∏
j=1

β−1
j

[
Qn4

2 Rn4
2 S n4e

(
∂2
ttµ0 −

τ

ξ2
∂2
t2µ0

)

+ Qn4
2 A1R

n4
2 S n4e

(
−A∂2

ttµ0 −
3∏
j=1

β−1
j ∂2

t2µ0

− τ

ξ2

(
−A∂2

t2µ0 −
3∏
j=1

β−1
j ∂2

22µ0

))]
(t4,x4),

where we recall that A is defined in (38). We then use (79) to express this equation in terms of Qn4
2 Rn4

2 S n4e only :

Qn4
2 L(∂)(I − Pn4

2 )u1,n4 = −ξ2
ξ1

3∏
j=1

β−1
j Qn4

2 Rn4
2 S n4e

[
∂2
ttµ0

(
1 +A

τ

ξ1

)
+ C4∂

2
t2µ0 +

τ2

ξ1ξ2

3∏
j=1

β−1
j ∂2

22µ0

]
(t4,x4),

where C4 is defined by :

C4 := − τ

ξ2

(
1 +A

τ

ξ1

)
+

τ

ξ1

3∏
j=1

β−1
j .

Once again thanks to Lemma 5.2, we obtain that C4 in fact reads C4 = 2 τ

ξ1

∏3
j=1 β

−1
j . As a consequence we obtain

(82).
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