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ABSTRACT

The object of the article is the estimation of degaility and other probabilities of interest for
digital systems, e.g. protection system of nucf#ants. The system under study is composed of
four divisions, all with identical hardware. Cadal Petri Nets are used because of their capability
to model complex digital systems and assess thgdemtiability. The Atwood model is also
implemented into the CPN model. It represents Com@muse Failures that are contributing to the
residual risk of unavailability. Assumptions relhtéo hardware reliability and system logic,
maintenance and repairs are taken into accoutiteimodel that is dynamic. We explain in this
article how the Atwood model can be modified tarédi" non-lethal CCF on certain parts of the
system and take into account the different possitigns of CCF. This extension permits to avoid
the assumption of uniformdistribution of non-ldtblaock on the components and to represent some
benefits of diversity and separation between divisi
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1 PROBABILISTIC MODELING OF LARGE DIGITAL SYSTEMS

1.1 Specific Issues

Digital Instrumentation and Control systems (I&Gs®ms have a key role for regulation and safety of
nuclear power plants. Their characteristics am@rgel number of more or less similar componentsgta h
level of redundancy and a complex logic of votecdese of the system design, and because digital
components are more reliable than the analog etreleechanical systems they replace, the impact of
independent failures are limited, and Common C&aderes represent the largest part of failure. #g$o,

as most of theunctions are protective actions, they are in waiting mode; failures may be present and
undetected for a long period of time, even in digdystems which have improved failure detection
capabilities.

1.2 Common Cause Failures

A CCF can occur in operational or on demand modesaffect groups of identical or similar redundant
components having the same function and operatigigrucomparable conditions. The so-called Alpha
Factor and Beta Factanodels are the most widely used model for takinhg @account CCF within various
types of systems in nuclear power plants [9] andre generally, in power systems [3]. The Beta ¢fact
model implies the failure of whole set of composenhen a common cause event occurs. This definition



is used when the systemis composed of only a &@mponents. However when the system is composed of
dozens of identical or similar components, the egdion of failure of whole set of components, wiaen
CCF occurs, is very conservative. Thus, the coscefpbartial and lethal shocks of Binomial FailiRate
model, defined by Atwood, are very well adapteddpresent the potential effects of stress factors o
electronic hardware.

1.3 Atwood Model

In this section, we introduce the Atwood model [ithat takes into account independent failures, @C

F failures due to shocks that affect all or onlyneocomponents. Two kinds of shock failures arendefi
lethal shocks and partial (or non-lethal) shocksa large redundant systems with N componentspeksh

is assumed to be non-lethal when it affects k campts among N with_1<k < N. Each component has then
a conditional probabilityp of failure. A shock is lethal when it affects eimponents. Individual failures,
non-lethal and lethal shocks are assumed to follm@pendent processes. The occurrence frequericies o
shocks (noted: for non-lethal shocks ard for lethal shocks) are assumed to be constanta Bpecific
component in a group of N components, the totalfairate is given by:

N
N-1 _
Aror = Awp + 0 + H-Z (k_l)Pk(l—P)N @)
k=1

Ainp is the rate of independent failures. The capalidityepresent CCF implies the use of three paramete
(&, p, ), whatever the size of the CCF group is. The defealues usually used to estimate these
parameters are:

a= /1” = 0,405 (rate of non-lethal shocks

TOT

p=0,20r 0,33 or 0,5 (conditional probabilityadmponent failure in a non-ethal shock),

Bietar :FU;T = 5.1073 (rate of lethal shocks).

2 SYSTEM UNDER STUDY — DESCRIPTION AND ASSUMPTIONS

The system under study is a protection system, ogag of four divisions of identical hardware. Iaipa
rt of the defense in depth of a nuclear power plant

2.1 System Architecture

This system contains four identical divisionEhey are physically separated, where each divigon
composed of five processing unigsQU), as shown in figure IThe APU 0, 1 and 2 compose the subsystem
A (SSA). The APU 3 and 4 compose the subsystem3BJSA control function, there is implemented
twice, in an APU of SSA and in an APU of SSB, widifferent inputs and treatment. Their outputs must
be identical in the normal operating mode (fundaiativersity).

For the 1&C signals of interest for PSA, two kinafselectronic modules, C1 et C2, are used by each
APU. Each APU contains one C1 module. The APU 0 aadrtain four C2 modules, and the AB|4
and 5 contain three C2 modules. These electimnidules are used for reception, processing andsemis
of signals. Groups of APU (GAPU) are defined: ormug contains all APUi (i [0,4]) of the four divis.
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Figure 1: Architecture of the case study 1&C system

2.2 Assumptions for the electronic modules

The modules of an APU are considered as a sesésmyWhen a failure is detected by a self-tes) (SA
the detection time is considered null. When a faiia not detected by a self-test (NSA), then detected
offline during a periodic test. For a given divisiadhese periodic tests take place for every pesfoiB
months. So every 6 months, one division among itasted during the periodic tests. After the quéic
tests, the failed modules are repaired. Accordiridpé supplier of electronic modules, the coverage of
self-tests is 100%. To be more conservative; weeddd the model the non-detected failures by ssif-t
(NSA failures) in order to take also into accoumt errors due to operation; e.g. parameters setup o
installations of modules different than the nomicahditions specified. Thus the coverage rajed(ops
to 85%. The total failure rate of the modules ramadlentical £;yp = Asa + Ansa)- The rates of detected
failures (ls,) and non-detected failures(s,) are adjusted by the equations:

Asa = adppandiygy=(1—a).4,, 2

2.3 Assumptions for system states and logic

The hazardous event is the unavailability of an I&C signal. The occurrence of this hazardous event is based
on the voting logic of the APU:

e AnAPU fails when a module C1 or C2 fails,

*  Agroup of APU (GAPU) fails when 3 out of 4 APU fail (2004),
* Asubsystem (SSA or SSB) fails when a GAPU failed,

*  The system fails when two subsystems fail (1002).

We assume that the mission time ofthe protection system is ten years, and it becomes as good as new after
being retrofitted during the decennial maintenance operations of the nuclear plant. System unavailability
can occur anytime during the ten years. During this time interval, the system may recover without being as
good as new, with some electronic modules still in fail state.



3 SYSTEM MODELING USING COLORED PETRI NETS

3.1 Benefits of Petri Nets for this modeling

The model should be able to represent the dynamgigemnces of states of large digital systems arebsiss
dependability figures. Markov chains or Petri Nie&ve this capability. Th@-factor model has already
been integrated in Markov chains [8] and in thessileal Petri Nets [11]. The main drawback of these
models is the combinatorial explosion of their seen the modeled system is large. To remediade th
drawback, we used the Colored Petri Nets (CPN) {@hg7]. It is a discrete-event modeling language
combining the capabilities of Petri Nets with tt@pabilities of a high level programming languagke T
main difference is that the CPN tokens can havkerdift colors representing data types (e.g. Boplean
integer or more complex data structure).

Hierarchical CPN. Furthermore, individual CPN models can be hieradlly related to each other in a
formal way, i.e. with a well-defined semantics. Ciddel hierarchy is realized through substitution
transitions. The idea is to associate a transttiom more complex CPN (a module), which gives aemor
precise and detailed description of the activigyresented by the substitution transition (represkhby a
double rectangle, e.g. infigure 2). The placesieated to a substitution transition transmit a girearking
from a high level (level of substitution transitjaio a low level (level of module) and vice ver&PN
concept of hierarchy allows us to propose a moduladeling approach for a complex system, based on
generic modules that can be instantiated as oftereeded.

Timed CPN. Additionally, the probabilistic dependability assment requires to take account of the time
dependence of the system. In a timed CPN, theismésen by a global clock. In addition to theil@g

the tokens contain a time value, also called a sitmmp. When a transition is enabled, it is fired ahanges
the time stamps of tokens which are depositedsiatitput places. In these places, the tokens refnoeien
and cannot be used to enable other transitionstheticurrent model time (given by the global clpisk
smaller than their time stamps. As soon as the stenmp of the tokens is greater than or equakatirent
time model, these tokens can enable other transitichich are instantly fired. In other words, thmaet
stamp describes the earliest model time from waitdken can be used. This permits to represermigheri
tests, failures and repairs events.

3.2 Drawbacks
Low readability of Petri Nets. This general drawback of Petri Nets is reducedding hierarchical CPN.

Difficulty of verification. A Monte-Carlo simulation can be done for a pan&iification of the model,

by comparing two parameters estimation of Atwooddeipan analytical, and a Monte-Carlo simulation
from the CPN [2] A more exhaustive verification can be done by déest@pace method. The idea is to
compute all reachable states and state changbe 6RN model and to represent them as a direciguh,gr
where nodes represent states and arcs represans.elveom a constructed state space, it is poskible
check a large set of questions concerning the beha¥t the system, such as absence of deadlocks, a
possibility to be able to reach a given state. sTarmal verification of a CPN has been done fanso
specific safety properties of 1&C systems [10].

4 MODELING OF THE SYSTEM UNDER STUDY BY CPN

We used a modular approach. The high level CPN h{figare 2) is composed by the following modules:
-CCF generation (left box)

-System representation (center box)

-State system description (right box)

Thus, each of its divisions is modeled by meana sfibstitution transition (into center box) at tigh
level of the system, in the Figure 2.
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Figure 2: High level colored Petri net of the 1&C gstem.

The state of an APU is determined by the state of its modules (available or unavailable). Once the state of
a module changes, the new state of APU is sent to the specification that determines the state of the whole
1&C system. The CCF are transmitted to the APU and to the modules by means of CPN places (socket
places).

An electronic module has 3 possible states: operational, failed and non-detected, under repair. 1t fails after
one of 4 events:

* independent failure detected online by a self-test

* independent failure detected offline in periodical-tests
* non-lethal CCF detected online and lethal

* non-lethal CCF detected offline in periodical tests

The repair time is calculated using an exponential function. As soon as the module is repaired, its state
changes immediately to the operational state. The next occurrence of the independent failures detected
online and offline are also calculated. The models of electronic modules are generic. Only the numerical
values of parameters (failure and repair rates) are different between different types of modules.

4.1 System state modeling

Using the information about the state (available/unavailable) of the five APU, it is possible to determine
the state of the I&C system using a dedicated part of the CPN. The system state is represented by a token
whose color is composed of five Booleans, each of them representing the state of one APU. The different
configurations on the transitions guards define the conditions of availability/ unavailability of the system.

The whole CPN model has 685 transitions and 504 places. Although the model size is large, the use of
hierarchy and colors concepts have resulted in a modular and readable model obtained through the
instantiation of generic templates. An equivalent classical Petri net model for the same 1&C system would
have several thousand places and transitions.



4.2 Lethal CCF modeling

Lethal CCF are modeled by a dedicated part of thel, @Pcorresponds to the substitution transition
DCC letale of the figure 2. The firing of a transition detenes the occurrence time of the lethal shock
using an exponential function. A lethal CCF affedteomponents of the system and is always detected
online. Thus, N temporized tokens are issued witlolar indicating a detected failure state. A traos
generates the next occurrence time of a lethalkshoc

4.3 Non-lethal CCF modeling

Non-lethal CCF are modeled by a dedicated pa@fGPN, it corresponds to the substitution tramsiti
DCC_non_letale of the figure 2. A place contains the number etabnic modules N in the system. The
firing of a transition set the number of electromiodules N of the system in the place and set Birslkn
another place. The transition is fired N timesafdom value is drawn, using the uniform distribuutitf
the value is lower than conditional probabiliyof the Atwood model, the module is shock sensitivee
firing of a transition determines the occurrenaastiof the non-lethal shock using an exponentiadtion.

At the same time, it specifies if it is detectednot by a self-test, from a random value drawn gishe
uniform distribution. If the value is lower tharetiboverage rate of self-tests, the failure is detecThe
firing of a transition assigns the occurrence toh€CF and the variable characteristic of failuetedtion

to each token of the system that is shock sensifitensition removes the tokens representing esdu
that are not shock sensitive. A transition generdlbe next occurrence time of a non-lethal shoak an
redefines the number of modules, which are shoagkitbee.

5 EXAMPLES OF PROBABILISTIC ESTIMATIONS

5.1 Probabilistic measures of interest

The timed hierarchical CPN using an Atwood CCF rhomey compute safety measures of interest for PSA
like the probability of failure on demand (Pfd)etbpurious rate and the probabilistic parametarg€ @€F
(Beta Factors, Alpha Factors...). Another measuteasMTFF (Mean Time To First Failure). Note that
spurious frequency is a relevant measure of intetlkat just requires a different CPN modeling or a
complement to the CPN modeling used here to ettt

This simulator may be used for various purposed2]lnwe explain how it can be used to assess the
difference between thebserved Pfd, taking into account undetected failures, and ¢hkPfd that could be
estimated with a perfect knowledge of the failupaditions. We explain in this article how the Atwbo
model can be modified to "direct" non-lethal CCFaantain parts of the system and take into accthent
different possible origins of CCF. This extensicgrmits to represent some benefits of diversity and
separation between divisions.

5.2 Oriented CCF propagation.

Atwood model assumes that each element of a CQlpdnas the same failure probability) lue to non-
lethal shocks. This is consistent with the baskuamption of similarity of elements in a CCF group.
However, practically, in the case of a large CCéupy this assumption of same failure probabilite ¢

a shock is questionable. Indeed, inthe Atwood hadshock can be considered as an external stnads,
the failure probabilityp represents the vulnerability of the elements @& @CF group to the stress.
Practically, in the case of a large redundant aigigstem, structural features imply that vulnditds are
not identical among similar hardware elements o€@F group: physical or electrical separations,
connection to different networks, diversity of apgtive functions implanted in the hardware, diéfeces

in operations.... A first solution may be to spliettarge CCF groups in smaller groups for which the
similarity assumption is relevant. However, thisyrba difficult to handle without a significant irzrse in
the size of the model. We propose here to usedtespal of a CPN modeling to introduce small di¢fieces



of behavior under shocks between the componenideirs CCF group. In other words, we modify the

generation of non-lethal CCF for simulating therasyetries in their propagation, so-called riéhted
CCF ™.

We present here a simple example. We assume tha# sonlethal shocks affect a CCF group of N

electronic modules with identical hardware belogdgimthe system. We assume that as an average; a no
lethal shock affects the modules with a conditigmmabability p. The expected number of affectedredats

is N.p. We consider that practically the systerbudt from two subsystems, A and B, using the same
hardware, but having differences in term of sofevand using their own networks. Thus, the set of N
components can be divided in two sub-sets SSAs(fbsystem A) and SSB (subsystem SSB), containing
respectively M and Ns components, such as N Ns = N. Let be x (respectively ¥) the probability that

a component of SSA (respectively SSB) is affectgiden that a non-lethal shock occurred. Using
mathematical expectation, we have:

Na. ¥a + Ns. x8 = N.p (3)

We define CCF proportion affecting SSA (respectivBEB) as x (resp. x) suchas p+ p =1. The

parameters pand p permit to set the level of dissymmetry betweenghbsystems in term of CCF
propagation. Thus, we can estimateard x:

Xa=N.p.p/Na(4) and x =N.p. @/ Ns (5)

xa and x are affected to the CPN tokens of the modulesaofi ssubsystem, to represent respectively the
different vulnerabilities of SSA and SSB modules.

Table 1 shows the results in term of repartitiorfadlfire combinations and MTFF (Mean Time to First
Failure), for three types of asymmetry. 10,000 olwles of 10 years are simulated. A chronicle exidte
first occurrence of a system failure. The condiigprobability of failure of a module in a nonHat shock
isp =0,2. The frequency of non-lethal shocks is aabjtfixed at one shock per year, jue= 1.14 - 1071

/hr. Lethal shocks are not simulated. The sum idirfss combinations is equal to the total number of
chronicles (10000) for a given CCF orientation.

Table 1: Repartition of failure combinations and MTFF, for three types of asymmetries

CCF Orientation (SSA) pa 0.1 0.2 0.3 0.4
CCF Orientation (SSB, pg 0.9 0.8 0.7 0.6
Total number of failures situatio [ 1000C 1000C 1000( 1000(
System ... CCF | 9404 9723 9787 9823
unavailability ... combination of indeperent detected failure 3 0 1 1
is due to ... [ combinatiorof independenun detected failure 21 9 9 6
... combinationof detected and undetect 77 46 42 37
independent failure
... combinatiorof CCF andindependendetectec 8 6 1 1
failures
... combinatiol of CCF andindependen 487 216 160 132
undetected failureg
Relative MTFF 1 0,58 0,44 0,39

We observe that MTFF increases with the asymmehig is logical, given the assumption that the estyst
is available even if one subsystem fails (1oo2dpdhiso, independent failures combinations withG@F
are very unlikely causes of system failure, dug¢chigh level of redundancy. Independent failgetected
offline lead more easily to system failure than dhes detected online by around one order of madmit



6 CONCLUSIONS

In this article, we have presented how to use efficiently Cold?etti Nets (CPN) to model a digital 1&C
system. This approach has been applied to a repatise® case of protection system of a nuclear powe
plant. The simulation, based on a CPN mode,l aadragtions of the Atwood model for CCF, permit to
estimate various probabilistic parameters, useful FSA. This CPN model allows the inclusion of
combinations of independent failures, lethal anatiethal CCF, and propagation asymmetry of noraleth
defects. It allows to release the assumption réggrithe uniform distribution of non-lethal shocKbaf

the components and to take into account the beokfliversity between the system parts. Also, &s th
Atwood model may not be a fully satisfactory repraation of CCF in digital 1&C, the next step coblel

to represent the various modes of CCF as descinb&d, [4] .
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