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Abstract—In this paper we study the downlink of a TDD (Time
Division Duplex) single cell system where the Base Station (BS)
employs multiple antennas to serve the users taking into account
the traffic patterns. The BS chooses each slot the users to be
active, and serves them using Zero Forcing (ZF) precoding. This
requires the knowledge of the users’ channels which is assumed
to be performed e.g. via uplink training. Due to the channel
acquisition overhead, only a subset of users must be active at each
timeslot (depending on traffic patterns and channel states). In this
paper, we develop an active user selection strategy where the base
station sets a given threshold for the channel gain of the users.
Then, only the users that have their channel gain higher than the
threshold send their training sequence and are then considered to
be served. The base station estimates the channel states of these
users and, due to channel reciprocity, uses these channel states
to transmit data via ZF precoding. With appropriate signaling
and threshold selection, which adapt to the queuing behavior of
the users, we prove that our proposed method achieves a larger
stability region than the baseline centralized policy where the BS
selects the users based on channel statistics and queue lengths.
The performance of the threshold-based method is illustrated
via simulations, where we can observe a tradeoff between the
expansion of the stability region and delay performance.

I. INTRODUCTION

The use of multiple antennas at the transmitters is rec-
ognized as one of the key enabling technologies in order
to improve the performance of wireless systems [1]. This is
mainly due to the ability of a transmitter to serve multiple users
simultaneously in the same time-frequency block. Initial works
on MIMO systems have been focused on aspects like spectral
efficiency, however it is of great theoretical and practical
interest to see how the introduction of multiple antennas
affects the queueing behaviour of the users [2]. An algorithm
based on iterative waterfilling to solve the scheduling and
power control problem in order to achieve maximum stabil-
ity region has been proposed in [3]. However, these works
employ dirty paper coding and successive encoding/decoding,
that are complex to implement in practice. Linear precoding
techniques, with lower complexity are more widely used. In
particular, a popular technique is Zero Forcing (ZF), where
interference among users is suppressed. This is a relatively
simple technique, however it performs well in many cases
of interest and captures the fundamental aspects of MIMO
communications. On the other hand, MIMO systems achieve
tremendous gain under the assumption that the channel states

are known to the BS. This can be done only by feedback or
training from the users. Among these techniques, training in
TDD mode is considered the most prominent since the length
of the training sequences does not depend on the number of
BS antennas. However, in this case the time of the slot devoted
to training is proportional to the number of users that perform
the uplink training. Therefore, serving many users at the same
timeslot requires a greater fraction of the timeslot to be spent
for training, leaving a smaller part of the slot available for data
transmission.

Limited feedback in MIMO systems has been a widely
studied topic, see e.g. [4], [5] and references therein, however
most works address problems like maximizing the sum rate
of the system and they do not take into account the traffic
demands of the users. The work related more to our present
paper is the one in [6], where the authors deal with the effect
of imperfect feedback (due to quantization) on the stability
region of a system with ZF precoding. The authors do not
take into account the resources needed for feedback and they
employ a centralized scheme where the BS selects the users to
serve based only on the queue lengths. This has the drawback
of possibly selecting users with bad channels to serve.

In this paper we study the problem of maximizing the
stability region of the users’ queues in the downlink of a
multiuser MISO wireless system, where Channel State In-
formation acquisition is done via uplink training and the BS
serves users via Zero Forcing precoding. We consider CSI
estimation without errors in order to focus on the impact of
the training overhead on the performance of the system. We
propose a scheme where the BS sets periodically a threshold
and a preferred number of users to perform training. The users
having their channel gain higher than the threshold will send
their training sequence which ensures that each user who gets
served (after ZF precoding) has a channel realization with gain
above the threshold.

At this point, we would like to mention that the idea of
threshold based feedback has been used in SISO systems
in order to reduce the feedback overhead while selecting a
”good” user to schedule. It was initiated in [7], [8] for sum-
rate maximization without considering the queues of the users.
The recent work [9] addressed the problem of stability region
expansion. Therein, the channel state of the user with the



largest queue is used as threshold. The above frameworks
cannot be simply extended to MIMO systems. In fact, in
MIMO systems using ZF precoding (or in more general
beamforming), the bit rate of each user does not depend only
on its channel conditions but also on the channel realization
of the other users that get served simultaneously, making the
problem more challenging. Finally, authors in [10] employ
similar ideas for a multiuser MIMO system where the receivers
employ Zero Forcing. Apart from focusing on the receivers and
not the precoder at the transmitter, the work in [10] addresses
sum rate maximization, so the traffic processes of the users
are not taken into account. More in this direction, a recent
work [11] showed that feedback policies exploiting the fact
that the users know their channel can enlarge the stability
region for a two-user system, under the idealized assumption
that contention without collisions ispossible.

The rest of the paper is organized as follows: We present the
system model in Section II. Section III describes the operation
and stability region of a centralized policy, which selects users
based solely on queue lengths and channel statistics while
Section IV presents the threshold-based policy. Finally, Section
V provides simulation results and Section VI concludes the
paper.

Notations: Throughout the paper, uppercase boldface sym-
bols represent matrices while lowercase boldface symbols
represent column vectors. x represents a vector with elements
xk and ||x|| is it Euclidean norm. In addition, IN denotes the
identity matrix of size N . Given a matrix A, AH denotes
its Hermitian and A−1 its inverse. The notation CN{µ,R} is
used for a vector-valued complex normal circularly symmetric
random variable with mean µ and covariance matrix R, while
CH denotes the convex hull operation. We use Γ(N) to denote
the Gamma function with parameter N , B(a, b) to denote
the Beta function with parameters a and b and IB(x; a, b)
to denote the upper incomplete Beta function with parameters
a, b at point x. Finally, fN (x) = xN−1e−x/2

Γ(N) and 1{A} denotes
the indicator function of the event A.

II. SYSTEM MODEL

A. Physical layer model

We consider a single cell downlink system where the Base
Station (BS) is equipped with N antennas and serves K single-
antenna users. Time is slotted and each timeslot has a duration
of Ts channel uses. Channels are assumed to follow the i.i.d.
Rayleigh block fading model, that is hk(t) ∼ CN (0, IN ) for
any user k and timeslot t 1. This implies that the double of
the channel magnitudes 2gk(t) = 2 ||hk(t)||2 follow a chi-
squared distribution with 2N degrees of freedom while the
(unitary) vectors uk(t) = hk(t)

||hk(t)|| are isotropically distributed.
For the rest of the paper we will denote p(x) = P{gk(t) > x}.
Without loss of generality, we assume for the noise nk(t) ∼
CN (0, 1). As for any linear precoder, the signal received at

1In practice this can be achieved by using power control to compensate for
the large scale fading.

user k is

yk(t) = hH
k (t)wk(t)sk(t) +

∑
j 6=k

hH
k (t)wj(t)sj(t) + nk(t),

where sj(t) is the information symbols sent to user j, wk(t) is
the precoding applied to user k (ZF) and

∑K
k=1 ||wk(t)||2 =

P .
At each slot t, the BS selects the maximum number of

users that can perform uplink training (for the BS to estimate
the channels). In Sections III and IV we present in detail
schemes to select the users the BS will serve in the timeslot
(the ”active” users in the MIMO literature). For a set F of
active users, βF channel uses are needed for the lengths
of the training sequences (F = card(F), β ≥ 1). The BS
serves the active users using ZF precoding and allocating equal
power to each, i.e. ||wk(t)||2 = P/F, ∀k ∈ F . Finally, a
scheduled user gets a rate rk(t) of R bits per channel use
if the corresponding SNR exceeds a threshold S for correct
decoding. Before continuing the description of the system
model, we provide the following result from [12] that will
be of great help in the analysis done later on in the paper:

Lemma 1. The probability that the received SNR at user k
exceeds S given its channel magnitude and that this user and
other F − 1 users are scheduled (with F ≥ 2) is given by

P {SNRk(t) > S|gk(t), F} =

1− IB
(

F

Pgk(t)
S;N − F + 1, F − 1

)
,

if S ≤ gk(t)P
F , and zero otherwise.

We now proceed to discuss how the physical layer affects
the queueing performance of the system.

B. Queueing model

We assume that each user has an incoming arrival process
ak(t), i.i.d. in time with mean λk bits per slot and there exists
Amax < ∞ such that ak(t) < Amax almost surely. Traffic
arriving for user k gets buffered in a respective queue in the
BS until it gets transmitted; denote qk(t) the length of this
queue at the beginning of slot t. Assuming τ(t) channel uses
needed for control information (e.g. uplink training) at slot
t, if user k is scheduled µk(t) = (Ts − τ(t))rk(t) bits are
removed from its buffer (where Ts is the time slot length),
meaning that its queue evolves as

qk(t+ 1) = [qk(t)− µk(t)]+ + ak(t), t ≥ 0.

Due to the use of multiple antennas, up to F users can be
served in parallel at the same time-frequency block. If many
users send their training sequences, the BS will acquire the
channel states of a high number of users and will then select
the best F users among them which will increase the total
bit rate. On the other hand, a bigger part of the timeslot is
allocated to uplink training, which will reduce the total bit
rate. Clearly, a subset of users must perform uplink training
which results in the following challenging problem: how to



select the users that must perform uplink training and what is
the maximum number of these users at each slot t. In order to
provide an answer to the aforementioned problem, we consider
a metric that takes into account the traffic pattern. In fact, we
are interested in the stability of the queues, which is defined
as follows,

Definition 2. The system is called (strongly) stable if
limT→∞ sup 1

T

∑T−1
t=0 qk(t) <∞,∀k ∈ K

Intuitively, stability means that the average delay seen by every
user is finite, it is thus a relevant metric for data applications.
The concept of a stability region is as follows:

Definition 3. Stability region of the system is the set of mean
arrival rate vectors λ for which the system is stable.

In this work we are interested in finding a strategy that selects
the active users who will perform uplink training in such a
way to maximize the stability region of the system. From a
practical point of view, this implies maximizing the set of
arrival rates that the system can sustain for users with delay-
tolerant applications.

Finally, we provide the following result will also be useful
in this paper (see [12] for a proof):

Lemma 4. Define a system q̂(m),m = 0, 1, 2, ... as the
original queueing system sampled every T slots, i.e. q̂(m) =
q(mT ). Then the system q̂(m) is stable if, and only if, the
system q(t) is stable.

III. BASELINE: CENTRALIZED POLICY

The baseline approach, followed in existing 3GPP LTE
systems and in recent works like [6] and [13], is that the BS
is the one selecting the users from which to receive feedback.
This means that the BS selects the users to feed back (or train
in our context) based only on the queue lengths and channel
statistics, as done e.g. in [6]. More precisely, in the beginning
of the slot the BS sends a pilot signal of duration βp channel
uses and then the Identification numbers (IDs) of the users
that will perform training. For F users to be scheduled (for
feedback) and a control rate of R0 bits/channel use, this takes
βc = F log2 K

R0
channel uses. Denoting r̄(F ) the average rate

in bits/channel uses a scheduled user gets if F users in total
are scheduled, we can show using Lemma 1 that, in the case
of Rayleigh fading

r̄(F ) =


R
∫ +∞
S/P

fN (z)dz, F = 1

R
∫ +∞
S/P

fN (z)
(
1− IB

(
FS
Pz ;N − F + 1, F − 1

))
dz

, F > 1

.

Therefore, the mean service rate a user will get if scheduled
along with F − 1 others is

µ̄(F ) =

[
Ts −

(
βp +

(
β +

log2K

R0

)
F

)]+

r̄(F ).

The centralized policy then consists in scheduling (for both
feedback and ZF precoding) at timeslot t the F ∗c (t) largest

queues where:

F ∗c (t) = arg max
1≤F≤Fmax

{
µ̄(F )

F∑
i=1

qk(i)(t)

}
. (1)

In other words, this policy selects the best F ∗c (t) users
that must perform uplink training based on the queues and
channel statistics. Once these users send their uplink training
sequences, the BS estimates the channel of these users and
applies a ZF precoding. This policy is inspired by MaxWeight
[14] and is actually the one that maximizes the expectation
of the quantity

∑K
k=1 qk(t)µk(t) over the channel statistics.

Based on this observation, we can show the following:

Theorem 5. The stability region of the centralized policy is
Λc = CH{Λ′c(1), ...,Λ′c(Fmax)}, where Λ′c(F ) is the convex
hull of all points in RK with F elements equal to µ̄(F ) and
the others equal to zero.

The above centralized policy is simple to implement, how-
ever it selects the users based on the channel statistics and
not the real channel state realizations. A user with bad in-
stantaneous channel can then perform uplink training which
results in wasting the resources of the system. For example,
if F ∗c (t) = 2 and the channel of one user k(1) is such that
Pgk(1)(t)

2 < S, then the service rate of this user in the slot is
zero. In this case, a better solution may have been to select
another user instead of k(1), or schedule user k(2) only.

IV. THRESHOLD-BASED POLICY

The shortcomings of the centralized policy come from the
fact that the channel realizations do not enter the scheduling
decision, therefore users with very bad channels may perform
training and may be scheduled. On the other hand, note that the
users know their channel state realization through the downlink
pilot. The main idea, therefore, of the proposed scheme is
that the BS sets a (preferred) number of users to be served,
F , among a set of users K̄ ⊆ K and a threshold G for the
channel gain; only users with gk(t) > G can train and can
get therefore served. The control parameters of the algorithm
are therefore: the set of candidate users to be served, K̄, the
preferred number of users in this set to be served, F , and the
threshold G. These parameters should be dynamic in order to
adapt to the evolution of the queue lengths. The thresholds
belong to some set G.

In more detail, the main idea of the threshold-based policy
is that the BS uses slots 0, T, 2T, ..,mT, ... for signaling and
setting the control parameters to be used for the next T − 1
slots. T is a (positive and possibly high) constant whose role
in the performance of the algorithm will be examined in the
next subsection. There are therefore two distinct phases:
1) Broadcast phase (t=0,T,2T,...): At slot mT the BS
broadcasts IDs of the K̄(m) users with the biggest queue
lengths (the set K̄(m)) ordered by decreasing queue length,
the preferred number of users to be served F (m) and the
threshold G(m), given as the solution of (2) that follows.
2) Uplink Training phase in each time slot: In all T−1 slots



(i.e. between slots mT and (m+ 1)T ), the user selection for
uplink training is done as follows. A portion of the time slot is
reserved to receive information from the users in K̄(m) about
their channels. This portion of time is divided into minislots
of total number equal to the number of users in K̄(m). In
each minislot (which lasts one channel use), a user sends a
signal (e.g. 1 bit signal) if its channel gain is above G(m) and
does nothing otherwise. The minislots are shared among the
users in K̄(m) in a TDMA manner according to the ordering
broadcasted by the BS at slot mT . The procedure stops in the
following cases:

i. When F (m) users with channel above the thresh-
old are found. In this case these users get scheduled
for uplink training and the user selection period lasts
L(G(m), F (m)) channel uses. These F (m) will send
then their uplink training sequences that will last βF (m)
channel uses. The remaining time in the current time
slot is then used for data transmission (we will see that
even with this additional signaling the performance of
this algorithm is better than the baseline user selection
algorithm).

ii. When all users in K̄ have sent the 1 bit signal (as above)
and U ≤ F (m) users have signaled that their channel
gain is above the threshold. In this case, the user selection
period will have taken up K̄ channel uses. These U
users will be active in the timeslot and will then send
their training sequences (i.e.βU channel uses are used
for uplink training). The remainder of the time slot is
then used for data transmission.

A. Selection of Parameters (F (m), K̄(m), G(m))

In order to obtain the way the aforementioned parameters
are selected, let us first define as r̄d(U,G) the average rate
in bits per channel use that a user in the ranking will get if
scheduled according to the threshold based scheme along with
U − 1 > 0 other users and threshold G. Using Lemma 1 and
the fact that we have Rayleigh fading there is:

r̄d(U,G) =R
1

p(G)

∫ +∞

G

fN (z)

(
1−

IB

(
US

Pz
;N − U + 1, U − 1

))
dz,

and, for U = 1:

r̄d(1, G) =

{
R,PG > S

R
(

1− P{G≤gk(t)≤S/P}
p(G)

)
, PG ≤ S

From the discussion above and denoting in addition

M(i,m,U) =

min{U−2,i−1}∑
j=max {0,U−1−m+i}

(
i− 1

j

)(
m− i− 1

U − (j − 2)

)
we can show the following (the proof is in the Appendix):

Lemma 6. Let the threshold for the channel gain be G and
that F users out of the first K̄ users are to be scheduled. If

i ≤ K̄, the mean service rate given to the i−th user in the
ranking is given as

µ̄i(1, K̄, G) =

[Ts − (βp + i+ β)]+(1− p(G))i−1p(G)r̄d(1, G), if F = 1

and, if F > 1

µ̄i(F, K̄,G) =

r̄d(F,G) [Ts − βp − i− βF ]
+
pF (G)(1− p(G))i−F1{F≤i}

+ r̄d(F,G)pF (G)

K̄∑
m=max[F,i+1]

[Ts − βp −m− βF ]
+

M(i,m,U)(1− p(G))m−F +

F−1∑
F ′=1

(
K̄ − 1

F ′ − 1

)
[Ts − βp−

K̄ − βF ′]+pF
′
(g∗)(1− p(g∗))K̄−F

′
r̄d(F ′, G).

In addition, µi(F, K̄,G) = 0 for i > K̄.

Denote now G the set of thresholds. The threshold - based
algorithm consists in the BS selecting at timeslot mT a number
of users F (m) and a threshold G(m) to be used in the next
T − 1 slots such that

(F (m), K̄(m), G(m)) = arg max
F∈{1,..,Fmax},K̄∈{1,..,K},G∈G

{
K̄∑
i=1

qk(i)(mT )µ̄i(F, K̄,G)

}
. (2)

B. Performance of the proposed threshold-based strategy

The stability region achieved by the threshold-based scheme
can be shown to be as follows

Theorem 7. The stability region of the threshold-based
scheme when signaling is done every T slots is

Λthr(T ) =(
1− 1

T

)
CHF∈{1,..,Fmax},K̄={1,..,K},G∈G

{
Λ′(F, K̄,G)

}
,

where Λ′(F, K̄,G) is the convex hull of all points in RK

resulting from all possible permutations of the numbers
µ̄i(F, K̄,G).

The proof goes in the same line as in [12] following the
main method of e.g. [14], that is proving first that the stated
stability region is the outer bound of what is achievable and
then use Lemma 4 along with the fact that (2) maximizes the
negative part of the drift of a quadratic function for system
q(m) to prove that the region is indeed achievable. We skip
the proof for brevity.

Finally, one can compare the stability region achieved by the
threshold based algorithm to the one achieved by the baseline
centralized algorithm. By proceeding in a similar way as in
[12], we can show that the condition

T >
Ts − βp − β

β0
(3)
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Fig. 1. Average Total Queue Length for Different Mean Arrival Rates with
S = 1 and P = 2.

where β0 = log2 K
R0

is a sufficient condition for the threshold-
based policy to achieve a bigger stability region than the
centralized. We skip here again the proof due to a lack of
space. In other words, by simply selecting the broadcast time
T such that the above condition is satisfied, our algorithm
performs better. Notice that this condition is logical since,
according to our algorithm, during the broadcast phase (i.e.
at slots 0, T, ..mT, (m + 1)T, ...) no data transmission is
performed and these slots are reserved only for signaling.
Clearly by reducing the number of slots reserved for broadcast
the bit rate will increase. Here, we find explicitly a condition
that must satisfy this broadcast time T (in addition to the
characterization of the stability region).

V. SIMULATION RESULTS

In order to illustrate the impact of the proposed policy on
the stability region of the system, we simulated a single cell
system where the BS uses N = 4 antennas to serve K = 10
users. Each user has a Poisson traffic with different average
arrival rates as λK := λ and λk−1 = 1.05λk. For simplicity,
a threshold rule, where the threshold for the channel gain
depends only on the preferred number F of users to be served
and threshold G = FS

P is used. The reason for choosing this
is that if the channel gain of a user is smaller and F − 1
other users are served then the rate of this user will be zero.
We set the slot duration to be Ts = 1000 channel uses, rate
level R = 1 bit per channel use and overheads for downlink
pilot and uplink pilot length per user βp = 50 and β = 100,
respectively, while the rate for signalling is set to R0 = 0.2
bits per channel use. We simulated the system for different
values of signalling period T and λ, each simulation lasting
106 timeslots. In order to illustrate the stability properties,
we present the average total queue lengths, i.e. the quantity

1
106

∑106−1
t=0

∑K
k=1 qk(t) for S = P/2 = 0.1 and S = P = 1

in Figures 1 and 2 respectively.
We can see in the figures that, indeed, by selecting time T

higher than the condition in (3), our algorithm performs better
than the baseline centralized policy. Notice that increasing T
too much will not necessarily keep increasing the stability
region. More precisely, by increasing T the stability region
will increase but when T takes high values the increase
becomes negligible. This can be interpreted using the result in
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Fig. 3. Evolution the quadratic Lyapunov function for different policies, for
P = S = 1 and λ = 70 bits/slot.

Theorem 7 since the convex hull is multiplied by the
(
1− 1

T

)
term. In addition, the threshold-based policy gives higher
expansion of the stability region when the SNR threshold for
correct decoding is high. This is expected, as the higher the
SNR threshold is, the more important accurate channel state
information becomes (and the higher probability there is that a
user selected under the centralized policy will have a channel
that will not allow to support the rate R).

Another observation from Figures 1 and 2 is that increasing
the signalling period T leads to higher average queue lengths
for the cases where the system is stable under all policies. This
can be explained intuitively by the fact that the centralized pol-
icy and policies with low signalling period adapt to real time
(or very up to date) queue state information. To examine this in
more detail, we show in Figure 3 the evolution of the quadratic
Lyapunov function V (t) = V (q(t)) = 1

2

∑K
k=1 q

2
k(t) over

time for λ = 70 bits/slot (i.e. for arrival rates where all
queues are stable). Recall that the centralized and threshold
based policies try to maximize the negative part of the drift of
this Lyapunov function and also that (any) Lyapunov function
can be interpreted as a metric of how ”far” the queue lengths
vector wanders away from the origin (i.e. 0). The Figure shows
clearly that, increasing T makes the queues build up in the
beginning and the system arrives to a steady state when the
queue length vector is further from the origin.

Complimentary to Fig. 3, we plot in Fig. 4 the evolution
over time of q1(t) for the same simulation runs. We can see
that for the threshold-based schemes the size of this queue
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Fig. 4. Evolution of q1(t) under different policies, for P = S = 1 and
λ = 70 bits/slot.

tends to build up larger as T grows and then to go down to
(almost) zero, this procedure being repeated for the simulation
duration. This illustrates the effect of the outdated queue
lengths information: Queues that were large in the control slot
mT continue to get served in the next T − 1 slots and queues
that were small in mT do not get much service. That means
that users with big queues get scheduled most of the time. In
the same time, the smaller queues build up, since they do not
get much service.

Overall, simulation results imply that increase in the sig-
nalling period can increase the stability region of the system
at the cost of longer queue lengths and/or more time needed
for the Markov chain to reach its steady state.

VI. CONCLUSIONS

We developed a scheme for uplink training and user selec-
tion in single cell MISO wireless systems where the basic
idea is that only users with channel magnitudes above a
threshold get scheduled. We show that adjusting the threshold,
number of users to get served and set of potential users to
be served dynamically, the examined policy can improve the
stability region with respect to the centralized policy (where
the users are scheduled for training based on the channel
statistics). Furthermore, we characterized the stability region
of our scheme and the baseline centralized policy.
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APPENDIX
PROOF OF LEMMA 6

Proof the first part: Notice that here only one user is to
be scheduled (since F (m) = 1). This means that the i-th user
in the ordering gets scheduled if (i) his channel magnitude
is above the threshold and (ii) the channel magnitudes of the
i− 1 users before him are below the threshold. In addition, if
this user is scheduled the contention period stops right after,
i.e. lasts for i minislots.

Proof of the second part: We now deal with the case where
2 ≤ F (m) = F ≤ Fmax. The mean rate of the i-th user in
the ordering can be written as follows:

µ̄k(i)(F, K̄,G) =

P {F users above G, k(i) ∈ F}E
{
µ̄k(i)|F above G,

k(i) ∈ F
}

+

F−1∑
F ′=1

P {F ′ users above G, k(i) ∈ F}E
{
µ̄k(i)|F ′ aboveG,

k(i) ∈ F
}

:= µ̂i(F ) +

F−1∑
F ′=1

µ̂i(F
′). (4)

For the rest of the proof, we will denote the event that user
k(i) is scheduled as k(i) ∈ F . For the first term of the above
equation, which corresponds to the event that F (m) = F users
get scheduled in the end, we have

µ̂i(F ) =

K̄∑
m=F

P {M = m, k(i) ∈ F , |F| = F} [Ts − (βp

+ βF +m)]+E
{
rk(i)(t)

∣∣∣∣F, gk(i)(t) > G

}
, (5)

where M denotes the duration of the contention period (i.e.
how many minislots are used till F users are found with the
channel magnitude above the threshold). Since k(i) should be
in the set of users that are scheduled, the contention period
should not stop before his minislot, that is

P {M = m, k(i) ∈ F , |F| = F} = 0,∀0 ≤ m < i.

In addition, we should also have m ≥ F . Combined with
the above, it implies that m ≥ max{F, i}. Taking also into

account that, by definition E
{
rk(i)(t)

∣∣∣∣F, gk(i)(t) > G

}
=

r̄d(F,G), the sum in (5) can be then rewritten as follows:

µ̂i(F ) =

1{i≥F}[Ts − (βp+

βF + i]+P {M = i, k(i) ∈ F , |F| = F} r̄d(F,G)+

K̄∑
m=max{F,i+1}

P {M = m, k(i) ∈ F , |F| = F} [Ts − (βp

+ βF +m)]+r̄d(F,G). (6)

The first term of (6) corresponds to the case where k(i) is
the last user to send the signal for which the channel gain is
greater than G. In this case, exactly F − 1 out of the i − 1
previou users must have channel gain above G, therefore

P
{
M = i, k(i) ∈ F ,|F| = F

}
=(

i− 1

F − 1

)
pF (G)(1− p(G))i−F

(7)



For the second term of (6), we note that the event in the
probability is equivalent to the union of events where (i) the
channel magnitude of user k(i) is above G (ii)the channel
magnitude of user k(m) is above G and (iii) f users with
lower order than i, that is between and including k(1) and
k(i− 1) and F − f − 2 between and including k(i + 1) and
k(m − 1) have channel magnitudes above the threshold, for
all values of f . The values f is allowed to take should satisfy
the following properties:

0 ≤ f ≤ i− 1

f ≤ F − 2

F − (f + 2) ≤ m− 1− i =⇒ f ≥ F − 1− (m− i).
(8)

The first condition in (8) comes from the fact that the number
of users before the i-th user is i− 1, the second from the fact
that since k(i) and k(m) should both be scheduled, not more
than F − 2 users higher in the ranking of k(i) should have
channel magnitudes above the threshold and the third because
there are left m − i users in the ranking between, and not
including users k(i) and k(m) . We thus have

P {M = m, k(i) ∈ F , |F| = F} =

p2(G)

min{F−2,i−1}∑
f=max{0,F−1−m+i}

P
{
f in {k(1), ..., k(i− 1) above G,

F − (f + 2) in {k(i+ 1), ..., k(m− 1) above G
}
,

which, since the channels are i.i.d. among users reduces to

P {M = m, k(i) ∈ F , |F| = F} =

p2(G)

min{F−2,i−1}∑
f=max{0,F−1−m+i}

P
{
f out of i− 1 above G

}

P
{
F − (f + 2) out of m− 1− i above G

}
.

The event in the first term inside the sum happens in
(
i−1
f

)
possible ways with probability pf (G)(1 − p(G))i−1−f each,
while the event in the second term happens in

(
m−1−i

F−(f+2)

)
ways,

with probability pF−(f+2)(G)(1−p(G))m−i−(F−(f+1)) each.
Replacing and taking into account that F ≤ m (all F users
should get scheduled) and we get eventually

P {M = m, k(i) ∈ F , |F| = F} = p(G)F (1− p(G))m−F

min{F,i}−1∑
f=max{0,F−1−m+i}

(
i− 1

f

)(
m− 1− i
F − (f + 2)

)
, (9)

for max{F, i+ 1} ≤ m ≤ K̄

We now turn to the second term of (4), i.e. the sum∑F−1
F ′=1 µ̂i(F

′). This is in fact due to the probability that less
than F users can have channel magnitude above the threshold.
The event that exactly F ′ < F users have channel magnitude
above the threshold and user k(i) is scheduled is the same
as user k(i) having channel magnitude over the threshold and
exactly F ′−1 out of the remaining K̄−1 users do. This event

can happen in
(
K̄−1
F ′−1

)
combinations, each having a probability

of p(g∗)pF
′−1(g∗)(1−p(g∗))K̄−F ′ . On the other hand, if less

than F users are above the threshold then all K̄ minislots
are used, therefore the contention period lasts for K̄ channel
uses. Finally, F ′ users participate in the uplink training. We
then have

µ̂i(F
′) =

(
K̄ − 1

F ′ − 1

)
pF
′
(G)(1− p(G))K̄−F

′

[Ts − (βp + K̄ + βF ′)]+E
{
rk(i)(t)

∣∣∣∣F ′, gk(i)(t) > G

}
.

The result follows combining the above with (4), (5), (6), (7)
and (9).
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