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Abstract—In this paper, a cooperative Multiple-Input-
Multiple-Output (MIMO) scheme for wireless sensor networks is
presented. We consider a network which consists of inexpensive
sensor nodes transmitting data towards sinks. We take into
account the hardware limitations this kind of devices typically
present. Having in mind potentially high number of nodes
in the network, we study the asymptotic regime, inspired by
recent developments in the massive MIMO field, which simplifies
the performance analysis and is shown to be sound even for
relatively low number of nodes. The aim is to provide the optimal
number of sensor nodes to be deployed and the duration of the
channel estimation phase, having in mind energy efficiency as
performance metric.

I. INTRODUCTION

Wireless sensor networks (WSNs) have recently gained

increasing attention as practical technology being introduced

to different applications. A considerable number of these

applications requires transmission of the acquired data over

long distances using resources available only at sensor nodes.

In this situation, direct transmission from a source node to a

sink over fading channel often presents harsh obstacles mainly

due to the large amount of energy required to establish a

reliable transmission, thus fostering an inefficient use of the

batteries.

Multiple-input multiple-output (MIMO) systems are well

known for their capability to obtain high spectral efficiency

in the presence of fading channels [1] [2]. However, the need

to install multiple antennas in sensor nodes can be problematic

for economic and practical reasons. To extend the advantages

of MIMO systems to devices characterised by a reduced

number of antennas, the idea of deploying a cooperative (also

known as virtual or distributed) MIMO architecture appears

to be very promising. One of the first studies on this topic

was presented in [3], where nodes cooperate to establish

virtual antenna arrays, which behave as a single multi-antenna

terminal. One of the most interesting cooperative MIMO

schemes is cooperative beamforming [4]. More recently, in

[5] the authors analyse a virtual MIMO (vMIMO) mechanism

for energy efficient data gathering in WSNs. Moreover, they

propose a distributed heuristic algorithm for vMIMO-aware
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topology construction and routing which enables high energy-

efficiency.

Despite its promises, the employment of a cooperative

MIMO architecture poses several technical challenges mainly

because of the large amount of signalling packets required to

establish the cooperation among different nodes. In this paper

we take a different approach: we devise a simple mechanism

which does not require signalling and allows for deployment

of cheap sensor nodes with limited hardware capabilities. The

scope of this work is to mathematically model a cooperative

WSN and obtain the set of design parameters which maximises

the energy efficiency of the system. We show the impact of

hardware impairments and channel estimation error on the

performance of the system. The asymptotic analysis is used

to simplify the problem formulation and to find closed form

expressions for the optimal pilot length and number of sensors.

Numerical simulations show that the obtained results are valid

even for a network of relatively small size.

This work is inspired by recent developments in massive

MIMO technique for cellular networks [6], [7], [8]. However,

in this work we are considering a different scenario with its

particular constraints and requirements.

The rest of the paper is organised as follows1. Section II de-

scribes the system model, Section III presents the optimisation

problem we are solving, Section IV contains the analysis of

the asymptotic regime. In Section V we present the simulation

setup and numerical results and finally, Section VI concludes

the paper.

II. SYSTEM AND SIGNAL MODELS

Consider a WSN composed of N sensors and K sinks, both

equipped with a a single antenna, operating over a bandwidth

B. We assume that the sensors are detecting an event or

measuring the same parameter such that the data they are

transmitting, s, is the same. We consider a block flat-fading

channel with T being the coherence time. We assume that

the sensors and sinks operate according to a time-division

duplex (TDD) protocol shown in Fig. 1 with Ts being the

time required to transmit a symbol and M being the number

1The following notation is used. E{·} denotes the expectation while CN
denotes circularly symmetric complex Gaussian random variable. Matrices
and vectors are denoted by uppercase boldface and lowercase boldface letters
respectively. We use ⊗ to denote the Kronecker product, H accounts for the
Hermitian operator, tr{·} denotes the trace of matrix.



of symbols within a frame. As seen, the transmission phase

is preceded by a training phase in which pilots, of length

τ symbols, are sent by sinks with 0 ≤ τ ≤ M . Pilots

enable sensors to estimate the channels. Moreover, pilots

are used for synchronisation among nodes such that, during

the transmission phase, they start transmitting at the same

time. Given the simplicity of the synchronisation scheme, the

synchronisation error does not increase with the number of

nodes. In the following we assume that nodes are perfectly

synchronised. The TDD protocol is assumed to be matched to

the coherence time (i.e., MTs ≤ T ). Therefore, the channels

are considered reciprocal and the sensors can make use of

estimates for transmission. Call hnk the channel coefficient

from sensor n to sink k and assume that

hnk =
√

dnkwnk (1)

where wnk ∼ CN (0, 1) accounts for the small-scale fading

channel and dnk describes the pathloss. We assume that the

precoding coefficient used by sensor n is given by

vn =
1√
λn

K
∑

i=1

hni (2)

where λn =
∑K

i=1 dni is chosen such that E{|vn|2} = 1.

The adopted precoding scheme is fully distributed and rather

simple, since nodes need to know only their own composite

channel
∑K

i=1 hni towards sinks. However, this comes at a

cost. The precoding vector does not match the channel towards

any of the sinks, instead, it partially matches all of them, which

makes it a sub-optimal version of beamforming. In a more

compact form, we may write v = [v1, . . . , vN ]T as

v =

K
∑

i=1

Λ
−1/2

hi, Λ = diag{λ1, . . . , λN}. (3)

Let v̂ ∈ CN×1 be an estimate of v and assume that hard-

ware impairments (such as non-linearities in amplifiers, clock

drifts, I/Q imbalance in mixers, finite-precision ADCs and so

forth) affect transmission. Similar to [9]–[11], we model the

hardware impairments as a reduction of the original signals

by a factor
√

(1− ǫ2), where ǫ is the error vector magnitude,

and replacing it with Gaussian distortion noise that carries the

removed power. Then, the signal received at sink k takes the

form [9]–[11]

yk = h
H
k

(

√

p (1− ǫ2)v̂s+ η
)

+ nk (4)

where p is the transmit power and nk ∼ CN (0, σ2) is the

thermal noise and

η =
√
pǫv̂⊗ ξ (5)

accounts for non-ideal hardware. In the above, we assume ξ ∼
CN (0, IN ) so that the distortion noise at sensor n is distributed

as ηn ∼ CN (0, pǫ2|v̂n|2).

Pilot signals Data transmission

t

MTs

τTs

Fig. 1. Time division duplex protocol.

III. PROBLEM STATEMENT

The Energy Efficiency (EE) of the WSN is measured in

bit/Joule and it is computed as the ratio between the achievable

rate (in bit/second) and the total power consumption PT (in

Watt = Joule/second). The latter is computed as

PT =
(

1− τ

M

)

PTX + τPCE +NPSEN +KPSINK (8)

where PTX accounts for the power consumption of sensor

nodes in transmission state, PCE is power consumption of

sinks in the pilot transmission phase, whereas PSEN and

PSINK are constant quantities accounting for the fixed power

consumption required by each sensor and sink, respectively,

for running the circuitry. The objective of this work is to look

at the solution of the following problem:

max
{τ,N}∈Z

2
+

EE=

(

1− τ
M

)

K
∑

k=1

rk
(

1− τ
M

)

PTX + τPCE +NPSEN +KPSINK

(9)

where rk denotes the achievable rate at sink k. The pre-log

factor 1 − τ
M accounts for pilot overhead. In the sequel, we

show how to model and compute all the terms in the energy

efficiency function in the presence of imperfect channel state

information (CSI) and hardware impairments. We start by

characterising the statistics of the channel estimation scheme.

A. Pilot-based Estimation of Precoding Coefficients

Observe that dni corresponds to the long-term average

channel attenuation, which changes in time some orders of

magnitudes slower that the fast fading channels. In practice,

this means that dni remains constant for a sufficiently large

number of reception phases to be accurately estimated at

the sensor. For this reason, in all subsequent discussions

we assume that the quantities {dni} are known at sensor

n. Therefore, sensor nodes need to estimate only
∑K

i=1 hni.

Assume also that the pilot signal can be represented by a

deterministic vector u ∈ Cτ×1, such that |ui|2 = pτ , with pτ
being a design parameter which defines the transmit power

of sinks. Therefore, we have PCE = Kpτ/µSINK, where

µSINK ∈ (0, 1] accounts for the transceiver efficiency of sinks.

The collective received signal xn ∈ Cτ×1 at sensor n is

given by

xn =

K
∑

i=1

hniu+ nn = αnu+ nn (10)

where nn ∼ CN (0, ς2IN ) contains the additive noise at the

receiver during the pilot signalling. To keep the complexity of
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p
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∣

∣
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∣

∣
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+ pǫ2hH
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(6)

EE =

(

1− τ
M

)

B
K
∑

k=1

log2 (1 + γk)

p
µSEN

(

1− τ
M

)

(

vHv + ς2

τpτ
tr
{

Λ
−1
}

)

+ τpτ

µSINK
K +NPSEN +KPSINK

(7)

sensors at a tolerable level, we employ the least-squares (LS)

estimator of αn defined as:

α̂n =
1

τ
u
H
xn. (11)

The variance of the estimation error is given by E{|αn −
α̂n|2} = ς2

τpτ
. Plugging (10) into (11) and using (2) yields

v̂ = v + e (12)

where e ∈ CN×1 is the estimation error vector with elements

en ∼ CN (0, 1
λn

ς2

τpτ
).

Observe that a single pilot signal (i.e., τ = 1) from all

sinks would be sufficient to estimate the precoding coefficients

at all sensors. This is a consequence of the adoption of

precoding scheme in (2). Different precoding schemes based

on knowledge of {hni} would require τ ≥ K .

B. Energy Efficiency

Plugging (12) into (4) and using (3) one gets

yk=
√

p (1− ǫ2)hH
k Λ

−1/2
hks+

√

p (1− ǫ2)hH
k es+

+
√

p (1− ǫ2)

K
∑

i=1,i6=k

h
H
k Λ

−1/2
his+ ǫ

√
phH

k η + nk. (13)

The achievable rate at sink k is [10], [11]

rk = B log2 (1 + γk) (14)

where γk is the signal-to-interference-plus-noise ratio (SINR)

given by (6), shown at the top of page, with D being defined

as D = diag{|v1|2 , . . . , |vN |2}. From (4), it turns out that

PTX =
1

µSEN

[

p
(

1− ǫ2
)

E
{

v̂
H
v̂
}

+ pǫ2E
{

ηHη
}]

(15)

where µSEN ∈ (0, 1] accounts for the transceiver efficiency of

sensor nodes. Using simple calculus we obtain

PTX =
p

µSEN

(

v
H
v +

ς2

τpτ
tr
{

Λ
−1
}

)

. (16)

Putting all the above results together, we have that the EE

takes the form in (7), shown at the top of page.

IV. ASYMPTOTIC ANALYSIS

To gain some insights into the structure of the solution to

(9), we assume that the number of sensors N grows without

bound while the number of sinks is kept fixed. For notational

convenience, we denote

Ak = E







dk
√

∑K
i=1 di







Bk = E

{

dk
∑K

i=1 di

}

(17)

and

Ck = E

{

d2k
∑K

i=1 di

}

Dk =
∑

ℓ 6=k

E

{

dkdℓ
∑K

i=1 di

}

. (18)

Observe that the above coefficients depend only on the aver-

age channel attenuations. The following result can be easily

proved.

Lemma 1. If N grows without bound, then 1
N γk − γk → 0

almost surely with

γk =
p
(

1− ǫ2
)

|Ak|2

p ς2

τpτ
Bk + pǫ2 (2Ck +Dk)

. (19)

Moreover, we have that 1
N PTX−PTX → 0 almost surely with

PTX =
p

µSEN

(

1 +
ς2

τpτ
E

{

1
∑K

i=1 di

})

. (20)

Proof: The results easily follow using simple sta-

tistical arguments and from observing that v
H
v =

∑K
i=1 h

H
i Λ

−1
hi from which using (1) and (3) it follows that

1
N

∑K
i=1 h

H
i Λ

−1
hi − 1 → 0 almost surely.

Lemma 1 shows that the SINR and the transmit power

increase linearly with N . Although valid for N growing

without bounds, next we use this result for a system with a

large but finite number of sensors. Using (19) and (20) into

(7) leads to

EE =

(

1− τ
M

)

B
K
∑

k=1

log2 (1 + γkN)

(

1− τ
M

)

α(τ)N + βτ +NPSEN +KPSINK

(21)

where we have defined (for notational compactness)

α(τ) =
p

µSEN

(

1 +
ς2

τpτ
E

{

1
∑K

i=1 di

})

(22)

and β = Kpτ/µSINK.



TABLE I
SIMULATION PARAMETERS

Parameter Value Parameter Value

Area side length: a 500 m Transceiver efficiency sensor nodes: µSEN 0.08

Path-loss model: dnk 10
−3.53

distance
−3.76

nk
Transceiver efficiency sinks: µSINK 0.3

Sensor nodes transmit power: p 1 mW Hardware impairments: ǫ2 0.17
Pilot transmit power: pτ 100 mW Bandwidth: B 5 MHz

Circuit power sensor nodes: PSEN 20 mW Frame duration: T 8.2 ms
Circuit power sinks: PSINK 100 mW Number of symbols in a frame: M 256

Total noise power: Bσ2 −107 dBm Symbol time: Ts 32 µs

Lemma 2. For N and K given, the value of τ maximising

(21) is

τ⋆ =









1

M

1±
√

M2

cN

(

NPSEN+KPSINK

M + β
)

1− M2

cN

(

NPSEN+KPSINK

M + β
)









(23)

with

c =
p

µSEN

ς2

pτ
E

{

1
∑K

i=1 di

}

. (24)

Proof: The result follows setting ∂EE/∂τ = 0 and

solving with respect to τ .

Finding the optimal N⋆ for a given τ is very hard due to the

sum over the number of sinks. A possible setting in which this

can be easily accomplished is when the sinks are uniformly

distributed over a circle. In these circumstances, the symmetry

implies that γk = γ, ∀k so that (21) reduces to

EE =

(

1− τ
M

)

BK log2 (1 + γN)

αN + βτ +KPSINK
. (25)

We now look at the EE-optimal value of N when τ is given.

Lemma 3. For τ given, the value of N maximising (25) is

given by

N⋆ =
e(z

⋆+1) − 1

γ
(26)

where

z⋆ = W

(

γ (βτ +KPSINK)

αe
− 1

e

)

(27)

and W (x) is the Lambert function defined by the equation

t = W (t)eW (t) for any t ∈ C.

Proof: The proof relies on using the same arguments of

Theorem 2 in [7] and is omitted for space limitations.

V. NUMERICAL RESULTS

The above presented model has been implemented in Mat-

lab. Sensor nodes and sinks are assumed to be uniformly

distributed within the observation area, a square of side a. In

order to get stable results, we average over 1000 realisations

of positions and all the other random variables, such as noise,

fading, etc. The network parameters are given in Table I. Those

related to the energy consumption are taken from the datasheet

of a popular WSN device, TI CC2530 [12], while PHY layer

parameters are inspired by the IEEE 802.15.4 standard [13].
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Fig. 2. Energy efficiency as a function of N for τ = 5.

2 4 6 8 10

5

10

15

τ⋆ = 3

τ⋆ = 1

τ⋆ = 1

τ

E
E
[

M
b
it

J

]

K = 1

K = 3

K = 5

Fig. 3. Energy efficiency as a function of τ for N = 30.

Fig. 2 illustrates the energy efficiency as a function of N for

different values of K when τ = 5. As can be seen, increasing

K improves energy efficiency but the optimal number of

nodes N needs to be increased accordingly. Observe that the

maximum region of the curve tends to become flat as K
becomes large, meaning that we can admit certain error in the

computation of the optimal N without losing in performance.

This will be useful later on.

Fig. 3 illustrates the energy efficiency as a function of

τ when N = 30 and K = 1, 3 and 5. As it can be

observed, the EE-optimal value of τ decreases when increasing
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Fig. 4. Optimal number of sensor nodes, N⋆ as a function of K .

K . This is due to the fact that the energy consumption of

pilot transmission phase increases with K and becomes the

dominant part of the overall energy consumption, mostly

because pilots are transmitted with high power. In this setting,

the gain in terms of achievable rate obtained by increasing τ
is counterweighted by the increase in energy consumption.

The results of Figs. 4 and 5 refer to the asymptotic analysis.

In particular, Fig. 4 shows the optimal number of sensor nodes,

N⋆, as a function of K for τ = 1 and 5. We can see that N⋆

increases linearly with K with a slope that depends on τ . The

difference between the values of N⋆ obtained by simulations,

N⋆
sim, and asymptotic analysis, N⋆

as, does not exceed 10%.

Fig. 5 illustrates the energy efficiency achieved by the optimal

number of sensor nodes N⋆
sim and N⋆

as as a function of K for

different τ . As it is seen, N⋆
as achieves the same performance

as N⋆
sim, meaning that it is safe to use (26), instead of running

simulations, in order to get the EE-optimal value of N .

VI. CONCLUSIONS

In this paper we presented a cooperative MIMO scheme for

WSNs. The presented scheme is simple and introduces very

little overhead. We analyse the performance in terms of energy

efficiency and optimise the number of sensor nodes as well

as the duration of channel estimation phase. The EE-optimal

number of sensor nodes increases linearly with the number

of sinks. The analysis shows that as the number of sinks

increases, the energy consumption due to pilots transmission

becomes dominant and, consequently, the EE-optimal duration

of the channel estimation phase gets shorter. We also show

that when all the sinks are symmetrically distributed within

the observation area, the optimisation problem is simplified

and asymptotic analysis provides a closed form solution for

the optimal number of sensor nodes.
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