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Optimal Design of the Adaptive Normalized
Matched Filter Detector

Abla Kammoun, Romain Couillet, Frédéric Pascal, Mohamed-Slim Alouini

Abstract—This article addresses improvements on the design
of the adaptive normalized matched filter (ANMF) for radar
detection. It is well-acknowledged that the estimation of the
noise-clutter covariance matrix is a fundamental step in adaptive
radar detection. In this paper, we consider regularized estimation
methods which force by construction the eigenvalues of the
scatter estimates to be greater than a positive regularization
parameter ρ. This makes them more suitable for high dimensional
problems with a limited number of secondary data samples than
traditional sample covariance estimates. While an increase of
ρ seems to improve the conditioning of the estimate, it might
however cause it to significantly deviate from the true covariance
matrix. The setting of the optimal regularization parameter is a
difficult question for which no convincing answers have thusfar
been provided. This constitutes the major motivation behind our
work. More specifically, we consider the design of the ANMF
detector for two kinds of regularized estimators, namely the
regularized sample covariance matrix (RSCM), appropriatewhen
the clutter follows a Gaussian distribution and the regularized
Tyler estimator (RTE) for non-Gaussian spherically invariant
distributed clutters. The rationale behind this choice is that the
RTE is efficient in mitigating the degradation caused by the
presence of impulsive noises while inducing little loss when the
noise is Gaussian.

Based on recent random matrix theory results studying the
asymptotic fluctuations of the statistics of the ANMF detector
when the number of samples and their dimension grow together
to infinity, we propose a design for the regularization parameter
that maximizes the detection probability under constant false
alarm rates. Simulation results which support the efficiency of
the proposed method are provided in order to illustrate the gain
of the proposed optimal design over conventional settings of the
regularization parameter.

Index Terms—Regularized Tyler’s estimator, Adaptive Normal-
ized Mached Filter, robust detection, Random Matrix Theory,
Optimal design.

I. I NTRODUCTION

The estimation of scatter matrices is of fundamental im-
portance for space-time adaptive processing (STAP) which
underlies the design of radar systems [1], [2]. In radar detec-
tion for instance, it is well-acknowledged that a sufficiently
accurate scatter matrix is key to enhancing the detection
performance (see [3], [4] and references therein). In orderto
support a possible deficiency in samples (number of samples
less than their dimensions), regularized covariance matrix
estimation methods have been proposed [5]. One regularized
estimation method is given by the use of the regularized
sample covariance matrix (RSCM). The RSCM fundamentally
originates from the diagonal loading approach which can be
traced back to the works of Abramovich and Carlson [5],
[6]. As a derivative of the sample covariance matrix (SCM),
the RSCM inherits its main major limitation of exhibiting
poor performances when observations contain outliers. This

latter scenario is often modeled by assuming that observations
are drawn from complex elliptical symmetric distributions
(CES), originally introduced by Kelker [7]. The inherent
nature of these distributions to produce atypical observations
makes the task of estimating the covariance matrix much
more challenging. To tackle this issue, a class of covariance
estimators coined robust estimators of scatter matrices have
been proposed by Huber, Hampel, and Maronna [8]–[10],
and extended more recently by Ollila to the complex case
[3], [4], [11]. Similar to the Gaussian case, the regularization
technique has been applied to the robust Tyler estimator [12],
yielding the so-called regularized Tyler estimator (RTE).While
conventional robust covariance methods are undefined for too
few samples (number of samples less than their dimensions),
the existence of the RTE as well as the convergence of the
associated recursive algorithm are two major findings which
have recently been established in several works [13]–[16].
Unlike the RSCM, the RTE, as a derivative of the robust
Tyler’s estimator, is resilient to the presence of outliers,
thereby making it more suitable to radar applications, for
which experimental evidence rules out Gaussian models for
the clutter [17]–[20].

As far as regularized estimation methods are concerned, it is
essential to determine a clever way of setting the regularization
parameter. This question has essentially been investigated in
[21], [22] for the RSCM and in [15], [23] for the RTE.
Although yielding different expressions, these works havethe
common denominator of being merely based on a distance
minimization between the RTE or the SCM and the true
covariance matrix. It is thus not clear whether these choices
will allow for good performances when applied to detection
problems. We consider in this work the design of the adaptive
normalized matched filter (ANMF) for radar detection. Firstly
introduced by [24] and analyzed in [25]–[27], this scheme
was shown to enjoy the interesting features of constant false
alarm property with respect to the clutter power and covariance
matrix. This detector is obtained by replacing in the statistic of
the normalized matched filter (NMF) the covariance matrix by
a given estimate [26], which is computed based on secondary
data observations, i.e.,n signal free independent and identi-
cally distributed (i.i.d.) observations. Of interest in this work
are the cases where the RSCM or the RTE are used in place
of the unknown covariance matrix. We will consider first the
scenario where the detector operates over Gaussian correlated
clutters and thus uses the RSCM as a replacement for the
unknown covariance matrix, a scheme which will be referred
to as ANMF-RSCM. In order to come up with an appropriate
design for the ANMF detector, it is essential to characterize
the behaviour of its corresponding false alarm and detection
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probabilities.
Under the assumption of fixed dimensions, such a task

seems to be out of reach. This has led us to consider in [28]
the regime wherein the number of secondary data samples
and their dimensions grow simultaneously to infinity, thereby
allowing for the use of advanced tools from random matrix
theory. The asymptotic false alarm probability for the ANMF-
RTE was in particular derived in [28] (yet only as a mere
application example of the main mathematical result.). In order
to allow for an optimal choice of the regularization parame-
ter, these results need to be augmented with an asymptotic
analysis of the detection probability. This constitutes the main
contribution of our work. In particular, we extend the results
of [28] to the ANMF-RSCM detector by showing that its
corresponding statistic flucutates as a Rayleigh distribution
when no target is present and, additionally, establish thatit
behaves like a Rice distributed random variable otherwise.
Based on the asymptotic characterization of these distributions,
we propose an optimal setting of the regularization parameter
that maximizes the asymptotic probability of detection forany
given false alarm probability.

In a second part, we consider the case where the clutter
is drawn from heavy tailed distributions. It is thus naturalto
assume that the detector uses the RTE, since the RSCM is
vulnerable to the presence of outliers and may provide poor
performances. This scheme will be coined ANMF-RTE. By
exploiting recent results on the asymptotic behavior of the
RTE estimator [28], [29], we prove that, up to a certain change
of variable, the ANMF-RTE is asymptotically equivalent to
the ANMF-RSCM when operating over Gaussian clutters.
This argues in favor of the role of the RTE to retrieve the
Gaussian performances while operating over heavy distributed
clutters. Finally, we prove through simulations the superiority
of our design to some of the adhoc recent settings of the
regularization parameter that have recently been proposed.
The gain of our design likely owes to the high accuracy
of the derived asymptotic results in predicting the detection
probability of the ANMF schemes.

The remainder of the paper is organized as follows. In the
first section, we introduce the considered problem. Then, we
propose an optimal design approach for the ANMF-RTE and
the ANMF-RSCM. Finally, we illustrate using simulations the
gain of the proposed design method over conventional settings
of the regularization parameter.

Notations: Throughout this paper, we depict vectors in
lowercase boldface letters and matrices in uppercase boldface
letters. The notation(.)∗ stands for the transpose conjugate
while tr(.) and(.)−1 are the trace and inverse operators. The
notation‖.‖ stands for the Euclidean norm for vectors and for
spectral norm for matrices. The arrow

a.s.−→ designates almost
sure convergence. The statementX , Y defines the new
notationX as being equal toY .

II. PROBLEM STATEMENT

We consider the problem of detecting a complex signal
vectorp corrupted by an additive noise as:

y = αp+x

where y ∈ CN represents the vector received by anN -
dimensional array of sensors,x stands for the noise clutter and
α is a complex scalar modeling the unknown target amplitude.
The signal detection problem is phrased as the following
binary hypothesis test:

{
H1 : y = αp+x

H0 : y = x.
(1)

Several models for the clutterx have been proposed. Among
them, we distinguish the class of CES random variates
which encompass most of the commonly encountered random
models, including the standard Gaussian distribution, theK-
distribution, the Weibull distribution and many others [3]. A
CES distributed random variable is given by:

x =
√
τC

1
2

N w̃

whereτ is a positive scalar random variable called thetexture,
CN is the covariance matrix1 and w̃ is an N -dimensional
vector independent ofτ , zero-mean unitarily invariant with

norm ‖w̃‖ =
√
N . The quantityC

1
2

Nw̃ is referred to as
speckle. The design of an appropriate statistic to the above
hypothesis test depends on the amount of knowledge that is
available to the detector. If the clutter is Gaussian with known
covariance matrixCN while α is unknown, the Generalized
Likelihood Ratio (GLRT) for the detection problem in (1)
results in the following test statistic:

TN =

∣∣y∗C−1
N p

∣∣
√
y∗C−1

N yp∗C−1
N p

which corresponds to the square-root statistic of the ANMF
detector. The statisticTN has been derived independently
by several works, thereby leading the corresponding detector
to have many alternative names: the constant false alarm
(CFAR) matched subspace detector (MSD) [30], the nor-
malized matched filter (NMF) [31], or the Linear Quadratic
GLRT (LQ-GLRT) [32]. If the clutter is elliptically distributed,
optimal detection procedures based on the GLRT principle
lead to statistics that depend on the distribution of the texture
τ . Nevertheless, a complete knowledge of the statistics of the
signal and noise cannot be acquired in practice. A reasonable
hypothesis, largely used in radar detection, is to assume that
only p is known whileα and the statistics of the noise are ig-
nored. To handle this case, the use ofTN whose optimality has
only been shown in the Gaussian setting has been advocated
as a good detection technique. Such a choice has particularly
been motivated by the result of [24] showing the asymptotic
optimality of TN , whenN becomes increasingly large, under
the setting of compound-Gaussian distributed clutters. From
the expression ofTN , it can be seen that the detector is only
required to knowCN up to a scale factor, which is much less
restrictive than the requirement of optimal detection strategies.

Since the covariance matrixCN is unknown in practice,
a popular approach consists in replacing inTN the unknown
covariance matrixCN by an estimate built on signal free i.i.d.

1Note that when the second order statistics exist, the scatter matrix is equal
to the covariance matrix (up to a constant).
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observationsx1, · · · ,xn, termed secondary data. The result-
ing detector is called the adaptive normalized matched filter
(ANMF). Several concurrent estimators ofCN can be used.
The most popular one is the traditional sample covariance
matrix (SCM) given by:

R̂N =
1

n

n∑

i=1

xix
∗
i

which corresponds to the Maximum-Likelihood estimator
(MLE) if the clutter is Gaussian distributed. However, in some
scenarios where the available number of observationsn is
of the same order or smaller thanN , the SCM, being ill-
conditioned, will not lead to accurate detection results2. A
practical approach that has received considerable attention is
to regularize the SCM, thereby yielding the regularized SCM
(RSCM) given by:

R̂N(ρ) = (1−ρ)R̂N+ρIN , (2)

where the parameterρ ∈ [0, 1] serves to give more or less
importance to the sample covariance matrixR̂N depending
on the available number of samples. The ANMF that uses the
RSCM as a plug-in estimator ofCN will be referred to as
ANMF-RSCM.

While this regularization artifice has revealed efficient in
handling the scarcity of the available samples, it has the serious
drawback of fundamentally relying on the SCM. In effect, the
SCM, even though suitable for Gaussian settings, is known to
be vulnerable to outliers and thus leads to highly inefficient
estimators when the samples are drawn from heavy tailed non-
Gaussian distributions. A standard alternative to conventional
sample covariance estimates is constituted by the class of
robust-scatter estimators, known for their resilience to atypical
observations. The robust estimator that will be consideredin
this work was defined in [14] as the unique solutionĈN (ρ)
to:

ĈN (ρ) = (1−ρ)
1

n

n∑

i=1

xix
∗
i

1
N
x∗
i Ĉ

−1
N (ρ)xi

+ρIN . (3)

with ρ ∈
(
max

(
0, 1− n

N

)
, 1
]
. This estimator corresponds

to a hybrid robust-shrinkage estimator reminding Tyler’s M-
estimator of scale [12] and Ledoit-Wolf’s shrinkage estimator
[21]. We will thus refer to it as the Regularized-Tyler Estimator
(RTE). Besides its robustness, the RTE has many interesting
features. First, it is well-suited to situations wherecN , N

n
is

large while standard robust scatter estimates are ill-conditioned
or even undefined ifN > n. By varying the regularization
parameterρ, one can move from the unbiased Tyler-estimator
[34] (ρ = 0) to the identity matrix(ρ = 1) which represents
a crude guess for the unknown covarianceCN . Its relation
to the Tyler’s estimator has recently been reported in [15] by
viewing it as the solution of a penalizedM -estimation cost
function. We will denote by ANMF-RTE the ANMF detector
that uses the RTE instead of the unknown covariance matrix.

Upon replacing inTN the unknown covariance matrix by a
regularized estimate, be it the SCM or the RTE, the question

2Traditionally, it is assumed that2N observations are required to ensure
good performances of the sub-optimal filtering, i.e., a3 dB loss of the output
SNR compared to optimal filtering [33].

of how should the regularization parameterρ be set naturally
arises. Recent previous works dealing with this issue propose
to setρ in such a way as to minimize a certain mean-squared-
error between̂CN andCN [?], [15]. While easy-to-compute
estimates of these values ofρ were provided, one of the
major criticism to these choices is that they are performed
regardless of the application under consideration. In particular,
a more relevant choice to the application under study consists
in selecting the values ofρ that maximize the probability of
detection while keeping fixed the false alarm probabilities.
These values will be considered as optimal in regards of radar
detection applications.

To this end, one needs to characterize the distribution of
T̂RSCM
N (ρ) and T̂RTE

N (ρ) given by:

T̂RSCM
N (ρ) =

∣∣∣y∗R̂−1
N (ρ)p

∣∣∣
√
y∗R̂−1

N (ρ)y

√
p∗R̂−1

N (ρ)p
(4)

T̂RTE
N (ρ) =

∣∣∣y∗Ĉ−1
N (ρ)p

∣∣∣
√
y∗Ĉ−1

N (ρ)y

√
p∗Ĉ−1

N (ρ)p
(5)

under hypothesesH0 andH1. For fixedN andn, this is not an
easy task and in our opinion would not lead, if ever feasible,
to easy-to-compute expressions for the optimal values ofρ. In
this paper, we relax this restrictive assumption by considering
the case whereN andn go to infinity with N

n
→ c ∈ (0,∞).

This in particular enables leveraging the recent results of[28]
that will be reviewed in Section IV-A.

III. O PTIMAL DESIGN OF THEANMF-RSCM DETECTOR:
GAUSSIAN CLUTTER CASE

In this section, we consider the case of a Gaussian clutter. In
other words, we assume that all the secondary datax1, · · · ,xn

are drawn from Gaussian distribution with zero-mean and co-
varianceCN . Forρ ∈ (0, 1], we define the RSCM as in (2) and
corresponding statistiĉTRSCM

N . In order to pave the way to-
wards an optimal setting of the regularization coefficientρ, we
need to characterize the asymptotic false alarm and detection
probabilities under the assumptions thatcN , N

n
→ c. That is,

providedH0 or H1 is the actual scenario,(y = x or y = αp+

x), we shall evaluate the probabilitiesP
[
T̂RSCM
N > Γ|H0

]

and P

[
T̂RSCM
N > Γ|H1

]
for Γ > 0. Before going further,

we need to stress that some extra assumptions on the order
of magnitude ofα andΓ with respect toN should be made
to avoid getting trivial results. Indeed, it appears that under
H0, the random quantities1√

N
y∗R̂−1

N (ρ) p

‖p‖ , 1
N
y∗R̂−1

N (ρ)y,

and p∗R̂−1
N (ρ) p

‖p‖2 are standard objects in random matrix
theory, which converge almost surely to their means when
both N andn grow to infinity with the same pace [35]. As
a result, since 1√

N
y∗R̂−1

N (ρ)p
a.s.−→ 0, T̂RSCM

N

a.s.−→ 0 for
all Γ > 0, which does not allow to infer much information
about the false alarm probability. It turns out that the proper
scaling ofΓ should beΓ = N− 1

2 r for some fixedr > 0,
an assumption already considered in [28]. Similarly, one can
see that underH1, the presence of a signal component in
y causesT̂RSCM

N to converge almost surely to some positive
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constant ifα does not vary withN . Therefore, forΓ = N− 1
2 r,

P

[
T̂RSCM
N > Γ|H1

]
→ 1. In order to avoid this trivial

statement, we shall assume thatα = N− 1
2 a for some fixed

a > 0 with ‖p‖ = N . In practice, this means that the
dimension of the array is sufficiently large to enable working
in low-SNR regimes.

Prior to introducing the results about the false alarm and
detection probabilities, we shall introduce the followingas-
sumptions and notations:

Assumption A-1. For i ∈ {1, · · · , n}, xi = C
1
2

Nwi with:

• w1, · · · ,wn are N×1 independent standard Gaussian
random vectors with zero-mean and covarianceIN ,

• CN ∈ CN×N is such thatlim sup ‖CN‖ < ∞ and
1
N
trCN = 1,

• lim infN
1
N
p∗CNp > 0.

Note that the normalization1
N
trCN = 1 is not a restricting

constraint since the statistics under study are invariant to the
scaling ofCN . The last item in Assumption 1 is required
for technical purposes in order to ensure that the considered
statistic exhibits fluctuations underH0 and H1. In practice,
this assumption implies that the steering vector does not lie in
the null space of the covariance matrixCN .

Denote for z ∈ C\R+ by mN (z) the unique complex
solution to:

mN (z) = (−z+cN(1−ρ)

× 1

N
trCN (IN+(1−ρ)mN(z)CN )

−1

)−1

that satisfiesℑ(z)ℑ(mN (z)) ≥ 0 or unique positive ifz < 0.
The existence and uniqueness ofmN (z) follows from standard
results of random matrix theory [36]. It is a deterministic
quantity, which can be computed easily for eachz using
fixed-point iterations. In our case, it helps characterize the
asymptotic behavior of the empirical spectral measure of the
random matrix(1−ρ) 1

n

∑n

i=1 xix
∗
i

3.
Define also forκ > 0, RSCM

κ as:

RSCM
κ , [κ, 1] .

With these notations at hand, we are now ready to analyze
the asymptotic behaviour of the false alarm and detection
probabilities. The proof for the following Theorem will not
be provided since, as we shall see in Section IV, it follows
directly by applying the same approach used in [28].

Theorem 1 (False alarm probability). As N,n → ∞ with
cN → c ∈ (0,∞),

sup
ρ∈RSCM

κ

∣∣∣∣∣P
[
T̂RSCM
N (ρ) >

r√
N

|H0

]
−e

− r2

2σ2
N,SCM

(ρ)

∣∣∣∣∣
a.s.−→ 0

3Let ν̂N = 1

N

∑N
i=1

δλi
be the empirical spectral measure of the

random matrix 1−ρ
n

∑n
i=1

xix
∗

i with λ1, · · · , λN the eigenvalues of
1−ρ

n

∑n
i=1

xix
∗

i . Denote by m̂N (z) its Stieltjes transform given by
m̂N (z) =

∫
(t−z)−1ν̂N (dt) = 1

N

∑N
i=1

1

λi−z
. Then, quantitymN (z) is

the Stieljes transform of a certain deterministic measureµN , (i.e, mN (z) =∫
(t−z)−1µN (dt)) which approximates in the almost sure sensem̂N (z)

(i.e., m̂N (z)−mN (z)
a.s.
−→ 0.).

where:

σ2
N,SCM(ρ) ,

1

2

p∗CNQ2
N (ρ)p

p∗QN (ρ)p 1
N
trCNQN(ρ)

× 1

1−c(1−ρ)2mN (−ρ)2 1
N
trC2

NQ2
N (ρ)

andQN (ρ) , (IN+(1−ρ)mN(−ρ)CN )
−1.

The uniformity overρ of the convergence result in The-
orem 1 is essential in the sequel. It obviously implies the
pointwise convergence for eachρ > 0 but, more importantly, it
will allow us to handle the convergence of the false alarm prob-
ability when random values of the regularization parameter
are considered. This feature becomes all the more interesting
knowing that the detector is required to set the regularization
parameter based on random received secondary data. Note that,
for technical issues, a set of the form[0, κ), whereκ > 0 is
as small as desired but fixed, has to be discarded from the
uniform convergence region.

The result of Theorem 1 provides an analytical expression
for the false alarm probability. Since this expression depends
on the unknown covariance matrix, it is of practical interest
to provide a consistent estimate for it:

Proposition 2. For ρ ∈ (0, 1), define

σ̂2
N,SCM(ρ) =

1

2

1−ρ
p∗R̂

−2
N

(ρ)p

p∗R̂
−1
N

p(
1−cN+ cNρ

N
tr R̂−1

N (ρ)
)(

1− ρ
N
tr R̂−1

N (ρ)
)

and let σ̂2
N,SCM(1) = limρ↑1 σ̂2

N,SCM (ρ) = p∗R̂Np

tr R̂N

. Then,
we have, for anyκ > 0,

sup
ρ∈RSCM

κ

∣∣σ̂2
N,SCM(ρ)−σ2

N,SCM(ρ)
∣∣ a.s.−→ 0.

The proof of Proposition 2 follows along the same lines as
that of Proposition 1 in [28] and is therefore omitted.

We will now derive the asymptotic equivalent for
P

[
T̂RSCM
N (ρ) > r√

N
|H1

]
, where underH1 the received vec-

tor y is supposed to be given by:

H1 : y =
a√
N

p+x

with x distributed as thexi’s in Assumption 1. The following
results constitute the major contribution of the present work.
They will lead in conjunction with those of Theorem 8 and
Proposition 2 to the optimal design of the ANMF-RSCM.

Theorem 3 (Detection probability). AsN,n → ∞ with cN →
c, we have for anyκ > 0

sup
ρ∈RSCM

κ

∣∣∣∣P
[
T̂RSCM
N (ρ) >

r√
N

|H1

]

−Q1

(
gSCM(p),

r

σN,SCM(ρ)

)∣∣∣∣
a.s.−→ 0.
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whereQ1 is the Marcum Q-function4 while σN,SCM is given
in Theorem 1 andgSCM (p) is given by:

gSCM(p) =

√
1−c(1−ρ)2m(−ρ)2 1

N
trC2

NQ2
N (ρ)

√
p∗CNQ2

N (ρ)p

×
√

2

N
a|p∗QN(ρ)p|.

Proof: See Appendix A.
According to Theorem 1 and Theorem 3,T̂RSCM

N (ρ) be-
haves differently depending on whether a signal is present
or not. In particular, underH0,

√
NT̂RSCM

N (ρ) behaves
like a Rayleigh distributed random variate with parameter
σN,SCM(ρ) while it becomes well-approximated underH1 by
a Rice distributed random variable with parametersgSCM(p)
andσN,SCM(ρ). It is worth noticing that in the theory of radar
detection, getting a false alarm and a detection probability dis-
tributed as Rayleigh and Rice random variables is among the
simplest cases that one can ever encounter, holding only, tothe
best of the authors’ knoweldege, if white Gaussian noises are
considered [?, p.188]. We believe that the striking simplicity
of the obtained results inheres in the double averaging effect
that is a consequence of the considered asymptotic regime.
This is to be compared to the quite intricate expressions for
the false alarm probability obtained under the classical regime
of n tending to infinity whileN is fixed [40].

We will now discuss the choice of the regularization param-
eter ρ and the thresholdr. In accordance with the theory of
radar detection, we aim at settingρ andr in such a way to keep
the asymptotic false alarm probability equal to a fixed value
η while maximizing the asymptotic probability of detection.
From Theorem 1, one can easily see that the values ofr and
ρ that provide an asymptotic false alarm probability equal to
η should satisfy:

r

σN,SCM(ρ)
=

√
−2 log η.

From these choices, we have to take those values that max-
imize the asymptotic detection which is given, according to
Theorem 3, by:

Q1

(
gSCM(p),

r

σN,SCM (ρ)

)
.

The second argument ofQ1 should be kept fixed in order
to ensure the required asymptotic false alarm probability.As
the Marcum-Q function increases with respect to the first
argument, the optimization of the detection probability boils
down to considering the following values ofρ:

ρ ∈ argmax {fSCM(ρ)}
where:

fSCM(ρ) ,
1

2a2
g2SCM (p)

However, the optimization offSCM(ρ) is not possible in prac-
tice, since the expression offSCM (ρ) features the covariance

4 Q1(a, b) =
∫
+∞

b
x exp

(
−x2

+a2

2

)
I0(ax)dx whereI0 is the zero-th

order modified Bessel function of the first kind.

matrix CN which is unknown to the detector. Acquiring a
consistent estimate offSCM(ρ) based on the availablêRN is
thus mandatory. This is the goal of the following Proposition.

Proposition 4. For ρ ∈ (0, 1), definef̂SCM(ρ) as:

f̂SCM(ρ) =

(
p∗R̂−1

N (ρ)p
)2

(1−ρ)
(
1−c+ c

N
ρ tr R̂−1

N (ρ)
)2

p∗R̂−1
N (ρ)p−ρp∗R̂−2

N (ρ)p

and letf̂SCM(1) , limρ↑1 f̂SCM(ρ) = N

p∗R̂Np
. Then, we have:

sup
ρ∈RSCM

κ

∣∣∣f̂SCM(ρ)−fSCM(ρ)
∣∣∣ a.s.−→ 0,

where we recall thatRSCM
κ = [κ, 1].

Proof: See Appendix B.
Since the results in Proposition 4 and Theorem 3 are

uniform in ρ, we have the following corollary:

Corollary 5. Let f̂SCM (ρ) be defined as in Proposition 4.
Defineρ̂∗N as any value satisfying:

ρ̂∗N ∈ argmax
ρ∈RSCM

κ

{
f̂SCM(ρ)

}
.

Then, for everyr > 0,

P

(√
NTN(ρ̂∗N ) > r|H1

)

− max
ρ∈RSCM

κ

{
P

(√
NTN (ρ) > r|H1

)}
a.s.−→ 0.

Proof: The proof is similar to that of Corollary 1 of [28]
and is thus omitted.

From Corollary 5, the following design procedure leads to
optimal performance detection results:

• First, setting the regularization parameter to one of the
values maximizingf̂SCM(ρ):

ρ̂∗N ∈ argmax
ρ∈RSCM

κ

{
f̂SCM(ρ)

}
(6)

• Second, selecting the thresholdr̂ as:

r̂ = σ̂N,SCM(ρ̂∗N )
√
−2 log η (7)

IV. OPTIMAL DESIGN OF THEANMF-RTE:
NON-GAUSSIAN CLUTTER

This section discusses the design of the ANMF-RTE de-
tector in the case where the clutter is non-Gaussian. In
particular, we assume that the secondary observations satisfy
the following assumptions:

Assumption A-2. For i ∈ {1, · · · , n}, xi =
√
τiC

1
2

Nwi =√
τizi where

• w1, · · · ,wn are N×1 independent unitarly invariant
complex zero-mean random vectors with‖wi‖2 = N ,

• CN ∈ CN×N is such thatlim sup ‖CN‖ < ∞ and
1
N
trCN = 1.

• τi > 0 are independent ofwi.
• lim inf 1

N
p∗CNp > 0.
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The random model described in Assumption 2 is that of CES
distributions which encompass a wide range of observation
distributions obtained for different settings of the statistics of
τi. Prior to stating our main findings, we shall first review
some recent results concerning the asymptotic behaviour of
the RTE in the asymptotic regime.

A. Background

This section reviews the recent results in [28] about the
asymptotic behaviour of the RTE estimator.

Recall that the RTE is defined, forρ ∈
(
max

{
0, 1− n

N

}
, 1
]
,

as the unique solution to the following equation:

ĈN (ρ) = (1−ρ)
1

n

n∑

i=1

xix
∗
i

1
N
x∗
i Ĉ

−1
N (ρ)xi

+ρIN .

The study of the asymptotic behaviour of robust-scatter esti-
mators is much more challenging than that of the traditional
sample covariance matrices. The main reasons are that, first,
robust estimators of scatter do not have closed-form expres-
sions and, second, the dependence between the outer-products
involved in their expressions is non-linear, which does not
allow for the use of standard random matrix analysis. In
order to study this class of estimators, new technical tools
based on different rewriting of the robust-scatter estimators
have been developed by Couillet et al. [29], [37], [38]. The
important advantage of these techniques is that they suggest to
replace robust estimators by asymptotically equivalent random
matrices for which many results from random matrix theory
are applicable. In particular, the RTE estimator defined above
has been studied in [28] and has been shown to behave in the
regime whereN,n → ∞ in such a way thatcN → c ∈ (0,∞)
similar to ŜN (ρ) given by:

ŜN (ρ) =
1

γN (ρ)

1−ρ

1−(1−ρ)cN

1

n

n∑

i=1

ziz
∗
i +ρIN , (8)

whereγN (ρ) is the unique solution to:

1 =

∫
t

γN (ρ)ρ+(1−ρ)t
νN (dt).

More specifically, the following theorem applies:

Theorem 6 ( [29]). For any κ > 0 small, defineRRTE
κ ,[

κ+max(0, 1−c−1), 1
]
. Then, asN,n → ∞ with cN → c ∈

(0,∞), we have:

sup
ρ∈RRTE

κ

∥∥∥ĈN (ρ)−ŜN(ρ)
∥∥∥ a.s.−→ 0.

Theorem 6 establishes a convergence in the operator norm
of the differenceĈN (ρ)−ŜN(ρ). This result allows one to
transfer the asymptotic first order analysis of many functionals
of ĈN (ρ) to ŜN (ρ). However, when it comes to the study
of fluctuations, this result is of little help. Indeed, although
Theorem 6 can be easily refined as

sup
ρ∈RRTE

κ

N
1
2−ǫ

∥∥∥ĈN(ρ)−ŜN (ρ)
∥∥∥ a.s.−→ 0.

for each ǫ > 0, the above convergence does not suffice
to obtain the convergence of most of the commonly used
functionals which involve fluctuations of orderN− 1

2 or N−1

(e.g. quadratic forms of̂CN(ρ) or linear statistics of the eigen-
values ofĈN (ρ)). While a further refinement of the above
convergence seems to be out of reach, it has recently been
established in [28] that the fluctuations of special functionals
can be proved to be much faster, mainly by virtue of an
averaging effect which cancels out terms fluctuating at lower
speed. In particular, bilinear forms of the typea∗Ĉk

N (ρ)b were
studied in [28], where the following proposition was proved:

Proposition 7. Let a,b ∈ C
N with ‖a‖ = ‖b‖ = 1

deterministic or random independent ofx1, · · · ,xn. Then, as
N,n → ∞, with cN → c ∈ (0,∞), for any ǫ > 0 and every
k ∈ Z,

sup
ρ∈RRTE

κ

N1−ǫ
∣∣∣a∗Ĉk

N (ρ)b−a∗Ŝk
N (ρ)b

∣∣∣ a.s.−→ 0.

whereRRTE
κ is defined as in Theorem 6, wherek ∈ Z in any

power of the matriceŝCN and ŜN .

Some important consequences of Proposition 7 need to be
stated. First, we shall recall that, while the crude study ofthe
random variatesa∗Ĉk

N (ρ)b seems to be intractable, quadratic
forms of the typea∗Ŝk

N (ρ)b are well-understood objects
whose behavior can be studied using standard tools from
random matrix theory [39]. It is thus interesting to transfer
the study of the fluctuations ofa∗Ĉk

N (ρ)b to a∗Ŝk
N (ρ)b.

Proposition 7 achieves this goal by takingǫ < 1
2 . Not only

does it entail thata∗Ĉk
N (ρ)b fluctuates at the order ofN− 1

2

(since so doesa∗Ŝk
N (ρ)b) but also it allows one to prove that

a∗Ĉk
N (ρ)b and a∗Ŝk

N (ρ)b exhibit asymptotically the same
fluctuations. Similar to [28], our concern will be rather focused
on the casek = −1. In the next section, we will show how this
result can be exploited in order to derive the receiver operating
characteristic (ROC) of the ANMF-RTE detector.

B. Optimal design of the ANMF-RTE detector

As explained above, in order to allow for an optimal
design of the ANMF-RTE detector, one needs to characterize
the distribution of T̂RTE

N (ρ) under hypothesesH0 and H1.
Using Proposition 7, we know that the statistiĉTRTE

N (ρ)
which cannot be handled directly, has the same fluctuations
as T̃RTE

N (ρ) obtained by replacinĝCN (ρ) by ŜN (ρ). That is:

T̃RTE
N (ρ) =

∣∣∣y∗Ŝ−1
N (ρ)p

∣∣∣
√
p∗Ŝ−1

N (ρ)p
√
y∗Ŝ−1

N (ρ)y

whereŜN (ρ) is given by (8).

Let ρ = ρ
(
ρ+ 1

γN (ρ)
1−ρ

1−(1−ρ)c

)−1

. Then, ŜN (ρ) =

ρρ−1R̂N(ρ), where, with a slight abuse of notation, we
denote byR̂N (ρ) the matrix(1−ρ) 1

n

∑n
i=1 ziz

∗
i +ρIN . Since

T̃RTE
N (ρ) remains unchanged after scaling ofŜN (ρ) and y,

we also have:

T̃RTE
N (ρ) =

∣∣∣ 1√
τ
y∗R̂−1

N (ρ)p
∣∣∣

√
p∗R̂−1

N (ρ)p
√

1
τ
y∗R̂−1

N (ρ)y
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whereτ = 1 underH0. It turns out that, conditionally toτ , the
fluctuations of the robust statistiĉTRTE

N (ρ) underH0 or H1

are the same as those obtained in Theorem 1 and Theorem 3
oncea is replaced by a√

τ
andρ by ρ5. As a consequence, we

have the following results:

Theorem 8 (False alarm probability, [28]). As N,n → ∞
with cN → c ∈ (0,∞),

sup
ρ∈RRTE

κ

∣∣∣∣∣P
[
T̂RTE
N (ρ) >

r√
N

|H0

]
−e

− r2

2σ2
N,RTE

(ρ)

∣∣∣∣∣ → 0,

whereρ 7→ ρ is the aforementioned mapping and

σ2
N,RTE(ρ) ,

1

2

p∗CNQ2
N (ρ)p

p∗QN (ρ)p 1
N
trCNQN (ρ)

× 1(
1−c(1−ρ)2m(−ρ)2 1

N
trC2

NQ2
N(ρ)

)

with QN (ρ) ,
(
IN+(1−ρ)m(−ρ)CN

)−1
.

Theorem 9 (Detection probability). AsN,n → ∞ with cN →
c ∈ (0,∞),

sup
ρ∈RRTE

κ

∣∣∣∣P
[
T̂RTE
N (ρ) >

r√
N

|H1

]

−E

[
Q1

(
gRTE(p),

r

σN,RTE(ρ)

)]∣∣∣∣ → 0,

where the expectation is taken over the distribution ofτ ,
σN,RTE(ρ) has the same expression as in Theorem 8 and

gRTE(p) =

√
1−c(1−ρ)2m(−ρ) 1

N
trC2

NQ2
N(ρ)

√
p∗CNQ2

N (ρ)p

×
√

2

Nτ
a
∣∣p∗QN (ρ)p

∣∣ .

andQ1 is the Marcum Q-function.

Proof: Since the fluctuations of the robust statistic
T̂RTE
N (ρ) is the same as that of̂TRSCM

N (ρ) whena is replaced
by a√

τ
, we have for any fixedτ ,

sup
ρ∈RRTE

κ

∣∣∣∣P
[
T̂RTE
N (ρ) >

r√
N

|H1, τ

]

−Q1

(
gRTE(p),

r

σN,RTE(ρ)

)∣∣∣∣
a.s.−→ 0.

The result thus follows by noticing the following inequality

sup
ρ∈RRTE

κ

∣∣∣∣P
[
T̂RTE
N (ρ) >

r√
N

|H1

]

−E

[
Q1

(
gRTE(p),

r

σN,RTE(ρ)

)]∣∣∣∣

≤ E sup
ρ∈RRTE

κ

∣∣∣∣P
[
T̂RTE
N (ρ) >

r√
N

|H1, τ

]

−Q1

(
gRTE(p),

r

σN,RTE(ρ)

)∣∣∣∣

5Note that vectory can be assumed to be Gaussian without impacting the
asymptotic distributions of

√
NT̂RTE

N
underH0 andH1.

and resorting to the dominated convergence theorem.
Similar to the Gaussian case, we need to build consistent

estimates forσ2
N,RTE(ρ) andfRTE(ρ) given by:

fRTE(ρ) =
τ

2a2
g2RTE(p)

A consistent estimate forσ2
N,RTE(ρ) was provided in [28]:

Proposition 10 (Proposition 1 in [28]). For ρ ∈(
max(

{
0, 1−c−1

N

}
, 1
)
. Define,

σ̂2
N,RTE(ρ) =

1

2

1−ρ
p∗Ĉ

−2
N

(ρ)p

p∗Ĉ
−1
N

(ρ)p

(1−cN+cNρ) (1−ρ)

and let σ̂2
N,RTE(1) , limρ↑1 σ̂2

N (ρ). Then, we have:

sup
ρ∈RRTE

κ

∣∣σ2
N,RTE(ρ)−σ̂2

N,RTE(ρ)
∣∣ a.s.−→ 0.

Similar to the Gaussian clutter case, acquiring a consistent
estimate forfRTE(ρ) is mandatory for our design. We thus
prove the following Proposition:

Proposition 11. For ρ ∈
(
max

{
0, 1−c−1

N

}
, 1
)
, let

f̂RTE(ρ) =
(
p∗Ĉ−1

N (ρ)p
)2

(
1

N
tr ĈN (ρ)−ρ

)

× (1−cN+cNρ)2

p∗Ĉ−1
N (ρ)p−ρp∗Ĉ−2

N (ρ)p

and f̂RTE , limρ↑1 f̂RTE(ρ). Then, we have:

sup
ρ∈RRTE

κ

∣∣∣f̂RTE(ρ)−fRTE(ρ)
∣∣∣ a.s.−→ 0.

Proof: The proof follows by first replacinĝR−1
N (ρ) by

R̂−1
N (ρ) andρ by ρ in the results of Proposition 4 and using

the convergences [28]:

sup
ρ∈RRTE

κ

∥∥∥∥∥
ĈN (ρ)

1
N
tr ĈN (ρ)

−R̂N(ρ)

∥∥∥∥∥
a.s.−→ 0.

sup
ρ∈RRTE

κ

∥∥∥ρĈN (ρ)−ρR̂N(ρ)
∥∥∥ a.s.−→ 0.

and ∣∣∣∣
ρ

ρ
− 1

N
tr ĈN (ρ)

∣∣∣∣
a.s.−→ 0.

Since the results in Proposition 11 and Theorem 9 are
uniform in ρ, we have the following corollary:

Corollary 12. Let f̂RTE(ρ) be defined as in Proposition 4.
Defineρ̂∗N as any value satisfying:

ρ̂∗N ∈ arg max
ρ∈RRTE

κ

{
f̂RTE(ρ)

}
.

Then, for everyr > 0,

P

(√
NTN (ρ̂∗N ) > r|H1

)

− max
ρ∈RRTE

κ

{
P

(√
NTN(ρ) > r

)
|H1

}
a.s.−→ 0.



8

Using the same reasoning as the one followed in the Gaus-
sian clutter case, we propose the following design strategy:

• First, set the regularization parameter to one of the values
maximizing f̂RTE(ρ):

ρ̂∗N ∈ arg max
ρ∈RRTE

κ

{
f̂RTE(ρ)

}
;

• Second, set the threshold tôr

r̂ = σ̂N,RTE(ρ̂
∗
N )

√
−2 log η

whereη is the required false alarm probability.

V. NUMERICAL RESULTS

A. Gaussian clutter

In a first experiment, we consider the scenario where the
clutter is Gaussian with covariance matrixCN of Toeplitz
form:

[CN ]i,j =

{
bj−i i ≤ j(
bi−j

)∗
i > j

, |b| ∈ ]0, 1[ , (9)

where we setb = 0.96 N = 30 andn = 60. The steering
vectorp is given by

p = a(θ) (10)

where θ 7→ [a(θ)]k = e−πk sin(θ). In this experiment,θ is
set to 20o. For each Monte Carlo trial, the simulated data
consists ofy = αp+x and the secondary datay1, · · · ,yn

which are used to estimatêρ∗N and to computêRN(ρ̂∗N ). In
particular, the shrinkage parameter and the threshold value are
determined using (6) and (7). We have observed from the
considered numerical results that̂fSCM(ρ) is unimodal and
thus the maximum can be obtained using efficient line search
methods. For comparison, we consider two other designs: the
first one is based on the regularization parameter derived in
the work of Chen et al. [22, Equation (19)] (we denote by
ρ̂chen the corresponding coefficient) while the second one
corresponds to the non-regularized ANMF (ρ̂ = 0). . In order
to satisfy the required false alarm probability, we assume for
the first design that the threshold̂rchen is given by: r̂chen =
σ̂N,SCM (ρ̂chen)

√−2 log η. For the non-regularized ANMF to
satisfy the false alarm probability, the threshold value isset
based on Equation 11 in [27]. Figure 1 represents the ROC
curves of both designs for different values ofa = α

√
N ,

namelya = 0.1, 0.25, 0.5, along with that of the theoretical
performances of our design. We note that for all SNR ranges,
the proposed algorithm outperforms the design based on the
regularization parameter̂ρchen and the gain becomes higher
asa increases. It also outperforms the non-regularized ANMF
detector. Moreover, the performances of the proposed design
correspond with a good accuracy to what is expected by our
theoretical results.

In order to highlight the gain of the proposed design over
the most interesting range of low false alarm probabilities, we
represent in Fig. 2 the obtained ROC curves whena = 0.8 and
the false alarm probability spanning the interval[0.001, 0.05].
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Fig. 1. ROC curves of ANMF-RSCM designs fora = 0.1, 0.25, 0.5, p =
a(θ) with θ = 20o, N = 30, n = 60: Gaussian setting
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Fig. 2. ROC curves of ANMF-RSCM designs fora = 0.9, p = a(θ) with
θ = 20o, N = 30, n = 60: Gaussian setting
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B. Non-Gaussian clutter

In a second experiment, we proceed investigating the per-
formance of the proposed design in the case where a non-
Gaussian clutter is considered. In particular, we considerthe
case where the clutter is drawn from aK-distribution with zero
mean, covarianceCN , and shapeν = 0.5 [3]. The covariance
matrix has the same form as in (9) withb = 0.96 but with
N = 30 andn = 60.

Similar to the Gaussian clutter case, we consider for the
sake of comparison the concurrent design based on the reg-
ularization parameter derived in the work of Olilla and Tyler
in [15, Equation (19)]. We denote bŷρollila and r̂ollila the
corresponding regularization coefficient and threshold. Note
that, according to our theoretical analysis, the thresholdr̂ollila
should be set tôrollila = σ̂N,RTE(ρ̂ollila)

√−2 log η in order
to satisfy the required false alarm probability. The results are
depicted in Figure 3. We note that for all SNR ranges, the
proposed method achieves a gain over the design based on
the regularization coefficient proposed by Olilla et al. We also
observe that, similar to the first experiment, the gain increases
asa grows but with a lower slope6.

In a last experiment, we investigate the impacts ofa and
the distribution shapeν. Figure 4 represents the detection
probability with respect toa when the false alarm probability
is fixed to 0.05. We note that for small values ofa, higher
detection probabilities are achieved when the distribution of
the clutter is heavy-tailed (smallν), whereas the opposite
occurs for large values ofa. In order to explain this change
in behavior, we must recall that heavy-tailed clutters (small
ν) are characterized by a higher number of occurrences of
τ in the vicinity of zero and at the same time more frequent
realizations of large values ofτ . If a is small, the improvement
in detection performances achieved by heavy-tailed clutters is
attributed to the artificial increase in SNR over realizations of
small values ofτ . As a increases, the power of the signal of
interest is high enough so that the effect of realizations with
large values ofτ becomes dominant. The latter, which are
more frequent for small values ofν, are characterized by high
levels of noises, thereby entailing a degradation of detection
performances.

VI. CONCLUSION

In this paper, we address the setting of the regularization
parameter when the RSCM or the RTE are used in the ANMF
detector statistic as a replacement of the unknown covari-
ance matrix, thereby yielding the schemes ANMF-RSCM and
ANMF-RTE. One major bottleneck toward determining the
regularization parameter that optimizes the performancesof
the ANMF detector, is linked to the difficulty to clearly
characterize the distribution of the ANMF statistics underthe
cases of presence or absence of a signal of interest (H1 and
H0). In order to deal with this issue, we considered the regime
under which the number of samples and their dimensions

6Note that we do not compare with the zero-regularization case as in the
first experiment, since, contrary to the Gaussian case, we donot have in our
disposal theoretical results allowing the tuning of the threshold to the value
that achieves the required false alarm probability.
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Fig. 3. ROC curves of ANMF-RTE designs fora = 0.1, 0.25, 0.5, p = a(θ)
with θ = 20o, N = 30, n = 60: K distributed clutter setting
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Fig. 4. Detection probability with respect toa, p = a(θ) with θ = 20o, N =
30, n = 60, ν = 0.1, 0.9, 30: K-distributed clutter, false alarm probability
=5%.

grow large simultaneously. Based on tools from random matrix
theory along with recent asymptotic results on the behaviour of
the RTE, we derived the asymptotic distribution of the ANMF
detector under hypothesisH0 and H1. The obtained results
have allowed us to propose an optimal design of the regu-
larization parameter that maximizes the detection probability
while keeping fixed the false alarm probability through an
appropriate tuning of the threshold value. Simulations results
clearly illustrated the gain of our method over previously
proposed empirical settings of the regularization coefficient.
One major advantage of our approach is that, contrary to first
intuitions, it leads to simple closed-form expressions that can
be easily implemented in practice. This is quite surprising
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given that the handling of the classical regime wheren grows
to infinity with N fixed has been shown to be delicate. As
a matter of fact, it has thus far been considered only for the
non-regularized Tyler estimator where intricate expressions in
the form of integrals were obtained [40]. Building the bridge
between both approaches is an open question that deserves
investigation.
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APPENDIX A
PROOF OFTHEOREM 3

The proof of Theorem 3 consists of two steps. First, we
study the asymptotic behaviour of the detection probability
for fixed ρ. Then, by a similar argument to the one considered
in [28], we establish the uniformity of the result over the
considered set ofρ. Assume that the received signal vector
y is given by:

y =
a√
N

p+x

with ‖p‖2 = N and let us write
√
NT̂RSCM

N (ρ) as:

√
NT̂RSCM

N (ρ) =
√
N

∣∣∣ 1√
N
y∗R̂−1

N (ρ) p√
N

∣∣∣
√

1
N
y∗R̂−1

N (ρ)y

√
p∗R̂

−1
N

(ρ)p

N

.

A close inspection of the expression of
√
NT̂RSCM

N (ρ) re-
veals that the fluctuations will be governed by the numerator
y∗R̂−1

N (ρ) p√
N

since, from classical results of random matrix
theory, we know that quantities in the denominator exhibit
a deterministic behaviour, being well-approximated by some
deterministic quantities. In effect,

1

N
p∗R̂−1

N (ρ)p− 1

ρN
p∗QN (ρ)p

a.s.−→ 0, (11)

while:
1

N
y∗R̂−1

N (ρ)y− 1

Nρ
trCNQN (ρ)

a.s.−→ 0. (12)

The first convergence (11) follows from Theorem 1.1 of [41]
whereas the second one is obtained by observing that, because
of the low-SNR hypothesis:

1

N
y∗R̂−1

N (ρ)y− 1

N
x∗R̂−1

N (ρ)x
a.s.−→ 0

and then using the well-known convergence result [42]:

1

N
x∗R̂−1

N (ρ)x− 1

Nρ
trCNQN(ρ)

a.s.−→ 0.

We will now deal with the fluctuations of the numerator. We
have:

√
N

∣∣∣∣
1

N
y∗R̂−1

N p

∣∣∣∣ =
∣∣∣∣
ap∗

N
R̂−1

N p+x∗R̂−1
N

p√
N

∣∣∣∣ .

Arguing in a similar way to that in (11), we know that the
quantity 1

N
ap∗R̂−1

N p does not fluctuate and converges to:

1

N
ap∗R̂−1

N p− a

Nρ
p∗QN (ρ)p

a.s.−→ 0,

while, from [28]:
[

1√
N

ℜ(x∗R̂−1
N p),

1√
N

ℑ(x∗R̂−1
N p)

]T

−
√

1

2ρ2N

p∗CNQ2
N (ρ)p(

1−cm(−ρ)2(1−ρ)2 1
N
trC2

NQ2
N(ρ)

)Z ′

= op(1)

for someZ
′ ∼ N (0, I2).

Let r =
[

1√
N
ℜ(x∗R̂−1

N p), 1√
N
ℑ(x∗R̂−1

N p)
]T

. Denote by
ΥN andωN the quantities:

ΥN =

√
1

2ρ2N

p∗CNQ2
N (ρ)p(

1−cm(−ρ)2(1−ρ)2 1
N
trC2

NQ2
N (ρ)

)

ωN =
a

Nρ
p∗QN (ρ)p

Recall the following distance between probability distribu-
tions:

β
(
P, P̃

)
= sup

{∫
fdP−

∫
fdP̃, ‖f‖BL ≤ 1

}

where‖f‖BL = ‖f‖Lip+‖f‖∞, ‖f‖Lip being the Lipschitz
norm and‖.‖∞, the supremum norm [?]. Assume for the mo-
ment thatlim supΥN < ∞ and lim sup a

Nρ
p∗QN (ρ)p < ∞.

The proof for these statements will be provided later. Then,
from Theorem 11.7.1 in [?],

β

(
L
(
r,

1

N
ap∗R̂−1

N p

)
,L

(
ΥNZ

′

, ωN

))
→ 0.

where L(X) stands for the probability distribution of
X . This in particular establishes that the random vari-
able

(
r, 1

N
ap∗R̂−1

N p
)

converges uniformly in distribu-

tion to
(
ΥNZ

′

, ωN

)
. From the uniform continuous map-

ping Theorem in [?, Theorem 1], we thus prove that√
N

∣∣∣ 1
N
y∗R̂−1

N p

∣∣∣ behaves asymptotically as a Rice ran-

dom variable with location a
Nρ

p∗QN (ρ)p and scale√
1

2ρ2N

p∗CNQ2
N
(ρ)p

(1−cm(−ρ)2(1−ρ)2 1
N

trC2
N
Q2

N
(ρ))

. Using this result

along with Slutsky Lemma, we conclude that underH1,
T̂RSCM
N (ρ) is also asymptotically equivalent to a Rice ran-

dom variate but with location a√
N

√
p∗QN (ρ)p√

1
N

trCNQN (ρ)
and scale

σN,SCM . We therefore get, for a fixedρ,
∣∣∣∣P

[
T̂ SCM
N >

r√
N

|H1

]
−Q1

(
gSCM (p),

r

σN,SCM

)∣∣∣∣
a.s.−→ 0

The generalization of this result to uniform convergence across
ρ ∈ RSCM

κ can be derived along the same steps as in [28]. We
now provide details about the control of thelim supΥN and
lim supωN . The fact thatlim supωN < ∞ follows directly
from the last item in Assumption 1, while the control of
lim supΥN < ∞ requires one to check that:

lim inf 1−cm(−ρ)2(1−ρ)2
1

N
trC2

NQ2
N (ρ).
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The proof hinges on the observation that this term naturally
appears when computing the derivative ofm(z) with respect
to z at z = −ρ. Simple calculations reveal that:

m′(z) =

(
−z+

c(1−ρ)

N
trCNQN (z)

)−2

×
(
1−m(z)2(1−ρ)2

1

N
trC2

NQ2
N (z)

)−1

.

It suffices thus to show thatm′(−ρ) is bounded. Asm is a
Stieltjes transform of some positive probability measureµ, it
can be written as:

m′(−ρ) =

∫
µ(dx)

(x+ρ)2
≤ 1

κ2

which ends the proof.

APPENDIX B
PROOF OF PROPOSITION4

For ease of notation, we denote byf(ρ) and f̂(ρ), the
quantitiesfSCM (ρ) and f̂SCM (ρ). It is easy to see that̂f(ρ)
and f(ρ) converges to an undetermined form asρ ↑ 1. Set

f̂(ρ) , ĥ(ρ)
ĝ(ρ) with ĝ and ĥ being given by:

ĝ(ρ) = (1−ρ)
(
p∗R̂−1

N (ρ)p
)2

(1−ρ)
(
1−c+

c

N
ρ tr R̂−1

N (ρ)
)2

ĥ(ρ) = p∗R̂−1
N (ρ)p−ρp∗R̂−2

N (ρ)p

The handling of the values ofρ approaching1 can be per-
formed using the l’Hopital’s rule.

The idea of the proof is to treat seperately the values ofρ in
the interval[κ, 1−κ] and those in[1−κ, 1] for someκ small
enough. In order to allow for a setting ofκ that is independent
from N , we need to prove that:

lim
ρ↑1

lim sup
N

∣∣∣∣∣f̂(ρ)−
h

′

N (1)

g
′

N (1)

∣∣∣∣∣ = 0. (13)

To this end, a uniform variant of the l’Hopital’s rule is
essential. This variant is stated in the following Lemma:

Lemma 13. Let fN (ρ) = hN (ρ)
gN (ρ) with hN and gN being de-

fined in the intervalρ ∈ [0, 1]. Assume thathN (1) = gN(1) =

0 while lim infN
dgN
dρ

∣∣∣
ρ=1

> 0, lim supN
dgN
dρ

∣∣∣
ρ=1

< +∞

and lim supN
dhN

dρ

∣∣∣
ρ=1

< +∞. Assume also that the second

derivatives ofhN and gN are uniformly bounded inN , that
is:

sup
ρ∈[0,1]

lim sup
N

∣∣∣h
′′

N (ρ)
∣∣∣ < +∞

sup
ρ∈[0,1]

lim sup
N

∣∣∣g
′′

N (ρ)
∣∣∣ < +∞

Then,

lim
ρ→1

lim sup
N

∣∣∣∣∣
hN(ρ)

gN(ρ)
− h

′

N(1)

g
′

N(1)

∣∣∣∣∣ → 0.

Proof: The proof relies on the Talor expansion ofhN and
gN in the vicinity of 1, which asserts that for anyρ ∈ [0, 1]
there existξ1 andξ2 satisfying:

hN (ρ) = h
′

N (1)(ρ−1)+(ρ−1)2h
′′

N(ξ1)

gN (ρ) = g
′

N (1)(ρ−1)+(ρ−1)2g
′′

N (ξ2)

We therefore have,

lim sup
N

∣∣∣∣∣
hN (ρ)

gN (ρ)
− h

′

N (1)

g
′

N (1)

∣∣∣∣∣ = lim sup
N

∣∣∣∣∣
h

′

N (1)+(ρ−1)h
′′

N(ξ1)

g
′

N (1)+(ρ−1)g
′′

N(ξ2)
− h

′

N (1)

g
′

N (1)

∣∣∣∣∣

=

∣∣∣∣∣
(ρ−1)h

′′

N(ξ1)g
′

N(1)−(ρ−1)h
′

N(1)g
′′

N (ξ2)

g
′

N (1)
(
g

′

N(1)+(ρ−1)g
′′

N(ξ2)
)

∣∣∣∣∣

≤ |ρ−1| lim supN |h′′

N (ξ1)g
′

N (1)|+lim supN |h′

N (ξ1)g
′′

N (ξ2)|
lim inf

∣∣g′

N (1)
∣∣2

Tendingρ to 1 establishes the desired result.
Obviously functionsĥ(ρ) and ĝ(ρ) satisfiy the assump-

tions of Lemma 13. Applying l’Hopital’s rule and using the
differentiation rules d

dρ
R̂−1

N (ρ) = −R̂−2
N (ρ)

(
−R̂N+I

)
and

d
dρ
R̂−2

N (ρ) = −2R̂−3
N (ρ)

(
−R̂N+I

)
, we finally prove:

lim
ρ↑1

lim sup
N

∣∣∣∣f̂(ρ)−
N

p∗R̂Np

∣∣∣∣ = 0. (14)

Now, using the fact1
N
p∗R̂Np− 1

N
p∗CNp

a.s.−→ 0 in conjunc-
tion to the last item in Assumption 1, we get:

lim
ρ↑1

lim sup
N

∣∣∣∣f̂(ρ)−
N

p∗CNp

∣∣∣∣
a.s.−→ 0. (15)

On the other hand, a careful analysis of the behaviour off(ρ)
near1 reveals similarly that:

lim
ρ↑1

lim sup
N

∣∣∣∣f(ρ)−
N

p∗CNp

∣∣∣∣ → 0 (16)

Combining (15) with (16), we finally obtain:

lim
ρ↑1

lim sup
N

∣∣∣f̂(ρ)−f(ρ)
∣∣∣ → 0

It then suffices to prove Proposition 4 onRκ , [κ, 1−ℓ].
To this end, we need to recall the following relations satisfied
by mN (−ρ):

mN (−ρ) =
1−c

ρ
+
c

ρ

1

N
trQN (ρ)

and

mN (−ρ) =

(
ρ+c(1−ρ)

1

N
trCNQN (ρ)

)−1

Combining these relations, we therefore get:

1

N
trCNQN(ρ) =

ρ
(
1− 1

N
trQN (ρ)

)

(1−c)(1−ρ)(1−c+ c
N
trQN(ρ))

The result thus follows by using Proposition 2 and noticing,
in the same way as in [28], that:

sup
ρ∈[κ,1−ℓ]

∣∣∣∣
1

N
trQN− 1

ρ
tr R̂−1

N (ρ)

∣∣∣∣
a.s.−→ 0,
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sup
ρ∈[κ,1−ℓ]

∣∣∣∣
p∗
√
N

QNp− 1

ρ
√
N

p∗R̂−1
N (ρ)p

∣∣∣∣
a.s.−→ 0

and

sup
ρ∈[κ,1−ℓ]

∣∣∣∣
1
N
p∗CNQ2

N (ρ)p

1−cm(−ρ)2(1−ρ)2 1
N
trC2

NQ2
N (ρ)

(17)

−
1
N

(
p∗R̂−1

N p−ρp∗R̂−2
N p

)

(1−ρ)
(
1−ρ
c

+c 1
N
tr R̂−1

N (ρ)
)

∣∣∣∣∣∣
a.s.−→ 0. (18)
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l’Institut Henri Poincaré - Probabilités et Statistiques, vol. 49, no. 1,
pp. 36–63, 2013.

[42] W. Hachem, Ph. Loubaton, and J. Najim, “Deterministic Equivalents
for Certain Functionals of Large Random Matrices,”Annals of Applied
Probability, vol. 17, no. 3, pp. 875–930, 2007.

http://arxiv.org/abs/1410.0817
http://arxiv.org/abs/1311.7034

	I Introduction
	II Problem Statement
	III Optimal design of the ANMF-RSCM detector: Gaussian clutter case
	IV Optimal design of the ANMF-RTE: Non-Gaussian clutter
	IV-A Background
	IV-B Optimal design of the ANMF-RTE detector

	V Numerical results
	V-A Gaussian clutter
	V-B Non-Gaussian clutter

	VI Conclusion
	VII Acknowledgments
	Appendix A: Proof of Theorem ??
	Appendix B: Proof of proposition ??
	References

