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Large Dimensional Analysis of Robust
M-Estimators of Covariance with Outliers

David Morales-Jimenez⋆, Romain Couillet†, Matthew R. McKay⋆

Abstract—A large dimensional characterization of robust
M-estimators of covariance (or scatter) is provided under the
assumption that the dataset comprises independent (essentially
Gaussian) legitimate samples as well as arbitrary deterministic
samples, referred to as outliers. Building upon recent random
matrix advances in the area of robust statistics, we specifically
show that the so-called Maronna M-estimator of scatter asymp-
totically behaves similar to well-known random matrices when
the population and sample sizes grow together to infinity. The
introduction of outliers leads the robust estimator to behave
asymptotically as the weighted sum of the sample outer products,
with a constant weight for all legitimate samples and different
weights for the outliers. A fine analysis of this structure reveals
importantly that the propensity of the M-estimator to attenuate
(or enhance) the impact of outliers is mostly dictated by the
alignment of the outliers with the inverse population covariance
matrix of the legitimate samples. Thus, robust M-estimators can
bring substantial benefits over more simplistic estimatorssuch
as the per-sample normalized version of the sample covariance
matrix, which is not capable of differentiating the outlying
samples. The analysis shows that, within the class of Maronna’s
estimators of scatter, the Huber estimator is most favorable for
rejecting outliers. On the contrary, estimators more similar to
Tyler’s scale invariant estimator (often preferred in the literature)
run the risk of inadvertently enhancing some outliers.

Index Terms—Robust statistics, M-estimation, outliers.

I. I NTRODUCTION

The growing momentum of big data applications along
with the recent advances in large dimensional random matrix
theory have raised much interest for problems in statistics
and signal processing under the assumption of large but
similar population dimensionN and sample sizen. Due to
the intrinsic complexity of large dimensional random matrix
theory, as compared to classical statistics whereN is fixed
and n → ∞, most of the classical applications were con-
cerned with sample covariance matrix (SCM) based methods
(as in e.g., [1, 2] for source detection or [3] for subspace
estimation). Only recently have other random matrix structures
started to be explored which are adequate to deal with more
advanced statistical problems; see for instance [4] on Toeplitz
random matrix structures, or [5] on kernel random matrices.
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Of particular interest is the structure of robust M-estimators
of covariance (or scatter), which have very recently come to
a better understanding in the large dimensional regime and is
the focus of the present work.

The field of robust M-estimation, born with the early works
of Huber [6], roughly consists in improving classical Gaussian
maximum-likelihood estimators, such as the sample mean or
SCM, into estimators that (unlike the classical estimators)
are resilient to both the possibly heavy-tailed nature of the
observed data or the presence of outliers in the dataset. Assum-
ing observation data of known zero mean, robust estimators
of the population covariance matrix, referred to as robust
M-estimators of scatter, were proposed successively in [6]for
data composed of a majority of independent Gaussian samples
and a few outliers and then in [7] and [8] for elliptically
distributed or arbitrary scaled Gaussian data.

But the analysis for each givenN,n of the aforemen-
tioned robust estimators of scatter, which often take the form
of solutions of implicit equations, is in general intractable.
In a series of recent works [9–12] (see also [13, 14] for
applications), this limitation was alleviated by considering
the random matrix regime where bothN,n are large and
commensurable. These works have shown that in this regime
several classes of robust estimators of scatter (Maronna, Tyler,
and regularized Tyler) behave similar to simpler and explicit
random matrix models, which are fully understandable via
(now standard) random matrix methods. Nonetheless, all these
works were pursued under the assumption that the input data
are independent and follow a zero-mean elliptical distribution.
One of the salient outcomes of these works is that, under
elliptical inputs, the Tyler and regularized Tyler estimators
asymptotically behave similar to the SCM of the normalized
data,1 henceforth referred to as the normalized SCM, and
therefore do not provide any apparent gain in robustness versus
simpler sample covariance estimators.

This fact, however, fundamentally disregards the important
role of robust estimators as arbitrary outlier rejectors. In
the present work, we shall consider data comprising both
legitimate data (that are essentially independent Gaussian
samples) and a certain (a priori unknown) amount of arbitrary
deterministic outliers. Focusing our attention specifically to the
(larger) class of Maronna’s M-estimators of scatter, similar to
all of the aforementioned works and following the approach
in [9], we will show that in this setting the robust estimator
of scatter behaves similar for largeN,n to an explicit and
easily understood random matrix. But it will appear, unlikein

1This being valid up to second-order fluctuations [11].
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[9–12], that this random matrix no longer behaves similar to
the normalized SCM. Our main finding is that, under suitable
conditions, the robust estimator of scatter manages to attenuate
(to some extent) the impact of the deterministic outliers,
which the SCM (or normalized SCM) may not be capable of.
CallingCN the population covariance matrix of the legitimate
data, ai ∈ CN the i-th outlier, and assuming the number
of outliers is small compared ton, it will be demonstrated
that the rejection power of the robust estimator of scatter is
monotonically related to the quadratic forma†iC

−1
N ai. This

shows that, ifCN is (invertible but) essentially of low rank,
a
†
iC

−1
N ai can take large values and thusai is likely to be

suppressed. Ifa†iC
−1
N ai is quite small instead, an inverse effect

of outlier enhancement may appear that needs be controlled
by an appropriate choice of estimator within Maronna’s class.
We shall show that such an estimator should resemble the
original Huber estimator from [6] and substantially differfrom
the Tyler estimator.

In the remainder of the article, we provide a rigorous state-
ment of our main results. The problem at hand is discussed
in Section II and our main results introduced in Section III,
all proofs being deferred to the appendices. Special attention
will then be made on the analytically tractable cases where the
number of outliers is either small (Section IV) or random i.i.d.
(Section V). Concluding remarks are provided in Section VI.

Notations:The superscript(·)† stands for Hermitian trans-
pose in the complex case or transpose in the real case. The
norm‖ · ‖ is the spectral norm for matrices and the Euclidean
norm for vectors. The Dirac measure at pointx is denoted
δx and 1A stands for the indicator function withA the
corresponding inclusion event. The imaginary unit is denoted
ı =

√
−1 andℑ[·] stands for the imaginary part. The setR+

is defined as{x : x ≥ 0} andC+ = {z ∈ C, ℑ[z] > 0}. The
support of a distribution functionF is denoted bySupp(F ).
The ordered eigenvalues of a Hermitian (or symmetric) matrix
X of sizeN × N are denotedλ1(X) ≤ . . . ≤ λN (X). For
A,B Hermitian,A ≻ B means thatA−B is positive definite.
The notationdiag(X) stands for the diagonal matrix composed
of the diagonal elements of matrixX anddiag(x) the diagonal
matrix composed of the elements of vectorx on the diagonal.
The arrow

a.s.−−→ designates almost sure convergence and⇒
stands for weak convergence.

II. SYSTEM MODEL AND MOTIVATION

For εn ∈ R such thatnεn ∈ {1, . . . , n}, let

Y =
[

y1, . . . ,y(1−εn)n, a1, . . . , aεnn
]

∈ C
N×n

where yi = C
1/2
N xi ∈ CN , i = 1, . . . , (1 − εn)n, are

independent acrossi, CN ∈ CN×N is deterministic Hermitian
positive definite, andxi has zero mean, unit variance and
finite (8 + η)-th order moment entries for someη > 0, while
a1, . . . , aεnn ∈ CN are arbitrary deterministic vectors.2 We
shall further assume that, asN → ∞, lim supN ‖CN‖ <∞.

The vectorsy1, . . . ,y(1−εn)n will be considered the le-
gitimate data, whilea1, . . . , aεnn are deterministic unknown

2As shall be seen in Section V, the vectorsai’s can be considered random
as long as they are independent of theyi ’s.

outliers. It is important to note at this point that all estimators
of CN considered in the following are invariant to column
permutations inY so that we can freely assume the first
columns ofY to be the legitimate data and the last columns
to be the outliers. Note also that we consider here a more
general setting than Gaussian legitimate data as we merely
request thexi’s to have independent normalized entries with
some bounded moment condition.

Although a1, . . . , aεnn are arbitrary, for technical reasons
we shall need the following control.

Assumption 1. lim supn ‖ 1
n

∑εnn
i=1 C

−1/2
N aia

†
iC

−1/2
N ‖ <∞.

Note that, if lim supn εnn < ∞, Assumption 1 reduces to
lim supnmax1≤i≤εnn

1
N a∗iC

−1
N ai <∞.

If one were aware of the presence and position of out-
liers in the dataset, then the natural estimator forCN (up
to renormalization by1 − εn) would read 1

nY
oYo† with

Yo = [y1, . . . ,y(1−εn)n]; this estimator, which we shall refer
to as the Oracle estimator (hence the “o” superscript), merely
consists in a SCM with discarded outliers. For lack of knowing
the outliers presence and positions, the immediate alternative
estimate forCN is the SCM, which reads here1nYY†. If
one is only interested in estimating any scaled version of
CN , then, to mitigate the negative impact of outliers with
arbitrarily large norm, a simple robust procedure consistsin
estimatingCN via the normalized SCM1

nY
nYn†, where

Yn , Ydiag( 1
NY†Y)−

1
2 . This matrix has the advantage of

avoiding arbitrarily large biases in the estimation ofCN . How-
ever, being only based on a per-data norm control,1

nY
nYn†

does not take into account the fact that outliers can also be
detected if they significantly differ, not just in norm, from
the majority of the data. The robust estimators of scatter,
introduced by Huber [6] and later studied by Maronna [7],
were precisely designed for this purpose. Our objective here
is to finely understand this outlier identification and mitigation
procedure by means of a large random matrix analysis.

To be able to define a robust M-estimator of scatter in
the sense of Maronna under the presence of arbitrary outlier
vectors, a constraint must be set onεn andN . In particular,
asn grows large, we shall require thatn(1− εn)/N (and not
only n/N ) be always beyond one.

Assumption 2 (Growth rate). As n → ∞ εn → ε ∈ [0, 1)
and cn , N

n → c with 0 < c < 1− ε.

We then define Maronna’sM -estimator of scatter̂CN as a
solution, when it exists, to the equation inZ

Z =
1

n

(1−εn)n
∑

i=1

u

(

1

N
y
†
iZ

−1yi

)

yiy
†
i

+
1

n

εnn
∑

i=1

u

(

1

N
a
†
iZ

−1ai

)

aia
†
i . (1)

whereu : [0,∞) → (0,∞) is continuous, non-increasing, and
such thatφ(x) , xu(x) is increasing withlimx→∞ φ(x) ,

φ∞ and (1 − ε)−1 < φ∞ < c−1. Note that the latter
assumption onφ∞ is equivalent to that in [9] with a slight
modification accounting for the presence of outliers.
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A standard choice for the functionu is u = uS, where, for
somet > 0,

uS(x) ,
1 + t

t+ x
(2)

which, for an appropriatet, turns ĈN into the maximum-
likelihood estimator ofCN when the columns ofY are in-
dependent multivariate Student vectors (hence the superscript
“S”). As t → 0, ĈN converges to one version of the so-
called Tyler estimator [8], as shown in [15].3 We shall however
restrict our study here to Maronna’s class of estimators. Of
particular interest in the present work is another functionu,
which we shall (somewhat abusively4) refer to as Huber’s
estimator functionuH, defined, for somet > 0, as

uH(x) , max

{

1,
1 + t

t+ x

}

. (3)

This function has the particularity of being constant for all
x ≤ 1, which will be later seen as an important property.

III. M AIN RESULT

From the problem setting, Assumption 2, and [16,
Thm. 2.3], it is easily seen that, with probability one, the
solution of (1) is unique for all largen and thusĈN is
unequivocally defined. In the same spirit as in [9, 10] (and
with similar notations), our first objective is to find an explicit
tight approximation of the implicitly defined̂CN in the regime
whereN,n → ∞ as per Assumption 2. Our main result
unfolds as follows.

Theorem 1 (Asymptotic Behavior). Let Assumptions 1–2 hold
and let ĈN the solution to(1) (unique for all largen, with
probability one). Then, asn→ ∞,

∥

∥

∥ĈN − ŜN

∥

∥

∥

a.s.−−→ 0

where

ŜN , v (γn)
1

n

(1−εn)n
∑

i=1

yiy
†
i +

1

n

εnn
∑

i=1

v (αi,n)aia
†
i

with v(x) = u
(

g−1(x)
)

, g(x) = x/(1 − cφ(x)), and
(γn, α1,n, . . . , αεnn,n) the solution to

γn =
1

N
trCN





(1− ε)v(γn)

1 + cv(γn)γn
CN +

1

n

εnn
∑

j=1

v(αj,n)aja
†
j





−1

αi,n =
1

N
a
†
i





(1− ε)v(γn)

1 + cv(γn)γn
CN +

1

n

∑

j 6=i

v(αj,n)aja
†
j





−1

ai

(4)

for i = 1, . . . , εnn. In particular, from [17, Thm. 4.3.7],

max
1≤i≤N

∣

∣

∣λi(ĈN )− λi(ŜN )
∣

∣

∣

a.s.−−→ 0.

3As opposed to Maronna’s class of estimators, Tyler estimator is only
defined up to a constant factor; thus it estimatesCN up to a scale parameter.

4Huber’s original estimator takes the formu(x) = max{α, β/x} for some
α, β, hence with additional parameters and witht = 0. However, uniqueness
of ĈN is not guaranteed fort = 0 and, in the random matrix limit,α =
β = 1 is a particularly appealing choice.

Remark 1 (Functionv). The functionv defined in Theorem 1
was already introduced in [9] and uses, throughg, the
assumption thatφ(x) < c−1. It has essentially the same
general properties asu in that it is continuous, non-increasing
and such thatψ(x) , xv(x) is increasing and bounded with
limx→∞ ψ(x) , ψ∞ = φ∞/(1− cφ∞).

Remark 2 (Relation to previous results). Taking εn = 0,
Theorem 1 reduces to the result obtained in [18] and [12],
i.e., ŜN = v(γn)

1
nYY†. In this case,(4) reduces to

γn =
1 + cv(γn)γn

v(γn)

which, after basic algebra, entailsγn = φ−1(1)/(1 − c) and
v(γn) = 1/φ−1(1).

Theorem 1 allows us to transfer many properties of the
implicit matrix ĈN into the more tractable matrix̂SN , the
random matrix structure of which is well known and has been
studied as early as in [19]. The structure ofŜN is particularly
interesting as it mostly consists of two terms: the sum of outer
products of the legitimate data scaled by a constant factor
v(γn) along with a per-sample weighted sum of the outer
products of the outlying data. Therefore, as one would expect,
ĈN sets a specific emphasis (either small or large) on each
outlying sample while maintaining all legitimate data under
constant weight. We expect here that, as opposed to the SCM
that provides no control on the data or to the normalized SCM
that merely normalizes the outliers,̂CN will appropriately
ensure a reduction of the outlier impact by lettingv(αj,n)
be quite small compared withv(γn), especially ifεn is small.

An immediate corollary of Theorem 1 concerns the large
N eigenvalue distribution of̂CN and reads as follows.

Corollary 1 (Spectral Distribution). Define the empirical
spectral distributionF ĈN

N (x) = 1
N

∑N
i=1 1{λi(ĈN )≤x} for

x ∈ R. Then, under the setting of Theorem 1,

F ĈN

N (x)− FN (x) ⇒ 0

almost surely asn → ∞, whereFN (x) is a real distribution
function with density defined via its Stieltjes transformmN (z)
(i.e.,5 mN (z) ,

∫

(t− z)−1dFN (t)) given for all z ∈ C
+ by

mN(z) =
1

N
tr

(

(1− ε)v(γn)

1 + eN(z)
CN +AN − zIN

)−1

with AN , 1
n

∑εnn
i=1 v (αi,n)aia

†
i and eN (z) the unique

solution inC+ of the equation

eN(z) =
v(γn)

n
trCN

(

(1− ε)v(γn)

1 + eN(z)
CN +AN − zIN

)−1

.

In the appendix, it is importantly shown that
lim supN ‖ĈN‖ <∞ a.s. (as a result oflim supN ‖ŜN‖ <∞

5Recall that any distribution functionF is uniquely defined by its Stieltjes
transformm(z) by the fact that, for all continuity pointsa, b of F ,

F (b)− F (a) = lim
y↓0

∫ b

a
ℑ[m(t + ıy)]dt.
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a.s.). This implies thatF ĈN

N and FN have compact
supports and are fully determined by their respective
momentsM ĈN

N,k ,
∫

tkdF ĈN

N (t) andMN,k ,
∫

tkdFN (t),

k = 1, 2, . . ., which satisfyM ĈN

N,k − MN,k
a.s.−−→ 0 (by the

dominated convergence theorem). WhileFN is defined via
its deterministic but implicit Stieltjes transform, theMN,k

can be retrieved explicitly using successive derivatives of the
moment generating formula (for|z| < 1/ sup(Supp(FN )))

mN (1/z) = −
∞
∑

k=0

zk+1MN,k.

Precisely, we obtain here the following result.

Corollary 2 (Moments). For FN defined in Corollary 1,
lettingMN,p ,

∫

tpdFN (t), p = 1, 2, . . .,

MN,p =
(−1)p

p!

1

N
trTp

whereTp is obtained from the following recursive formulas

Tp+1 = −
p
∑

i=0

Tp−iANTi+

p
∑

i=0

i
∑

j=0

(

p

i

)(

i

j

)

Tp−iQi−j+1Tj

Qp+1 = (p+ 1)fp(1− ε)v(γn)CN

fp+1 =

p
∑

i=0

i
∑

j=0

(

p

i

)(

i

j

)

(p− i+ 1)fjfi−jβp−i

βp+1 = v(γn)
1

n
trCNTp+1,

with initial valuesT0 = IN , f0 = −1, β0 = v(γn)
1
n trCN .

In particular,

MN,1 =
1

N
tr [AN + (1 − ε)v(γn)CN ]

MN,2 =
1

N
tr
[

A2
N + 2(1− ε)v(γn)CNAN

+ (1− ε)2v2(γn)C
2
N +

[

1

n
trCN

]

(1− ε)v2(γn)CN

]

.

Albeit having characterized the random matrixŜN , which
approximates the behavior of̂CN for largeN,n, it is quite
challenging to gain a good intuitive understanding of the
weight structure as the expression (4) relatingγn to theαi,n’s
is still implicit (while being deterministic). To get more insight
on the properties of̂CN , we shall successively consider two
specific scenarios that simplify the system (4).

IV. F INITELY MANY OUTLIERS SCENARIO

Let us first assume thatεnn = K is maintained constant
as n → ∞ (thus ε = 0). Recall that, in this scenario,
Assumption 1 can be replaced by the sufficient condition
lim supN max1≤i≤εnn

1
N a∗iC

−1
N ai < ∞. In the appendix, it

is shown thatγn cannot grow unbounded withn. As such, by
a rank-one perturbation argument iteratedK times, see e.g.,
[19, Lemma 2.6], we find that

γn − 1 + cv(γn)γn
v(γn)

= O(1/N)

which ensures by Remark 2 that

γn =
φ−1(1)

1− c
+O(1/N).

We shall denote nextγ ,
φ−1(1)
1−c (and thusv(γ) = 1/φ−1(1)).

Then we obtain that
∥

∥

∥ĈN − Ŝ′
N

∥

∥

∥

a.s.−−→ 0

with

Ŝ′
N = v (γ)

1

n

n−K
∑

i=1

yiy
†
i +

1

n

K
∑

i=1

v(α′
i,n)aia

†
i

whereα′
i,n are the unique positive solutions to

α′
i,n =

1

N
a
†
i



γ−1CN +
1

n

∑

j 6=i

v(α′
j,n)aja

†
j





−1

ai.

As such, when the numberK of outliers is fixed, the common
weightv(γn) becomes independent of the vectorsai’s (even if
they are of arbitrarily large norm) while the individual weights
v(αi,n) eventually solve a system ofK equations involving
the ai’s andCN .

A more specific case lies in the scenario wherea1 = . . . =
aK . There,α1,n = . . . = αK,n and theK equations above
reduce to a single one reading

α′
1,n =

1

N
a
†
1

(

γ−1CN +
K − 1

n
v(α′

1,n)a1a
†
1

)−1

a1

which, usinga†(A + taa†)−1 = a†A−1/(1 + ta†A−1a) for
invertibleA, simplifies as

α′
1,n = γ

1
N a

†
1C

−1
N a1

1 + cnγ(K − 1)v(α′
1,n)

1
N a

†
1C

−1
N a1

or equivalently

α′
1,n

1− cn(K − 1)ψ(α′
1,n)

= γ
1

N
a
†
1C

−1
N a1.

Since the right-hand side is positive, so should be the left-
hand side, which may then be seen as an increasing function
of α′

1,n. Thus, sinceγ depends neither onCN nora1, it comes
thatα′

1,n is an increasing function of1N a
†
1C

−1
N a1. Moreover,

α′
1,n < ψ−1(1/(cn(K − 1))) and thus converges to zero as
K grows large. WhenK = 1, and thus the outlier is now
isolated, this reduces to

α′
1,n = γ

1

N
a
†
1C

−1
N a1.

This short calculus leads to two important remarks. First,
for K = 1, ĈN asymptotically allocates a weightv(γ) to
the legitimate data and a weightv(γ 1

N a
†
1C

−1
N a1) for the

outlier. As a consequence, by the non-increasing property of
v, the effect of the outlier will be (for most choices of thev
function) attenuated if1N a

†
1C

−1
N a1 ≥ 1 but will be increased

if 1
N a

†
1C

−1
N a1 ≤ 1. As such, the robust estimator of scatter

will tend to mitigate the effect of outliersa1 having either
large norm or, more interestingly, having strong alignmentto
the weakest eigenmodes ofCN . In particular, note that when
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CN = IN , ĈN will mostly control outliers upon their norms
1
N ‖a1‖2, which is essentially what the normalized SCM

1

n
YnYn† =

1

n

(1−εn)n
∑

i=1

yiy
†
i

1
N ‖yi‖2

+
1

n

εnn
∑

i=1

aia
†
i

1
N ‖ai‖2

(5)

would do, and thus there is no gain in using robust estimators
here. However, ifCN has large dimensional weak eigenspaces
(i.e., close to singular with most eigenvalues near zero),
1
N a

†
1C

−1
N a1 may be quite large, and thusa1 may be strongly

attenuated. But ifa1 aligns to the strong eigenmodes ofCN ,
the impact ofa1 may be enhanced rather than reduced. To
avoid this effect, undesirable in most cases, it is crucial to
appropriately choose theu function. Specifically, the function
v should be taken constant for allx ≤ γ, or equivalently,u(x)
should be taken constant forx ≤ φ−1(1). A natural choice is
the Huber estimatoru = uH introduced in (3).

The second remark is a slightly more surprising outcome.
Indeed, despiten being potentially extremely large, the pres-
ence of (already few)K > 1 identical outliers driveŝSN (and
thusĈN ) to allocate large weightsv(αi,n) (sinceαi,n is small)
to these outliers, therefore seemingly contradicting the very
purpose of the robust estimator. This seems to indicate thatĈN

has the propensity to put forward both large quantities of data
with similar distributionas well asrather small quantities of
vectors with strong pairwise alignment, while more naturally
rejecting isolated outliers.

In terms of large dimensional spectral distribution and
moments, the scenario of finitely many outliers is asymp-
totically equivalent to the outlier-free scenario. This can be
observed from a rank-one perturbation argument along with
εn → 0 applied to Corollaries 1–2. A similar reasoning would
hold for the normalized SCM. However, the matricesĈN

and 1
nY

nYn† themselves experience a (maximum) rank-K
perturbation which can severely compromise the estimation
of CN , along the previous argumentation lines.

Figure 1 displays an artificially generated scenario where a
single outliera1 of norm 1

N ‖a1‖2 = 1 produces a large value
for 1

N a
†
1C

−1
N a1 (= 14.50), thus entailing a strong attenuation

by ĈN . The termsa1 andCN were made such that the SCM
and normalized SCM have the same asymptotic eigenvalues
and produce an isolated eigenvalue (around.25). The spectra
of the latter are compared against those ofĈN and the oracle
estimator. It is seen that the isolated eigenvalue, which is
naturally not present in the spectrum of the oracle estimator,
is also not present in the spectrum ofĈN , indicating thatĈN

has significantly reduced its impact on the spectrum.

Another interesting case study that shall provide further
insight onĈN is that where theai’s (possibly numerous) are
independently extracted from a different distribution to that of
the yi’s. This is pursued in the subsequent section.

V. RANDOM OUTLIERS SCENARIO

Assuminga1, . . . , aεnn to be independent with zero mean
and covarianceDN 6= CN provides a rather immediate
corollary of Theorem 1, given below. In the results to come, to
differentiate between the conditions of Theorem 1 and those

1

n
YY† 1

n
YnYn† ĈN

1

n
YoYo†

0

0.5

1

1.5

2

Fig. 1. Eigenvalues of the SCM (1
n
YY†), normalized SCM (1

n
YnYn†),

ĈN for u = uS with t = .1, and the oracle estimator (1

n
YoYo†); N = 100,

c = .2, εnn = 1, a1 = (a1
1
,a2

1
)†, a1

1
∈ R10, a2

1
∈ R90, with a1

1,i =
√
10,

a2
1,i = 0, such that‖a1‖2 = N ; yi = C

1/2
N xi with xi,j standard Gaussian

and CN = (16/14.50) diag(c1, c2), c1 ∈ R10, c2 ∈ R90, with c1i =
1/16, c2i = 1, such thattrCN = N . Ellipse around the outlier artifact.

of Corollary 3, we shall use the subscript “R” standing for
“random outliers scenario”.

Corollary 3 (Random Outliers). Let Assumption 2 hold with
ε > 0 and let a1, . . . , aεnn be random independent of the
yi’s with ai = D

1/2
N x′

i, whereDN ∈ CN×N is deterministic
Hermitian positive definite andx′

1, . . . ,x
′
εnn are independent

random vectors with i.i.d. zero mean, unit variance, and finite
(8+η)-th order moment entries, for someη > 0. Let us further
assume thatlim supN ‖DNC−1

N ‖ <∞. Then, asn→ ∞,
∥

∥

∥ĈN − ŜR
N

∥

∥

∥

a.s.−−→ 0

where

ŜR
N , v

(

γRn
) 1

n

(1−εn)n
∑

i=1

yiy
†
i + v

(

αR
n

) 1

n

εnn
∑

i=1

aia
†
i

with γRn andαR
n the unique positive solutions to

γRn =
1

N
trCN

(

(1− ε)v(γRn )CN

1 + cv(γRn )γ
R
n

+
εv(αR

n )DN

1 + cv(αR
n )α

R
n

)−1

αR
n =

1

N
trDN

(

(1 − ε)v(γRn )CN

1 + cv(γRn )γ
R
n

+
εv(αR

n )DN

1 + cv(αR
n )α

R
n

)−1

.

In particular, for F ĈN

N (x) as defined in Corollary 1,

F ĈN

N (x) − FR
N (x) ⇒ 0

almost surely asn → ∞, whereFR
N (x) is a real distribution

function with density, defined via its Stieltjes transform

mR
N (z) =

1

N
trE−1

N

EN =
(1 − ε)v(γRn )

1 + eN,1(z)
CN +

εv(αR
n )

1 + eN,2(z)
DN
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(b) N = 50, n = 200
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8
Histogram ofE[F ĈN ]

Density ofFR
N

(c) N = 100, n = 400

Fig. 2. Density ofFR

N versus histogram ofE[F ĈN ] for CN with [CN ]ij = .9|i−j|, DN = IN , ε = .05, andu(x) = (1 + t)/(t + x) wheret = .1.

20 40 60 80 100
0

0.05

0.10

0.15

0.20

N

Fig. 3. Mean and standard deviation (error bars) of‖ĈN − ŜR

N‖/‖ĈN‖
for cn = 0.25, [CN ]ij = .9|i−j|, [DN ]ij = .2|i−j|, εn = .05, and
u(x) = (1 + t)/(t + x), with t = .1.

for z ∈ C
+ and (eN,1(z), eN,2(z)) the unique solution in

(C+)2 to

eN,1(z) =
v(γRn )

n
trCN (EN − zIN)

−1

eN,2(z) =
v(αR

n )

n
trDN (EN − zIN )

−1
.

Figure 2 shows the density of the distributionE[F ĈN

N ],
obtained from Monte-Carlo averaging, versusFR

N for different
values ofN,n. It is observed that, as soon asN is of the order
of several tens, the asymptotic approximation holds tightly.
The (normalized) distance in spectral norm betweenĈN and
ŜR
N is numerically evaluated in Figure 3 for various values

of N . As suggested in the second order analysis of [11],
‖ĈN − ŜN‖ (or ‖ĈN − ŜR

N‖ here) is likely to decay at the
rate1/

√
N , which is somewhat confirmed by observing that

betweenN = 20 andN = 80, the approximation error decays
by a factor of two (precisely,0.042 versus0.019).

In the random outliers scenario,̂CN is asymptotically
equivalent to the weighted sum of two partial sample covari-
ance matrices, one corresponding to the legitimate data and

the other to the outlying data. In the defining equations forγRn
andαR

n an interesting symmetrical interplay arises between the
weights applied to the legitimate and the outlying data, which
are only differentiated byε. In particular, ifε > 1/2, theai’s
will be considered legitimate (being in majority) and theyi’s
become outliers.

Despite the symmetrical form of the equations definingγRn
andαR

n , it remains difficult to extract general insight on these
quantities. Thus, again, it is interesting to study the regime
whereε→ 0. In this case,γRn → γ = φ−1(1)/(1− c), and

αR
n → γ

1

N
trDNC−1

N .

As such, the factor dictating the outlier mitigation strength
of ĈN is now 1

N trDNC−1
N . Similar to before, when larger

than one, the impact of the outliers will be reduced but these
might be enhanced when smaller than one. Interestingly, if
1
N trDN = 1

N trCN = 1 (say), both legitimate and outlier
samples have similar norm for all largen. As such, under this
scenario, the SCM1

nYY† or its normalized version1nY
nYn†

behave asymptotically equivalently, neither of which being
capable of differentiating between legitimate and outlierdata.
On the contrary,̂CN is capable of reducing the impact of the
outliers as long as1N trDNC−1

N > 1. Note here again thatCN

must be sufficiently distinct fromIN , which would otherwise
entail 1

N trDNC−1
N ≃ 1 and thusĈN would be indifferent to

outliers. Also, similar to previously,u must be well chosen to
avoid enhancing the outlier effect if1N trDNC−1

N < 1 (so in
particular it is advised thatu be similar touH).

Figure 4 depicts the previous observations in terms of the
deterministic equivalent spectral distributions:FR

N of ĈN ,
F SCM
N of 1

nYY† (or F nSCM
N of 1

nY
nYn† which satisfies

F SCM
N = F nSCM

N here), andF oracle
N of the outlier-free oracle

estimator 1
nY

oYo†; we take hereCN and DN to ensure
1
N trDNC−1

N large andε is taken small. The sought-for
distribution that would optimally discard all outliers is the
oracle distribution and, thus, highly robust estimators are
expected to have a similar distribution. Figure 4 confirms that
this is indeed the case of̂CN which shows a close tail behavior
but is slightly mismatched in the main distribution lobe. On
the contrary, the SCM (normalized or not) shows a strong
decay in the main lobe and a non matching tail. The associated
theoretical values ofγRn and αR

n for εn = .05 are here
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Eigenvalues

F oracle
N
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N = FnSCM
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Fig. 4. Density of the approximate (deterministic) spectral distributions for
the outlier-free oracle (F oracle

N ), the SCM or normalized SCM (F SCM

N =

F nSCM

N ), and ĈN (FN ), with u = uH with parametert = .1, [CN ]ij =
.9|i−j|, DN = IN , N = 100, c = .2, andε = .05.

vH(γ
R
n ) ≃ 1.00, vH(αR

n ) ≃ .1219, while in the limit εn → 0,
these values becomevH(γRn ) → 1 andvH(αR

n ) → .1179.
As it appears from Figure 4 that the tail of the various

estimator distributions may be strongly affected by a weak
outlier control, it is interesting to investigate the impact on
their moments. For this, we introduce the following application
to Corollary 2 for the random outlier setting.

Corollary 4 (Moments in Random Case). Under the setting
of Corollary 1, lettingMR

N,p =
∫

tpdFR
N (t), we have

MR
N,p =

(−1)p

p!

1

N
trTR

p

whereTR
p is obtained recursively as

TR
p+1 =

p
∑

i=0

i
∑

j=0

(

p

i

)(

i

j

)

TR
p−iQ

R
i−j+1T

R
j

QR
p+1 = (p+ 1) [(1− ε)f1,pR1 + εf2,pR2]

fk,p+1 =

p
∑

i=0

i
∑

j=0

(

p

i

)(

i

j

)

(p− i+ 1)fk,jfk,i−jβk,p−i

βk,p+1 =
1

n
trRkT

R
p+1,

with initial valuesTR
0 = IN , fk,0 = −1, βk,0 = 1

n trRk, and
with R1 = v(γRn )CN , R2 = v(αR

n )DN . In particular,

MR
N,1 =

1

N
tr
[

εv(αR
n )DN + (1− ε)v(γRn )CN

]

MR
N,2 =

1

N
tr
[

(

εv(αR
n )DN + (1− ε)v(γRn )CN

)2

+ εv2(αR
n )DN

[

1

n
trDN

]

+ (1− ε)v2(γRn )CN

[

1

n
trCN

]

]

.

As expected,ĈN induces a bias in the mean. For fair
comparison with the normalized SCM, which estimatesCN

p = 2 p = 3 p = 4

M̄oracle
N,p 9.28 129 1993

M̄R
N,p (error) 9.18 (1.1%) 126 (1.8%) 1945 (2.4%)

M̄SCM
N,p (error) 8.53 (8.2%) 112 (13%) 1660 (17%)

Fig. 5. Normalized moments̄MR

N,p, M̄SCM

N,p , versusM̄oracle

N,p , and relative
error| · −M̄oracle

N,p |/M̄oracle

N,p . Random outliers,N = 100, c = .2, [CN ]ij =

.9|i−j|, DN = IN , ε = .05, u = uH, t = .1.

up to a scale constant, let us define the normalized moments

M̄N,p ,
MN,p

MN,1

and define similarlyM̄R
N,p as well asM̄SCM

N,p for the SCM,
M̄nSCM
N,p for the normalized SCM, and̄Moracle

N,p for the oracle
estimator. Under the same setting as in Figure 4, we provide
in the table of Figure 5 the successive normalized moments
and relative error compared tōMoracle

N,p . In this case,M̄SCM
N,p =

M̄nSCM
N,p . For the scenario at end, given the large support of

FR
N , even low order moments tend to take large values so

that the asymptotic moment approximation only theoretically
holds for p rather small whenN = 100 and we thus only
provide these first order moments. The results demonstrate an
important advantage brought bŷCN versus the SCM in that
the first few order moments are better preserved.

VI. D ISCUSSION ANDCONCLUDING REMARKS

Our study of the robust estimator̂CN in the large random
matrix regime has already led to several interesting conclu-
sions, which we shall more thoroughly address in this section.

Most investigations of robust estimators of scatter focus on
the more tractable case where the samples (i.e., the columns
of Y) are independent with identical elliptical distribution.
The recent results of [9, 10] have revealed that, asu(x)
gets close to the Tyler1/x function, in the large random
matrix regime,ĈN tends to behave similar to the normalized
SCM defined in (5). This conclusion was quite pessimistic
as it suggested no real improvement ofĈN over simplistic
alternative robust methods. In the concluding remarks of [10,
Section 4], the authors anticipated a change of behavior ofĈN

versus the normalized SCM for deterministic outlier data. This
was revealed here both in Section IV and in Section V where
it is made clear that, unlike the normalized SCM, the robust
estimators of scatter smartly detect the outliers, essentially by
evaluating and comparing the quadratic formsy†C−1

N y for
each column vectory of Y. Larger y†C−1

N y imply more
attenuation ofy within the observed samples. However, an
incidental consequence of this behavior ofĈN is that small
values ofy†C−1

N y enhance the effect ofy even though it
might not comply with the legitimate sample distribution, thus
increasing the probability of inducing false alarms. This has
led us to conclude that the functionu should be adequately
tuned to avoid such a phenomenon. Another consequence is
that matriceŝCN with legitimate data of covarianceCN close
to the identity will have very poor outlier rejection properties.

When the outliers are few, the empirical spectral measure
F ĈN of ĈN is asymptotically the same as that of the SCM,
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normalized SCM, and oracle estimators. As such, if one’s
interest is on functionals of the eigenvalues ofCN , such as
moments, and only few outliers are expected, sophisticated
robust estimators come to no avail. This being said, the out-
liers may naturally engender extra isolated eigenvalues (only
finitely many) in the spectrum of1nYY† which ĈN might
suitably remove while the normalized SCM may not (recall
Figure 1). For subspace detection and estimation applications,
where the information often lies in the eigenvectors of isolated
eigenvalues, discarding such outlying information is critical
and thus robust estimators may bring important performance
gains. For instance, applications in finance and biostatistics
(where data are often assumed to contain outliers) heavily rely
on isolated eigenvalue-eigenvector pairs, see e.g., [20, 21]. The
experimenter must however keep in mind that, according to our
analysis,ĈN is most effective at automatically suppressing
isolated outliers (the less of these relative to the legitimate
samples the better) and loses discriminatory power as the
outliers approach one another.

The observation made in Section V that the distribution (in
particular through its first order moments)FR

N is much closer
to the oracle estimator than would the (normalized or not)
SCM be leads to some interesting applications when it comes
to designing improved estimators forCN that both account for
the fact thatn is not large compared toN and for the fact that
the observed data are prone to outliers. Such investigations
were successively made in [22] for the finiteN,n regime
and later in [10] for the largeN,n regime where hybrid
Ledoit–Wolf [23] and Tyler [8] estimators were proposed that
improve the estimation ofCN by providing an extra degree of
freedom (a regularization parameter) which is selected so to
minimize the expected Frobenius norm betweenCN and the
estimator under study. Since the Frobenius norm is nothing but
a functional of second order moments, the observation made in
the table of Figure 5 strongly suggests that the Ledoit–Wolf
estimator alone (being based on the SCM) would be quite
sensitive to deterministic outliers while the estimators studied
in [10, 22], which are essentially of a similar class asĈN ,
would be much more resilient to such outliers.

When the number of outliers is much larger, even in the
random outlier scenario studied in Section V, very little can
be said. However, we noticed an interesting symmetry in the
equations defining the weightsγRn and αR

n of Corollary 3,
which reveals that the asymptotic proportionε of outliers
versus1 − ε of legitimate data could tip forε > .5 towards
letting the outliers be considered as the truly legitimate data.

In summary, the present study provides a first step towards
a better understanding of the behavior of (classical) robust
estimators of scatter against arbitrary outliers. Our findings
underline several key aspects of such estimators of profound
practical relevance, such as the importance of the population
covariance matrixCN of the legitimate data in the rejection
power of the estimator, as well as the risks inherent to using
weight functionsu of the Tyler type. Nonetheless, this study
remains at the theoretical level of the estimator itself anddoes
not consider the implications when used as a plug-in estimator
in detection or estimation methods. Whether these methods

are based on local information (isolated eigenvalue, specific
eigenvectors, etc.) or global information (functional of the
eigenvalues, projections on large subspaces, etc.) aboutCN

will entail significant differences in the waŷCN , through the
weight functionu, must be tailored. Such considerations are
left to future investigations.

APPENDIX A
PROOF OFTHEOREM 1

The main technical difficulty of the article lies in the proof
of Theorem 1 which extends the methods developed in [9]
to multiple sample types. The present section is dedicated to
this proof. Some auxiliary random matrix results will be then
listed in Appendix B, while Appendix C will deal with the
(rather immediate) proof of Corollary 2.

The proof of Theorem 1 is divided in two parts. First, we
show that the system of fixed-point equations (4) admits a
unique vector solution and that such solution is bounded as
n → ∞. This then defines unequivocally the matrixŜN . We
then show in a second part that‖ĈN − ŜN‖ a.s.−−→ 0.

A. Existence, uniqueness, boundedness of the solution to(4)

To prove existence and uniqueness, we use the framework
of standard interference functions [24].

Definition 1. A functionh = (h0, . . . , hs) : R
1+s
+ → R

1+s
+ is

a standard interference function if it satisfies the conditions:

1) Positivity: if q0, . . . , qs ≥ 0, thenhi(q0, . . . , qs) > 0 for
all i.

2) Monotonicity : if q0 ≥ q′0, . . . , qs ≥ q′s then, for all i,
hi(q0, . . . , qs) ≥ hi(q

′
0, . . . , q

′
s).

3) Scalability: for all δ > 1 and all i, δhi(q0, . . . , qs) >
hi(δq0, . . . , δqs).

By [24, Thm. 2], ifh is a standard interference function for
which there exists(q0, . . . , qs) such thatqi ≥ hi(q0, . . . , qs)
for all i, then the system of equationsqi = hi(q0, . . . , qs),
i = 0, . . . , s, has a unique solution.

Defineh , (h0, . . . , hεnn) : R
1+εnn
+ → R

1+εnn
+ with

h0(q0, . . . , qεnn) =

1

N
trCN





(1− ε)v(q0)

1 + cv(q0)q0
CN +

1

n

εnn
∑

j=1

v (qj) aja
†
j





−1

hi(q0, . . . , qεnn) =

1

N
a
†
i





(1− ε)v(q0)

1 + cv(q0)q0
CN +

1

n

∑

j 6=i

v (qj)aja
†
j





−1

ai

for i = 1, . . . , εnn. Let us prove thath meets the conditions of
Definition 1 and that, fori = 0, . . . , εnn, hi(q0, . . . , qεnn) ≤
qi for some(q0, . . . , qεnn), which will then prove existence
and uniqueness.

From Assumption 1 and the fact thatv is bounded, we
clearly havehi > 0 for all i. To show monotonicity, let us
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first define

BN (q0, . . . , qεnn) =
(1− ε)v(q0)

1 + cv(q0)q0
CN +

1

n

εnn
∑

j=1

v (qj)aja
†
j

and takeq0, . . . , qεnn and q′0, . . . , q
′
εnn such thatqi ≥ q′i for

all i. Then, sincev is non-increasing andψ(x) = xv(x) is
increasing,

BN(q0, . . . , qεnn) � BN (q′0, . . . , q
′
εnn).

From [17, Cor. 7.7.4], this implies

(BN (q0, . . . , qεnn))
−1 �

(

BN (q′0, . . . , q
′
εnn)

)−1

from which h0(q0, . . . , qεnn) ≥ h0(q
′
0, . . . , q

′
εnn). By the

same arguments,hi(q0, . . . , qεnn) ≥ hi(q
′
0, . . . , q

′
εnn) for

i = 1, . . . , εnn, thus proving the monotonicity ofh. Finally,
to show scalability, let us rewriteh0 as

h0(q0, . . . , qεnn) =

1

N
trCN



(1− ε)
Θ(q0)

q0
CN +

1

n

εnn
∑

j=1

ψ (qj)

qj
aja

†
j





−1

whereΘ(x) = ψ(x)
1+cψ(x) . Sinceψ(x) is increasing, so isΘ(x)

and, for anyδ > 1,

h0(δq0, . . . , δqεnn)

=
δ

N
trCN





(1 − ε)Θ(δq0)

q0
CN +

1

n

εnn
∑

j=1

ψ (δqj)

qj
aja

†
j





−1

< δh0(q0, . . . , qεnn).

We show similarlyhi(δq0, . . . , δqεnn) < δhi(q0, . . . , qεnn) for
i = 1, . . . , εnn, thus proving the scalability ofh.

Thus,h is a standard interference function and it remains to
show thathi(q0, . . . , qεnn) ≤ qi for some(q0, . . . , qεnn) and
for all i. For i = 0,

h0(q0, . . . , qεnn) =
1

N
trCN (BN (q0, . . . , qεnn))

−1

where

BN (q0, . . . , qεnn) �
(1− ε)v(q0)

1 + cv(q0)q0
CN

and thus, by definition ofψ,

h0(q0, . . . , qεnn) ≤
1 + cψ(q0)

(1− ε)ψ(q0)
q0. (6)

As a consequence, we need to find someq0 for which
1+cψ(q0)
(1−ε)ψ(q0)

≤ 1 or, equivalently,ψ(q0) ≥ 1
1−ε−c . Such

a choice of q0 is always possible sinceψ is increasing
on [0,∞) with image [0, ψ∞) where 1

1−ε−c < ψ∞ (this
unfolds from φ∞ > 1

1−ε ). Therefore, for anyq0 such that
1

1−ε−c ≤ ψ(q0) < ψ∞, we haveh0(q0, . . . , qεnn) ≤ q0.
Take for instanceq0 = ψ−1( 1

1−ε−c ) and consider now the
functionshi, i = 1, . . . , εnn for which, using [25, Lemma
10] and similar arguments as above,

hi(q0, . . . , qεnn) ≤ q0
1 + cψ(q0)

(1− ε)ψ(q0)

1

N
a
†
iC

−1
N ai

= q0
1

N
a
†
iC

−1
N ai , wi. (7)

Therefore, takingqi = wi for i = 1, . . . , εnn, we also have
hi(q0, . . . , qεnn) ≤ qi. Altogether, we have shown that the
function h satisfies the conditions of [24, Thm. 2] implying
that there exists a unique solution to (4). As such,ŜN as
introduced in the statement of Theorem 1 is well-defined.

We now turn our focus to the boundedness of the solution
to (4). From (6) and (7), along with Assumption 1, we imme-
diately have that(γn, α1,n, . . . , αεnn,n) is uniformly bounded
in n, i.e., lim supn γn <∞ and lim supnmax1≤i≤εnn αi,n <
∞. Furthermore,γn can be shown to be uniformly away
from zero as follows. By monotonicity of theh function,
h0(q0, . . . , qεnn) ≥ h0(0, . . . , 0), i.e.,

h0(q0, . . . , qεnn) ≥
1

v(0)

1

N
trH−1

N ≥ 1

v(0)

1

‖HN‖
,

where the matrixHN is defined as

HN , (1− ε)IN +
1

n

εnn
∑

j=1

C
−1/2
N aja

†
jC

−1/2
N .

By Assumption 1 we havelim supn ‖HN‖ < ∞ and, conse-
quently,lim infn γn > 0.

B. Convergence of̂CN − ŜN

Having proved that̂SN is well defined, we now turn to
the core of the proof of Theorem 1. The outline of the proof
follows tightly that of [9, Thm. 2] but for a model that is
(i) simpler in its assuming the legitimate data to be essentially
Gaussian instead of elliptical, but (ii) made more complex due
to the deterministic addition of the vectorsa1, . . . , aεnn. Our
way to deal with (ii) is by controlling in parallel the quantities
asymptotically approximated byγn and those asymptotically
approximated byαi,n. Since some parts of the proof mirror
closely those in [9, Thm. 2], we shall mainly focus on the
significantly differing aspects.

First note that we can assumeCN = IN by studying
C

−1/2
N ĈNC

−1/2
N instead of ĈN , in which case we have

C
−1/2
N ai in place of the originalai. This can be seen from

(1), the implicit equation solved bŷCN . Hence, from now on
we assumeCN = IN without loss of generality. Using the
definition v(x) , u

(

g−1
n (x)

)

, with gn(x) = x/(1− cnφ(x)),
and following the same steps as in [9], let us write

ĈN =
1

n

(1−εn)n
∑

i=1

v (di)xix
†
i +

1

n

εnn
∑

i=1

v (bi)aia
†
i

with di , 1
N x

†
i Ĉ

−1
(xi)

xi andbi , 1
N a

†
i Ĉ

−1
(ai)

ai, whereĈ(xi) ,

ĈN−v (di)xix†
i andĈ(ai) , ĈN−v (bi)aia†i . Further define

ei ,
v(di)

v(γn)
, fi ,

v(bi)

v(αi,n)
,

with γn and αi,n as in the statement of Theorem 1 but for
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CN = IN , i.e., γn andαi,n are the positive solutions to

γn =
1

N
tr





(1− ε)v(γn)

1 + cv(γn)γn
IN +

1

n

εnn
∑

j=1

v (αj,n)aja
†
j





−1

αi,n =
1

N
a
†
i





(1− ε)v(γn)

1 + cv(γn)γn
IN +

1

n

∑

j 6=i

v (αj,n)aja
†
j





−1

ai.

The core of the proof is to show that

max
1≤i≤(1−εn)n

|ei − 1| a.s.−−→ 0 (8)

max
1≤i≤εnn

|fi − 1| a.s.−−→ 0. (9)

Let us first relabelei and fi such thate1 ≤ . . . ≤ e(1−εn)n
and f1 ≤ . . . ≤ fεnn and denoteδn = max(e(1−εn)n, fεnn).
For anyi = 1, . . . , (1− εn)n, we have

ei =

v





1
N x

†
i

(

1
n

∑

j 6=i

v(dj)xjx
†
j +

1
n

εnn
∑

j=1

v(bj)aja
†
j

)−1

xi





v(γn)

≤

v





1
δnN

x
†
i

(

1
n

∑

j 6=i

v(γn)xjx
†
j +

1
n

εnn
∑

j=1

v(αj,n)aja
†
j

)−1

xi





v(γn)

where we usedv(dj) = v(γn)ej , v(bj) = v(αj,n)fj and
the inequality arises fromej , fj ≤ δn, from v being non-
increasing, and from [17, Cor. 7.7.4]. For readability, let

FN,(i) ,
1

n

∑

j 6=i

v(γn)xjx
†
j +

1

n

εnn
∑

j=1

v(αj,n)aja
†
j .

From the random matrix result, Lemma 1 of Appendix B,

max
1≤i≤(1−εn)n

∣

∣

∣

∣

1

N
x
†
iF

−1
N,(i)xi − γn

∣

∣

∣

∣

a.s.−−→ 0.

Thus, forζ > 0, with probability one, we have for all largen

e(1−εn)n ≤
v
(

1
δn
(γn − ζ)

)

v(γn)
. (10)

We can proceed similarly to boundfi from above as

fi ≤
v
(

1
δnN

a
†
iG

−1
N,(i)ai

)

v(αi,n)

for any i = 1, . . . , εnn, with

GN,(i) ,
1

n

(1−εn)n
∑

j=1

v (γn)xjx
†
j +

1

n

∑

j 6=i

v (αj,n)aja
†
j

and we now use Lemma 2 in Appendix B which states

max
1≤i≤εnn

∣

∣

∣

∣

1

N
a
†
iG

−1
N,(i)ai − αi,n

∣

∣

∣

∣

a.s.−−→ 0.

Therefore, for the sameζ > 0 and for all largen a.s.,

fεnn ≤
v
(

1
δn
(αi,n − ζ)

)

v(αi,n)
. (11)

We now consider separately the subsequence ofn over
which e(1−εn)n ≥ fεnn and that over whiche(1−εn)n < fεnn
(these subsequences may be empty or finite).

Subsequencee(1−εn)n ≥ fεnn: On this subsequence, (10)
becomes

e(1−εn)n ≤
v
(

1
e(1−εn)n

(γn − ζ)
)

v(γn)

or alternatively, sincee(1−εn)n is positive,

1 ≤
ψ
(

γn
e(1−ǫ)n

(

1− ζ
γn

))

ψ(γn)
(

1− ζ
γn

) .

We want to prove that, for anyℓ > 0, e(1−ǫ)n ≤ 1 + ℓ for
all large n a.s. Let us assume the opposite, i.e.,e(1−ǫ)n >
1+ℓ infinitely often, and let us restrict ourselves to a (further)
subsequence where this always holds. Then,

1 ≤
ψ
(

γn
1+ℓ

(

1− ζ
γn

))

ψ(γn)
(

1− ζ
γn

) ≤
ψ
(

γn
1+ℓ

)

ψ(γn)
(

1− ζ
γn

) .

From the uniform boundedness ofγn away from zero and
infinity (see Appendix A-A), considering yet a further subse-
quence over whichγn → γ0 > 0, we obtain in the limit

ψ(γ0)

(

1− ζ

γ0

)

≤ ψ

(

γ0
1 + ℓ

)

.

This being valid for eachζ > 0, a contradiction is raised in
the limit ζ → 0. Therefore, either the subsequence over which
e(1−εn)n ≥ fεnn is finite or e(1−ǫ)n ≤ 1 + ℓ for all largen
a.s. Assuming the former, thene(1−εn)n < fεnn for all large
n, which is considered next.

Subsequencee(1−εn)n < fεnn: On this subsequence, (11)
becomes

fεnn ≤
v
(

1
fεnn

(αεnn,n − ζ)
)

v(αεnn,n)
(12)

for all largen a.s. Again, we wish to prove that with, say, the
sameℓ > 0 as above,fεnn ≤ 1+ℓ for all largen a.s. Consider
first the caselim infn αεnn,n = 0 and restrict ourselves to
those converging subsequences over whichαεnn,n → 0. In
the limit, v(αεnn,n) → v(0) so that, for anyθ > 0 and
for n large enough,v(αεnn,n) > v(0) − θ. This, along with
v(1/fεnn(αεnn,n − ζ)) ≤ v(0) gives fn ≤ v(0)/(v(0) − θ)
for all largen implying that, for anyℓ > 0, fn ≤ 1+ ℓ for all
largen a.s. Consider now the rest of subsequences for which
lim infn αεnn,n > 0 and rewrite (12) as

1 ≤
ψ
(

αεnn,n

fεnn

(

1− ζ
αεnn,n

))

ψ(αεnn,n)
(

1− ζ
αεnn,n

) .

As above fore(1−εn)n, we assumefεnn > 1 + ℓ infinitely
often, and restrict ourselves to a further subsequence where
this holds for alln. Then,

1 ≤
ψ
(

αεnn,n

1+ℓ

)

ψ(αεnn,n)
(

1− ζ
αεnn,n

) .
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From the boundedness ofαεnn,n (see Appendix A-A), we can
take a converging (further) subsequence over whichαεnn,n →
α0 > 0. In the limit,

ψ(α0)

(

1− ζ

α0

)

≤ ψ

(

α0

1 + ℓ

)

which is contradictory for sufficiently smallζ. Thus, necessar-
ily fεnn ≤ 1+ℓ for all largen a.s., unless we havee(1−εn)n) ≥
fεnn in which case, as shown above,fεnn ≤ e(1−εn)n) ≤ 1+ℓ
for all largen a.s.

Altogether, we necessarily have

max{e(1−εn)n, fεnn} ≤ 1 + ℓ

for all largen a.s. All the same, by reverting the inequalities,
we prove that, for all largen a.s.

min{e1, f1} ≥ 1− ℓ

and therefore, altogether,

max
1≤i≤(1−ǫ)n

|ei − 1| ≤ ℓ

max
1≤i≤ǫn

|fi − 1| ≤ ℓ

for all large n a.s., which eventually proves (8) and (9) by
taking a countable sequence ofℓ going to zero. This establishes
the main result, from which Theorem 1 unfolds. Specifically,
from (8)-(9) and by uniform boundedness ofγn andαi,n,

max
1≤i≤(1−εn)n

|v(di)− v(γn)| a.s.−−→ 0

max
1≤i≤εnn

|v(bi)− v(αi,n)| a.s.−−→ 0.

Thus, for anyℓ > 0 and for all largen a.s.

(1 − ℓ)ŜN � ĈN � (1 + ℓ)ŜN

and, therefore‖ĈN − ŜN‖ ≤ 2ℓ‖ŜN‖. Using the triangle
inequality and the fact thatv is non-increasing, we have

‖ĈN − ŜN‖

≤ 2ℓ v(0)

(∥

∥

∥

∥

1

n

∑(1−εn)n

i=1
xix

†
i

∥

∥

∥

∥

+

∥

∥

∥

∥

1

n

∑εnn

i=1
aia

†
i

∥

∥

∥

∥

)

.

From [26] and Assumption 2,‖ 1
n

∑(1−εn)n
i=1 xix

†
i‖ <

4(1 − ε) for all large n a.s. and, from Assumption 1,
lim supn ‖ 1

n

∑εnn
i=1 aia

†
i‖ < ∞. Then, sinceℓ is arbitrarily

small, ‖ĈN − ŜN‖ tends to zero a.s. asn → ∞, which
concludes the proof of Theorem 1. ForCN 6= IN we simply
need to show‖C1/2

N (ĈN − ŜN )C
1/2
N ‖ a.s.−−→ 0, which follows

from ‖C1/2
N (ĈN − ŜN)C

1/2
N ‖ ≤ ‖CN‖‖ĈN − ŜN‖ since, by

assumption,lim supN ‖CN‖ <∞.

For the random outliers scenario, Assumption 1 holds a.s.
by virtue of [26], provided thatlim supN ‖DNC−1

N ‖ < ∞.
Then, the proof of Corollary 3 follows from applying standard
random matrix arguments to the model ofŜN in Theorem 1,
considered now as a random matrix in bothyi and ai.
The result may be straightforwardly obtained from, e.g., [25,
Thm. 1] (see Appendix B for similar applications).

APPENDIX B
RANDOM MATRIX RESULTS

In this section we list several intermediary results needed
in Appendix A.

Lemma 1. Let Assumptions 1-2 hold. Define

FN ,
1

n

(1−εn)n
∑

j=1

v (γn)xjx
†
j +

1

n

εnn
∑

j=1

v (αj,n)aja
†
j

and FN,(i) = FN − 1
nv(γn)xix

†
i , with γn andαj,n given in

Theorem 1. Then, asn→ ∞,

max
1≤i≤εnn

∣

∣

∣

∣

1

N
x
†
iF

−1
N,(i)xi − γn

∣

∣

∣

∣

a.s.−−→ 0.

Proof: We first need to establish a result on
λ1(FN,(i)), for which we know that λ1(FN,(i)) ≥
λ1(v(γn)

1
n

∑

j 6=i xjx
†
j). Then, [18, Lemma 1] along with

Assumption 2 and the boundedness ofγn show that there
existsξ > 0 such that, for all largen a.s.,

min
1≤i≤(1−εn)n

λ1
(

FN,(i)
)

> ξ. (13)

With this acquired, the outline of the proof is
divided into two main steps. We first prove that
max1≤i≤(1−εn)n | 1N x

†
iF

−1
N,(i)xi − 1

N trF−1
N | a.s.−−→ 0

using quadratic form-close-to-the trace and rank-one
perturbation arguments. Then, using [25, Thm 1], we show
that

∣

∣

1
N trF−1

N − γn
∣

∣

a.s.−−→ 0.
The triangle inequality allows us to write

∣

∣

∣

∣

1

N
x
†
iF

−1
N,(i)xi −

1

N
tr F−1

N

∣

∣

∣

∣

≤
∣

∣

∣

∣

1

N
x
†
iF

−1
N,(i)xi −

1

N
tr F−1

N,(i)

∣

∣

∣

∣

+

∣

∣

∣

∣

1

N
trF−1

N,(i) −
1

N
trF−1

N

∣

∣

∣

∣

.

(14)

Let us bound the two terms on the right hand side of (14).
Denote byExi

the expectation with respect toxi (i.e., con-
ditionally onFN,(i)) andκi , 1{λ1(FN,(i))>ξ} with ξ defined
in (13). For the first term, we can apply [27, Lemma B.26]
(sincexi is independent ofκ1/pi F−1

N,(i)), so that forp ≥ 2,

Exi

[

κi

∣

∣

∣

∣

1

N
x
†
iF

−1
N,(i)xi −

1

N
trF−1

N,(i)

∣

∣

∣

∣

p]

≤ κiKp

Np/2

[

(

ν4
N

tr
(

F−1
N,(i)

)2
)p/2

+
ν2p
Np/2

trF−p
N,(i)

]

(15)

for some constantKp depending only onp, with νℓ any value
such thatE

[

|xij |ℓ
]

≤ νℓ. Using 1
Nk trBk ≤

(

1
N trB

)k
for

B ∈ CN×N nonnegative definite andk ≥ 1 leads to

Exi

[

κi

∣

∣

∣

∣

1

N
x
†
iF

−1
N,(i)xi −

1

N
trF−1

N,(i)

∣

∣

∣

∣

p]

≤ κiKp

Np/2

(

ν
p/2
4 + ν2p

)

(

1

N
trF−2

N,(i)

)p/2

≤ Kp

ξpNp/2

(

ν
p/2
4 +

ν2p
Np/2−1

)

(16)



12

where for the second inequality we have usedtrB ≤ ‖B‖
for B ∈ CN×N nonnegative definite and the fact that
κi‖F−1

N,(i)‖ < ξ−1, which holds from the definition ofκi.
The bound (16) being irrespective ofFN,(i), we can now take
the expectation overFN,(i) to obtain

E

[

κi

∣

∣

∣

∣

1

N
x
†
iF

−1
N,(i)xi −

1

N
trF−1

N,(i)

∣

∣

∣

∣

p]

= O
(

1

Np/2

)

.

(17)

For the second term in (14), we can writeFN,(i) =

(FN,(i) − ξ
2IN ) + ξ

2IN with FN,(i) − ξ
2IN ≻ 0 and we have

from [19, Lemma 2.6] (rank-one perturbation lemma)

E

[

κi

∣

∣

∣

∣

1

N
trF−1

N,(i) −
1

N
trF−1

N

∣

∣

∣

∣

p]

≤ 1

Np

(

2

ξ

)p

. (18)

From (14), we can now use Hölder’s inequality and the
bounds (17)–(18) to obtain

E

[

κi

∣

∣

∣

∣

1

N
x
†
iF

−1
N,(i)xi −

1

N
trF−1

N

∣

∣

∣

∣

p]

= O
(

1

Np/2

)

. (19)

Then, we have that

Pr

[

max
1≤i≤(1−εn)n

κ
1/p
i

∣

∣

∣

∣

1

N
x
†
iF

−1
N,(i)xi −

1

N
trF−1

N

∣

∣

∣

∣

> ζ

]

≤
(1−εn)n
∑

i=1

Pr

[

κ
1/p
i

∣

∣

∣

∣

1

N
x
†
iF

−1
N,(i)xi −

1

N
trF−1

N

∣

∣

∣

∣

> ζ

]

≤ (1− εn)n

ζp
E

[

κi

∣

∣

∣

∣

1

N
x
†
iF

−1
N,(i)xi −

1

N
trF−1

N

∣

∣

∣

∣

p]

= O
(

1

Np/2−1

)

where we have used (in order) Boole’s inequality, Markov’s
inequality, and (19). Recall from (15) that the entries ofxi are
required to have finite2p-th order moment and that, by our
initial assumption,E[|xij |8+η] < ∞ for someη > 0. Then,
taking p > 4, the Borel Cantelli lemma along with the fact
thatmin1≤i≤(1−εn)n κi

a.s.−−→ 1 ensure

max
1≤i≤(1−εn)n

∣

∣

∣

∣

1

N
x
†
iF

−1
N,(i)xi −

1

N
trF−1

N

∣

∣

∣

∣

a.s.−−→ 0. (20)

It remains to show thatγn is a deterministic equivalent
for 1

N trF−1
N . From (13) and the fact that any subtraction

of a nonnegative definite matrix cannot increase the small-
est eigenvalue, we have thatλ1(FN ) > ξ for all large n
a.s. Then, we can writeFN = (FN − ξ

2IN ) + ξ
2IN with

lim infn λ1(FN − ξ
2IN ) > 0 a.s. and we are in position to

apply [25, Thm. 1] which ensures
∣

∣

∣

∣

∣

1

N
trF−1

N − 1

N
tr

(

(1 − ε)v(γn)

1 + eN
IN +AN

)−1
∣

∣

∣

∣

∣

a.s.−−→ 0

where AN = 1
n

∑εnn
j=1 v (αj,n)aja

†
j and eN is the unique

positive solution to

eN = cnv(γn)
1

N
tr

(

(1− ε)v(γn)

1 + eN
IN +AN

)−1

.

According to the definition ofγn, eN = cnv(γn)γn with γn
the solution to

γn =
1

N
tr

(

(1− ε)v(γn)

1 + cnv(γn)γn
IN +AN

)−1

which has been proven to be unique. Altogether,
∣

∣

∣

∣

1

N
trF−1

N − γn

∣

∣

∣

∣

a.s.−−→ 0. (21)

Combining (20) and (21) concludes the proof.

Lemma 2. Let Assumptions 1-2 hold and define

GN,(i) ,
1

n

(1−εn)n
∑

j=1

v (γn)xjx
†
j +

1

n

∑

j 6=i

v (αj,n)aja
†
j

with γn andαj,n defined as in Theorem 1. Then, asn→ ∞,

max
1≤i≤εnn

∣

∣

∣

∣

1

N
a
†
iG

−1
N,(i)ai − αi,n

∣

∣

∣

∣

a.s.−−→ 0.

Proof: Sinceλ1(GN,(i)) ≥ λ1(v(γn)
1
n

∑(1−εn)n
j=1 xjx

†
j),

we can use [18, Lemma 1] along with Assumption 2 and the
uniform boundedness ofγn to show that there existsξ > 0
such that, for all largen a.s.

min
1≤i≤εnn

λ1
(

GN,(i)

)

> ξ.

Denoteκi , 1{λ1(GN,(i))>ξ}. Using similar derivations as for
[28, Lemma 3] adapted to the present model, we have

E

[

κi

∣

∣

∣

∣

1

N
a
†
iG

−1
N,(i)ai − αi,n

∣

∣

∣

∣

p]

= O
(

1

Np/2

)

. (22)

Then

Pr

[

max
1≤i≤εnn

κ
1/p
i

∣

∣

∣

∣

1

N
a
†
iG

−1
N,(i)ai − αi,n

∣

∣

∣

∣

> ζ

]

≤
εnn
∑

i=1

Pr

[

κ
1/p
i

∣

∣

∣

∣

1

N
a
†
iG

−1
N,(i)ai − αi,n

∣

∣

∣

∣

> ζ

]

≤ εnn

ζp
E

[

κi

∣

∣

∣

∣

1

N
a
†
iG

−1
N,(i)ai − αi,n

∣

∣

∣

∣

p]

= O
(

1

Np/2−1

)

where we used (in order) Boole’s inequality, Markov’s inequal-
ity, and (22). Takingp > 4, the Borel Cantelli lemma ensures

max
1≤i≤εnn

κ
1/p
i

∣

∣

∣

∣

1

N
a
†
iG

−1
N,(i)ai − αi,n

∣

∣

∣

∣

a.s.−−→ 0

which then proves Lemma 2 usingmin1≤i≤εnn κi
a.s.−−→ 1.

APPENDIX C
ASYMPTOTIC MOMENTS

In this last appendix, we derive the moments of the deter-
ministic equivalents studied in [25]. We provide in full the
generic result, which may be used for independent purposes.
We first recall [25, Thm. 1].

Theorem 2 (Wagner et al., [25]). Let Y ∈ C
N×n have

independent columnsyi = Hixi, where xi ∈ CNi has
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i.i.d. entries of zero mean, variance1/n, and 4 + η mo-
ment of orderO(1/n2+η/2), and Hi ∈ CN×Ni such that
Ri , HiH

†
i has uniformly bounded spectral norm overn,N .

Let alsoAN ∈ CN×N be Hermitian non-negative and denote
FN = YY† + AN . Then, asN , N1, . . . , Nn, and n grow
large with ratios ci = Ni/n, and c0 = N/n satisfying
0 < lim infn ci ≤ lim supn ci <∞ for 0 ≤ i ≤ n, we have

1

n
tr (FN − zIN )

−1 −mN (z)
a.s.−−→ 0

with

mN (z) =
1

n
tr

(

1

n

n
∑

i=1

1

1 + eN,i(z)
Ri +AN − zIN

)−1

(23)

whereeN,1(z), . . . , eN,n(z) form the unique solution of

eN,j(z) =
1

n
trRj

(

1

n

n
∑

i=1

1

1 + eN,i(z)
Ri +AN − zIN

)−1

such that alleN,j(z) are Stieltjes transforms of a non-negative
finite measure onR+.

From Theorem 2, the distribution functionFN with Stieltjes
transformmN (z) is a deterministic equivalent for the eigen-
value distribution ofFN . We next describe the successive
moments of the distribution functionFN . This generalizes the
asymptotic moment results in [29], valid only forAN = 0.

Theorem 3. Let FN be the distribution function associated
with the Stieltjes transform (23), and denoteMN,0,MN,1, . . .
the successive moments ofFN , i.e.,MN,p ,

∫

xpdFN . Then,

MN,p =
(−1)p

p!

1

N
trTp

with T0,T1, . . . defined recursively from

Tp+1 = −
p
∑

i=0

Tp−iANTi+

p
∑

i=0

i
∑

j=0

(

p

i

)(

i

j

)

Tp−iQi−j+1Tj

Qp+1 =
p+ 1

n

n
∑

k=1

fk,pRk

fk,p+1 =

p
∑

i=0

i
∑

j=0

(

p

i

)(

i

j

)

(p− i+ 1)fk,jfk,i−jβk,p−i

βk,p+1 =
1

n
tr [RkTp+1]

andT0 = IN , fk,0 = −1, βk,0 = 1
n trRk for k ∈ {1, . . . , n}.

Proof: Follows the same steps as the proof of [29, Thm. 2]
with proper modifications to account forAN 6= 0.
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