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The singular limit of the Water-Waves equations in the rigid lid
regime

Mésognon-Gireau Benoit*

Abstract

The re-scaled Water-Waves equations depend strongly on the ratio € between the amplitude of
the wave and the depth of the water. We investigate in this paper the convergence as € goes to zero
of the free surface Euler equations to the so called rigid lid model. We first prove that the only
solutions of this model are zero. Due to the conservation of the Hamiltonian, the solutions of the
free surface Euler equations converge weakly to zero, but not strongly in the general case, as € goes
to zero. We then study this default of convergence. More precisely, we show a strong convergence
result of the solutions of the water waves equations in the Zakharov-Craig-Sulem formulation to the
solutions of the linear water-waves equations. It is then easy to observe these latter converge weakly
to zero. The simple structure of this system also allows us to explain the mechanisms of the weak
convergence to zero. Finally, we show that this convergence to the rigid lid model also holds for
the solutions of the Euler equations. To this end we give a new proof of the equivalence of the free
surface Euler equations and of the Zakharov-Craig-Sulem equation by building an extension of the
velocity and pressure fields.

1 Introduction

We recall here classical formulations of the Water Waves problem. We then shortly introduce the mean-
ingful dimensionless parameters of this problem, and introduce the so called rigid lid equations. We then
present the main result of this paper.

1.1 Formulations of the Water Waves problem

The Water Waves problem puts the motion of a fluid with a free surface into equations. We recall here
two equivalent formulations of the Water Waves equations for an incompressible and irrotationnal fluid.

1.1.1 Free surface d-dimensional Euler equations

The motion, for an incompressible, inviscid and irrotationnal fluid occupying a domain €2; delimited
below by a flat bottom and above by a free surface is described by the following quantities:

— the velocity of the fluid U = (V,w), where V and w are respectively the horizontal and vertical
components;

— the free top surface profile (;

*UMR 8553 CNRS, Laboratoire de Mathématiques et Applications de I’Ecole Normale Supérieure, 75005 Paris, France.
Email: benoit.mesognon-gireau@ens.fr



— the pressure P.

All these functions depend on the time and space variables t and (X, z) € ;. The domain of the fluid
at the time ¢ is given by
Q= {(X,2) e R —Hy < 2 < ((t, X)},

where Hj is the typical depth of the water. The unknowns (U, ¢, P) are governed by the Euler equations:

U+ U -Vx.U=—VP—ge, in
div(U) = 0 in Q4 (1.1)
curl(U) = 0 in Q.

We denote here —ge, the acceleration of gravity, where e, is the unit vector in the vertical direction,
and p the density of the fluid. Here, Vx , denotes the d 4+ 1 dimensional gradient with respect to both
variables X and z.

These equations are completed by boundary conditions:

C+V-V(—w=0
U-n=0on {z=—H} (1.2)
P = Py on {z = ((t, X)}.

In these equations, V and w are the horizontal and vertical components of the velocity evaluated at
the surface. The vector n in the last equation stands for the normal upward vector at the bottom
(X,z = —Hy). We denote P, the constant pressure of the atmosphere at the surface of the fluid. The
first equation of (1.2) states the assumption that the fluid particles do not cross the surface, while the
last equation of (1.2) states the assumption that they do not cross the bottom. The equations (1.1) with
boundary conditions (1.2) are commounly referred to as the free surface Euler equations.

1.1.2 Craig-Sulem-Zakharov formulation

Since the fluid is by hypothesis irrotational, it derives from a scalar potential:
U=Vx,o.

Zakharov remarked in [17] that the free surface profile { and the potential at the surface ¢ = ®,_,
fully determine the motion of the fluid, and gave an Hamiltonian formulation of the problem. Later,
Craig-Sulem, and Sulem ([8] and [9]) gave a formulation of the Water Waves equation involving the
Dirichlet-Neumann operator. The following Hamiltonian system is equivalent (see [12] and [1] for more
details) to the free surface Euler equations (1.1) and (1.2):

¢ —Gih =0

. 2 1.3

20 vep

where the unknowns are ¢ (free surface profile) and ¢ (velocity potential at the surface) with ¢ as time
variable and X € R¢ as space variable. The fixed bottom profile is b, and G stands for the Dirichlet-
Neumann operator, that is

Gy = G[CJY =1+ |[V([P0n®).—,



where ® stands for the potential, and solves Laplace equation with Neumann (at the bottom) and
Dirichlet (at the surface) boundary conditions:

{AXJ@ =0 in{(X,z)e R xR, —Hy+b(X) < 2z < ((X)} 14

¢|z=§ =1, anq)|z=ng =0,
with the notation, for the normal derivative
8n<I>|Z=,HU = VX7Z(I)(X, —HQ) n

where n stands for the normal upward vector at the bottom (X, —Hp). See also [12] for more details.

1.1.3 Dimensionless equations

Since the properties of the solutions depend strongly on the characteristics of the fluid, it is more
convenient to non-dimensionalize the equations by introducing some characteristic lengths of the wave
motion:

(1) The characteristic water depth Hy;

(2) The characteristic horizontal scale L, in the longitudinal direction;

(3) The characteristic horizontal scale L, in the transverse direction (when d = 2);
(4)

4) The size of the free surface amplitude agsyrf;

Let us then introduce the dimensionless variables:

/ xz / Yy / ¢ / z
r = -, - = ) Z ==,

L:n 4 Ly C Agurf HO

and the dimensionless variables:
t = t o’ (I)
oty Dy’
where I
a
to = ——2—, By = =2l 1 \/gH,.
0 I, 0 Hy gto

After rescaling, several dimensionless parameters appear in the equation. They are

Qsyrf —c I{_O2 Lac

HO ) L% = M, L_y:’Ya

where ¢, i,y are commonly referred to respectively as "nonlinearity", "shallowness" and "transversality"

parameters.

For instance, the Zakharov-Craig-Sulem system (1.3) becomes (see [12] for more details) in dimen-
sionless variables (we omit the "primes" for the sake of clarity):

U = Gl = 0

O+ C+ 5 VP - E(G“’”[ECW +epVIC V) (1.5)

=0
21+ 22u [VIC ) |

where G, 4[e(]1) stands for the dimensionless Dirichlet-Neumann operator,

Guw[EC]i/f =V 1+ 52|v7<|25n¢\z:sq = (azq) - MVV(EC) ’ Vvq))\z:a‘(v



where ® solves the Laplace equation with Neumann (at the bottom) and Dirichlet (at the surface)
boundary conditions

{AM@:O in {(X,2) eRxR—1< 2 <e((X)}

1.6
¢|z:a( = 1/}, anq)\z:_l = 0. ( )

We used the following notations:
V7 = 4(0y,70y) ifd=2 and V=0, ifd=1
AW = 107 + oy + 02 ifd=2 and APY = pd? + 02 ifd=1

and
On®@z—q = (0,® — uV(BD) - V”(I))‘Zz,l.

1.2 The rigid lid model

The Euler system (1.1),(1.2), can be written in the dimensionless variables:

1

(0,V + (V- V7 + ~wd,)V = —V'P in

ow+e(V-V? + —wd,)w = —(0,P) in O
I

i

O +eV VIC——w=0
- u (1.7)
VAU =0 in O

curl7(U) =0 in
U-n=0forz=-1
P =¢( for z = (.

We changed the pressure into hydrodynamic pressure P = P — (z — () and set P, = 0. The rigid
lid model models the motion of the fluid as if the top surface was fixed at z = 0 (see for instance [6]).
But to derive this model, we do not brutally take e = 0 in the Euler system (1.7) but rather start by a
change of time scale, and a change of scale for the pressure:

t=¢t
and
p-L
-

Formally, if one takes the limit € goes to zero in the newly scaled Euler equations, one finds the
following so called rigid lid equations (we omit the "primes" for the sake of clarity):

1
8tV + (V . V’Y + pwﬁz)v = *V'YP in

8tw+(V-V7+%wé’z)w= —(0,P) in Q
w=0

VAT .U =01in 0

curl”(U) =0 in
U-n=0forz=-1

P=_forz=0

where € is now the fixed domain

Q={(X,2)eR¥™ —1<2<0}.



1.3 Reminder on the local existence for the Water-Waves equations with flat
bottom

We briefly give some reminders about the local well-posedness theory for the Water-Waves equations
and their local existence (see [12] Chapter 4 for a complete study, and also [11]). After scaling

t=¢t

as for the rigid lid equation, one gets from (1.5) the equations:

cor¢ — ~GleCl = 0
! € 5 & (GleCl +epVIC - V)2 (1.9)
— vy _ _
£0ip+ C+ 5|V . TEEETINIRE =0.

As explained above, we prove later that the solutions of the full Water-Waves equations (1.9) converge
strongly to the solutions of the linearized equations (2.23). The strategy is to treat the non-linear terms
of the Water-Waves equations as a perturbation of the linearized equation.

Let to > d/2 and N > to +to v 2 + 3/2 (where a v b = sup(a,b)). The energy for the Water-Waves
equations is the following (see Section 1.5 for the notations):

ENU) = 1Bl grorsz + D a2 + [ty l2

la|<N
where ((,),¥(q) are the so called Alinhac’s good unknowns:
Va e N, () = 0°C, Yoy = 07 — ewd®¢,
and where P is the differential operator defined by

D]
L+ VADT)?

The operator B is of order 1/2 and acts as the square roots of the Dirichlet-Neumann operator, since
there exists My = C(ﬁ’ |¢| frto+1) where C' is a non decreasing function of its arguments, such that

P =

1 1
I3 < (0, G2 < MolPyl3. (1.10)
0 K
We consider solutions U = (¢, ) of the Water-Waves equations in the following space:
Ef ={UeC([0,T]; H*** x H*[R"),EN(U(.)) e L*([0,T])}.

The following quantity, called the Rayleigh-Taylor coeflicient plays an important role in the Water-Waves
problem:

P,
a(C, ) =1 +e(ed; + eV -V )w = —aﬁ(azm‘z:ac

We can now state the local existence result by Alvarez-Samaniego Lannes (see [2] and [12] Chapter 3):

Theorem 1.1 Let tg > d/2,N >tg+tg v 2+ 3/2. Let U° = (¢°,4°) € EY. Let &,7 be such that
O0<e,v<1,

and moreover assume that:

Ihmin > 0,3ag > 0, 14+eC°> hpin  and  a(U%) = ao.



Then, there exists T > 0 and a unique solution U € EX to (1.9) with initial data U°. Moreover,
1
—=Cy, and sup EN(US(t)) = Cy
T te[0;T7]

1 1

with C; = C(EN(UY), —
min 0

) fori=1,2.

Remark 1.2 Note that the time existence provided by Theorem 1.1 does not depend on e. Actually,

the full Theorem in non flat bottom (see [12]) states that the time of existence for the equations in the

original scaling (1.5) is of size s\}ﬁ where B is the size of the topography. In our case, 8 = 0 and therefore

one gets a time of existence of size % for (1.5), and of size 1 for the rescaled equations (1.9). In the case
of a non flat bottom, this long time result stands true in presence of surface tension (see [15]).

1.4 Main result

We investigate in this paper the rigorous limit £ goes to zero in the rescaled Euler equation (1.7) in view
of the mathematical justification of the derivation of the rigid lid model (1.8). However, as one shall see
in Section 2.1, the only solutions of the rigid lid equations are trivially null. Though the rigid lid model
does not then seem of much interest, it implies that the solutions of the rescaled Euler equations (1.7)
converge weakly to zero as € goes to zero. In [4], the same limit in the rigid lid regime is investigated
by Bresch and Métivier for the Shallow-Water equations with large bathymetry, which consist in an
asymptotic model for the Water-Waves problem in the shallow water regime (u small). They prove that
the rescaled equations are well-posed on a time interval independent on ¢ (which is equivalent to a large
time of existence of size % for the system written in the original variables) and they rigorously pass to
the limit as € goes to zero, and prove the weak convergence of the solutions.

In [15], a similar long time existence result is proved for the Water-Waves equations with large
bathymetry and with surface tension. The local existence result (1.1) implies that (we don’t give a
precise statement) that there exists 7' > 0, and a unique solution (¢, ) € C*([0; £]; HY x HN+1/2(R9))
to the Water-Waves equations (1.5). Moreover, one has:

1

T = C1(Co, %), (S )l (q0; 275 x v +12(mey) < C2(Cos Yo), (1.11)

where C; are continuous functions of their arguments, and are independent on p,e. The bound on the
solutions given by (1.11) is uniform with respect to €, which allows by a compactness argument to extract
a convergent sub-sequence of solutions as e goes to zero. The limit should be zero (at least for ) as
we discussed above. The question is to understand if the convergence is strong in C([0;T]; HN ! x
HN=1/2(R%)), i.e. "globally in time and space". In this paper, we complete the study of the rigid lid
limit for the Water-Waves problem, and give an answer to this question.

Since the equations (1.5) have the structure of a Hamiltonian equation, the following quantity is
conserved:

1
ﬂ(gﬂ)ﬂ/))z + (¢, ¢Q)2- (1.12)

We recall that G is symmetric and positive for the L? scalar product. Therefore, even after the time
change of scale
t'=et

and the limit ¢ goes to zero, the Hamiltonian is conserved and the strong convergence in L? of the
unknowns cannot be (except in particular cases). In Section 2.2, we precisely try to highlight the default
of compactness that prevents the strong convergence in dimension 1, in presence of a flat bottom. As
one shall see, the default comes from the linear operator of the Water-Waves equations which has quite a



similar behavior to the wave equation. In Section 3, we prove the equivalence between the Water-Waves
equations and the Euler equations, which completes the study of the weak but not strong convergence
to zero in Sobolev spaces for the solutions of the Euler equation (1.7) in the rigid lid regime. To sum up,
we give here the plan of this article:

— In Section 2.2, we prove that the solutions of the linearized equation does not converge strongly in
L?*(R?) at a fixed time, in the rigid lid scaling (¢ = et) for d = 1,2.

— In Section 2.3, we prove the strong convergence in L®([0;T[; L?> x HY?(R%)) of the solutions of
the full Water-Waves equation in rigid lid scaling to the solutions of the linearized equations, for

d = 1. It proves that the solutions of the full Water-Waves equations do not converge strongly in
L*([0; T[; L? x HY?(R%)) to zero, for d = 1.

— In Section 3, we prove the equivalence between the free-surface Euler equations (1.7) and the Water-
Waves equations (1.5) for d = 1,2. We show that the solutions of Euler equations converge weakly
as € goes to zero, to the solutions of the rigid lid equation (1.8). The convergence is therefore not
strong, at least for d = 1, according to the preceding points.

1.5 Notations

We introduce here all the notations used in this paper.

1.5.1 Operators and quantities

Because of the use of dimensionless variables (see before the "dimensionless equations" paragraph), we
use the following twisted partial operators:

V7 = (0s,70y) ifd=2 and VY=0, ifd=1
AW = ,u@i + 72/@5 + 83 ifd=2 and AW = u&i + 65 ifd=1
VAT = Y0z, Y/ iy, 0) ifd=2 and Oy, 0,) ifd=1
VI = 110y + /110y + 0, ifd=2 and Vo + 0, ifd=1

curl®? = t(\/ﬁ'yay — 02,05 — \/ 10z, O — YOy) if d=2.

Remark 1.3 All the results proved in this paper do not need the assumption that the typical wave lengths
are the same in both directions, ie v = 1. However, if one is not interested in the dependence of
v, it is possible to take v = 1 in all the following proofs. A typical situation where v # 1 is for
weakly transverse waves for which v = \/u; this leads to weakly transverse Boussinesq systems and the
Kadomtsev—Petviashvili equation (see [13]).

For all a = (ayq, .., aq) € N4, we write
0% = 0y} ...071
and
|a| =01 + ... +Qq.
We use the classical Fourier multiplier
A* = (1 —A)*? on R?

defined by its Fourier transform as

F(A*u)(€) = (1 + €72 (Fu)(€)



for all u € §’(R%). The operator R is defined as
D7

R Y T

(1.13)

where

F(f(D)u)(§) = f(&)F (u)(§)
is defined for any smooth function f of polynomial growth and u € S’(R%). The pseudo-differential
operator P acts as the square root of the Dirichlet-Neumann operator (see (1.10)).
We denote as before by G, 4 the Dirichlet-Neumann operator, which is defined as followed in the scaled
variables:

Guat = Gualel = V1 + VIR0 Paaec = (0:P — pV(e() - VI D) e,

where ® solves the Laplace equation

AVHD = ()
q)|2=€< = ’l/), 8n(I)‘Z=,1 = 0

For the sake of simplicity, we use the notation G[e(]¢ or even Gt when no ambiguity is possible.

1.5.2 The Dirichlet-Neumann problem

In order to study the Dirichlet-Neumann problem (1.4), we need to map §2; into a fixed domain (and not
on a moving subset). For this purpose, we introduce the following fixed strip:

S =R%x (~1;0)
and the diffeomorphism
8 - Qt
(X,2)~ (1+el(X))z+e¢(X).

It is quite easy to check that ® is the variational solution of (1.4) if and only if ¢ = ® o 3 is the
variational solution of the following problem:

I (1.14)

{vuﬁ - P(S5)VATg =0 (1.15)

¢z=0 = Z/}a an(ybz=71 = 07

and where
—1 ¢ -1
P(Xf) = | det JE§|JZ§ (ng )
where Jy: is the jacobian matrix of the diffeomorphism Y. For a complete statement of the result, and
a proof of existence and uniqueness of solutions to these problems, see [12] Chapter 2.

We introduce here the notations for the shape derivatives of the Dirichlet-Neumann operator. More
precisely, we define the open set T' ¢ H**1(R?) as:

I'={T=¢eH°"(RY), 3ho>0,YX eR% e((X)+1- > ho}
and, given a 1 € H5Y/2(R9), the mapping:

T _ H571/2(Rd)
I'=(¢0) — GleC]y.
We can prove the differentiability of this mapping. See Appendix A for more details. We denote

d’ G(h, k)1 the j-th derivative of the mapping at ({,b) in the direction (h, k). When we only differentiate
in one direction, and no ambiguity is possible, we simply denote d’G (h)y or d’G (k).

Gle]:



1.5.3 Functional spaces

The standard scalar product on L?(R9) is denoted by ( , )2 and the associated norm | -
denote the norm of the Sobolev spaces H*(R%) by |- |gs.

2. We will

We introduce the following functional Sobolev-type spaces, or Beppo-Levi spaces:

Definition We denote H s+1(R?) the topological vector space

HPYRY) = {ue L2 (RY), Vue H*(RY)}

loc

endowed with the (semi) norm [u| .1 (gay = [Vl (ra).-

Just remark that H*t!(R%)/R? is a Banach space (see for instance [10]).

The space variables z € R and X € R? play different roles in the equations since the Euler formulation
(1.1) is posed for (X, z) € €;. Therefore, X lives in the whole space R? (which allows to take fractional
Sobolev type norms in space), while z is actually bounded. For this reason, we need to introduce the
following Banach spaces:

Definition The Banach space (H**((—1,0) x R9), |.| s+ ) is defined by

k k
H*¥((=1,0) x RY) = () HI((—1,0); H*/(RY),  Julger = Y. [A*0ul.
Jj=0 j=0

2 The rigid lid limit for the Water-Waves equations

We prove in this section that the solutions of the linearized Water-Waves equations in flat bottom
converge weakly but non strongly in L? as € goes to zero, in the rigid lid regime. We then prove the
strong convergence in L{°L2 of the solutions of the full Water-Waves equations to the solutions of the
linearized equations, in the same regime, in dimension 1.

Remark 2.1 The hypothesis "d = 1" can be removed, if one can prove a dispersive estimate for the
linear operator of the Water-Waves equation of the form of Theorem 2.9, in dimension d = 2. The flat
bottom hypothesis seems however less easy to remove, due to technical reasons, such as the complexity of
the asymptotic expansion of G with respect to the surface when the bottom is non flat.

2.1 Solutions of the rigid lid equations

We recall the formulation of the rigid lid equations with a flat bottom (see also [6] for reference):

1

8tV + (V . VFY + pwﬁz)v = *V'YP in
1

ow+ (V-V7 + —wd.)w = —(0.P) in Q
p

Ju=0 (2.16)
VAT .U =01in Q

cur7(U) =01in Q

U-e,=0for z=-1

P=_forz=0




where (Q is the fixed domain
Q={(X,2)eR¥™ —1<2<0}.

We prove here that in fact, there is only one trivial solution to the system (2.16):

Lemma 2.2 Let us consider the following div-curl problem:

VHY .U =0 in 2
curl(U) =0 in Q
U-e,=0 forz=-1

w=20

(2.17)

with the above notations. Then, the unique solution in H'(Q) to the system (2.17) is U = 0.

Proof The vector field U = 0 is of course a solution to the system (2.17). Let us now consider a
solution U to this problem. The curl free condition over U states that there exists a potential ® such
that U = V#7® in . The divergence free condition provides A*7® = 0 in . With the boundary
conditions (recall that w is the vertical component of the velocity at the surface), the potential ® satisfies
the following Laplace equation:

AP =0  inQ
VI, _g -1 =0
VHAIP__y -n =0,

where n denotes the upward normal vector in the vertical direction. It is well known (see for instance
[12] Chapter 2 and Appendix A) that the unique solution to this system in H*({) satisfies V4#7® = 0.1
O

Let us explain this result on a physical point of view. The rigid-lid equations are obtained after scaling
the time
t'=et

in the free surface Euler equations, and passing to the limit as € goes to zero. Therefore, in the original
time variable, t = t;/, the rigid lid limit consists in letting the amplitude of the waves goes to zero AND
moving forward in time at a rate % At the limit, after an infinite time, all the interesting components of
the waves moved to +00 and there only remains a static fluid (U = 0) with a flat surface. It is possible
that some vortices remain, but they are not seen by the model (curl(U) = 0). One could generalize the
study lead in this paper to the Water-Waves equation with vorticity (see [7]).

2.2 The linearized equation around ¢ = 0 in the rigid lid regime

We prove here that the solutions to the Water-Waves equations do not converge strongly in L? as
goes to zero. To this purpose, we study the lack of compactness induced by the linear operator of the
Water-Waves equations. We recall that in the rigid lid regime, we perform a time scaling

t = et.

The Water-Waves equations can be written in dimensionless form, and in the rigid lid scaling:
1
e — —GleCly =0
a > (2.18)
e (Gle¢]y +epVIC-VI)* '

Eior,2 & _
satw+g+2|v | . 21+ 2u V(P 0.

1n fact the result stands even if the bottom is non flat.

10



Since we are interested in the convergence as € goes to zero, we write this system under the form:

coi — “Gotp = <f
i
eo) + ¢ = eg.

We will treat the non-linear terms f, g present in (2.19) as a perturbation of the linearized equations.
To this purpose, we start to study the solutions of the linearized system:

c0C — 1Gowr = 0
Eatw +C = 0)

(2.19)

(2.20)

where Gy = G[0] is the Dirichlet-Neumann operator in flat bottom and flat surface, and is given by (see
for instance [12] Chapter 1):

Gotb = /ALD"| tanh(\/E D7)y (2.21)
for all 1) € S(R?). It is easy to check that the solution ¢ of (2.20) satisfies the following equation:

8@§+%%g=0 (2.22)

The equation (2.22) looks like a wave equation, except that Gy is not exactly an order two operator (since
it acts like an order one operator for high frequencies). In the case of the wave equation on R

e20u — %u =0
u(z,0) = ug

(Ea{u)(l’, 0) = Uuy,

with ug, u; smooth, the solutions have components of the form
1 1

ug(x — =t) + uo(xz + =1

ol = <) + ol + 1)

(plus other terms we do not detail). Each of these two components converges pointwise to 0 as € goes
to zero (since ug(t,2) — 0) and does not converge strongly in L?(R), since for instance its L?(R)

|| —+0o0
norm does not depend on e. The same behavior, combined with some dispersive effects stands for (2.22).
We start to give an existence result for the linearized equations (2.20). Note that it is not difficult to
prove formally that if (¢, ) is the solution of (2.20), then the following quantity, called "Hamiltonian"
is conserved through time:

1 1,
E(golﬁﬂﬁ)z + §|C|2-
Therefore, we introduce the following operator:
|D7|
L+ VED
Note that 3 has the same behavior as the square root of Gy defined by (2.21).

L=

Proposition 2.3 Let s > 1. Let also {; € H*(R?) and 1y be such that Pepy € H*(RY). Then, there
exists a unique solution (C,v) to the equation:

ediC — LGow =0
ednp+¢ =0 (2.23)
(€(0,X),1(0, X)) = (¢°(X), 9" (X))

such that (¢, W) € C(R, H*(R%)) n CY(R, H*~1(R%)). Moreover, one has:

Vt e R, <fp> (t) = e~ Lt (zi%)

11



where

ol _ L < 11 iwl(D)> e—iw(oy 1 ( } iw(lD)> piw(D)t (2.24)
2\~ (D)
and
D7|tanh D7
w(D) =\/| | an\/(ﬁ\/m D (2.25)

Remark 2.4 The notation et™ refers to the linear operator of the Water- Waves, defined by
0 —1Go
L= H .
(1 0

Proof Let us fix s > 1, and (o, o) € H*(R%)2 If ((,%) is a solution to (2.23), then ( satisfies the
following equation:

e202¢ + lg()C =0
W
((2,0) = (o
(€0:Q)(x,0) = G,
in the space C(R, H*(R%)) nC* (R, H*~(R%)), with ¢; = 1 +Gotbo. As usual, we take the Fourier transform

in space of the equation (2.26) and we denote ( (t, &) the Fourler transform of ¢ with respect to the variable
X for a fixed t. The distribution 6tC0f S'(R x R?) is equal to the distribution 8,{ using the Banach-

Steinhaus theorem. We therefore get the following equation in the distributional sense of S’(R x R%):
e202¢ + —Iéwltanh(\/—léwl)
{(E.0) = Gol6)
(20:0)(£,0) = 1(€)-

It is then easy to check that the unique solution to this equation is given by

(2.26)

~ —~ ~

G(©) = ©bol©)) | iwierr , DO+ ©P0(O)) i)

Qe = (ML), o . : (227)
with
6 - \/w tanh(y/j21¢7])
such that ﬁgo = w(D)?. The desired regularity is easy to get by noticing that
& tanh(/u[€7]) (1 + /ml€7])
IRCENTSD) VHIET|
T L SDURENA )
N
with Pg € H*(R?) and that there exists Cy, Cy > 0 independent of y, e such that:
tanh 7P(1 v
VgERd, Cl < an (\/ﬁ|€ |)( +\/ﬁ|€ |) <02
VaET]
The same method applies for ¢ and one gets that if (¢, ) satisfies (2.23), then necessarily:
o b sinw(©D) ~
t = -)— ————=5(p. 2.28
¥(t,€) ¢OCOS(W(§)€) o© o (2.28)

It is easy to check that ((,v) given by (2.27), (2.28) is a solution to the system (2.20). [

12



The oscillating component of the solution of the linearized Water-Waves equations (2.23) appears
in the explicit formula (2.27), but we need to prove an oscillating phase method type result in order
to conclude to the weak convergence to zero and strong non-convergence. The phase w is actually not
differentiable at £ = 0, which prevent the direct use of standards results on stationary phase methods.

Proposition 2.5 Lett >0 and u e C}(R?). Then, one has

| e ue)ds — 0.
Rd

e—0

Proof One can compute:

tanh(|€7]) + [€7[(1 — tanh®(|€7]))) &
|&7] tanh(|€7]) €71
It is easy to see that Vw does not vanish for £ # 0. It is also easy to show that w is not differentiable in

¢ = 0. But the derivative Vw stay bounded as £ goes to zero. We treat separately the cases d = 1 and
d>1.

vE#£0, (Vw)(§) =

(2.29)

- Case d = 1 One writes
e 0 e too )
J}R exp’=@®) y(&)de = J exp'=@®) y(&)de + J exp’=@&) (&) de. (2.30)
— 0

Since w is right and left differentiable in £ = 0, according to the expression (2.29), one can use standard
methods of stationary phase. Indeed, one can write:

0 0
. d
| et Ou@as - - | e Ouee
_ e w0) ity € 0 itw(e) @ u(§)
= " IR ol

where w'T(0) and w'~(0) are respectively the right and left derivatives of w at £ = 0. We then get the
desired result. The same goes for the second integral of (2.30).

- Case d > 1 We use the standard integrating by part method for the truncated integral:

| et - f
e el i |w

ot

5 (e Ou(€)de

d
Z ¥ &J
c - 0 itw(©),,
ok 7 23 g, (O Oulensdotd
d 9 1 0 ,
f Z 7 (R ag @ ©ue)e = Vs (2.31)
Jj=1 J

where n; stands for the j-th component of the normal external vector at the surface || = . Now, one
can check that:

1 0 2¢j~/1€7] tanh(|€7])

[ (€)[? & 0= [€7] tanh(|€7]) + (1 — tanh®(|¢7])) (€72

13



and thus this function is bounded as £ goes to zero. Moreover, one can check by computation that
0 1 0 C
- —w E < —
o6 wer g < i

as £ goes to zero, and consequently this function is integrable at £ = 0 (remember that d > 1 here).
Therefore, one can pass the limit as ¢ goes to zero in the formula (2.31) and get

y ¢ a 1 0
izw(§) - _= i izw(€)
JRd € u(§)d§ J §= & |2 3@ w(&u())e dg§

and we get the desired result.

O

Now it is easy to prove the following result:

Theorem 2.6 Let s > 1. Let ({o,0) be such that (Co,WBibo) € H*(R?). Then, for all t € R, the solution
(¢,¥)(t) of the system (2.20) converges weakly to zero, and does not converge strongly, in L*(R?).

Proof We prove it for (. We first assume that E,l; € C}(R%). The weak convergence to zero is a
consequence of the explicit formulation of the solution given by (2.27) and the Proposition 2.5. To prove
the strong non convergence, one computes:

(I3 =

(14 cosO DGO+ wl€(1 — cos2u()))IFo(©)?)

+ Re(Goo) () sin(2() 1)

where we expanded the square modulus of the explicit formulation of 6 given by (2.27). We can then
conclude, using Proposition 2.5 to the following convergence:

<5 — (|Co|2+|w( )ol3)

and thus ((¢,.) does not converge strongly to zero.

For the general case, one proceeds by density of C¢(R9) in L?(R?). O

Remark 2.7 As explained above, if {,¢ is a solution to (2.23), then the Hamiltonian
(golﬂ V)2 + 5 |C|2

is conserved through time. Since i(gow,w)g ~ [B|3, the strong convergence of both ¢ and 1 to zero

cannot happen (except for zero initial conditions). However, it would have been possible that some
transfers of energy occur between ¢ and v, with one of the unknown strongly converging to zero. The
Theorem 2.6 states that such behavior does not happen.

14



2.3 Lack of strong convergence for the full Water-Waves equations in dimen-
sion 1

In all this section, we work with a flat bottom and in dimension 1:

The study in dimension 2 should however not be hard to do, if one gets a dispersive estimate of the form
of Theorem 2.9 for the Water-Waves operator in dimension 2. In the previous section, we proved that
the solutions of the linearized Water-Waves equations (2.20) weakly converge as ¢ goes to zero in L?(R),
and do not converge strongly. We now establish a similar result for the solutions of the full nonlinear
Water-Waves system (1.9). To this purpose, we write this system under the form:

€0 — ﬁgow =ef
edp+( =eg

with 1
f= E(G[ECW) — Gotp)

and

_ 1 o 1(GeC]Y +epVr( - V)2
9= 7(§|VW)| o 2(1 + e2u|V¢)? )

Remark 2.8 As suggested by the notations, the quantity f is of size O(1) with respect to ¢ (although it
has a % factor), as given by the asymptotic extension of G[e(,0] given later in Proposition 2.13. We are
going to treat the non-linear terms f,g as perturbations of the linear equation as & goes to zero.

For this proof, we need to use a dispersive estimate for the linear Water-Waves equations with flat
bottom, proved in [14]:

Theorem 2.9 Let
R— R

iy o, [lltan(yme)
D,

Then, there exists C > 0 independent on u such that, for all u > 0:

1

) 1 1
Vi > 0, Vo e S(R Pyl < O(—— +
peSl) e el < CCm e T v

Remark 2.10 The dispersion in tig stated by this Theorem is absolutely not optimal. Actually, one

should expect a decay of order # in dimension 1 (see for instance [14] for variants of Theorem 2.9).
However, the tl% decay suffices to prove the main result of this section.

In view of use of Theorem 2.9, we also need a local existence result in weighted Sobolev spaces, proved
also in [14]. For all N € N, we define £V by

EN =N+ D) [wwld + B3

1<|a|<N-2

15



Theorem 2.11 Let us consider the assumption of Theorem 1.1, and then consider ((,v) the unique
solution provided by the Theorem 1.1, of the Water- Waves equation (1.9). If (¢°,4°) € EN, then one has

(¢, ) € LP([0; T],EN),

with
(¢ ¥) = ((oiry,en) < Co.

We now state the main result of this section:

Theorem 2.12 Let ({o,%0) be such that (Co,0) € EN . Let denote T > 0, ((WW,WW) the solution of
the Water-Waves equations (1.9) in (¢,1) € L®([0; T],EN) given by Theorem 1.1 on [0;T] and (¢F, %)
the solution of the linearized equation (2.20) given by Proposition 2.3, both with initial condition (o, o).
Then, one has:

/8
1, B™) — ("W, B | Loe 051y L2(R)) < (Mg/m + el 2l Cy (2.32)

where Cy is given by Theorem 1.1.

Proof In all this proof, we will denote by CY any constant of the form

1 1

—= 2.33
hmin , ao ) ( )
where C' is a non decreasing function of its arguments. Let us define (¢,v) = (¢WW  BypWW) — (¢L, Byl)
which is defined on [0;7]. We use the evolution operator es” defined by (2.24) to write:

N = C(EX ("0,

where

1
C) _ 72 (G(eQ) — Gov)
F = Y T2 2.34
(<1p ) <%|V7¢|§ _ %(G(EQC()lﬁtZZYV’YCQVQ) b) ( )

and thus one has

vt e [0;7], (i) _ Ltesa‘LF(@))(s)ds. (2.35)

! 0) and look for a estimate of the L? norm of A *(¢,4). The proof consists in using the

URY
decay estimate of the linear operator e'” of the Water-Waves equation of Theorem 2.9. More precisely,
the operator F is "almost" bilinear (at least up to a O(e) order term), which allows us to control the L?
norm of the integral (2.35) by writing estimates of the form

[Faemer(§onste <1 [ ae=m(§) (& )opasle +0

where C does not depend on €, and with B a bilinear operator. The proof then consists in using a
Strichartz type of estimate, using the dispersive nature of e®*%, given by Theorem 2.9 to get a control of
the remaining integral of the form

[ (o
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with o > 0.

We start to write F' under the form F' = B + R where B is bilinear, and R is a least of size O(1)
with respect to . To this purpose, recalling that F' is given by (2.34), we get inspired by the following
Proposition, which gives an asymptotic extension of G[e(, 0] (see [12] Proposition 3.44) with respect to
e:

Proposition 2.13 Let to > d/2,5 >0 and k = 0,1. Let ( € H*+(k+1/2 1 [to+2(R9) be such that:
Fhmin > 0,YX € RE 1 4+ e¢(X) = hmin
and 1 € HSTF2(RY). We get:

sk 1

GY — Gotp — G| ga-12 < 2p 7 C(rv Hmasc, [Clarto+1, (Gl gro+ ka2 ) B oz,

where G1 = —Go(C(Go+)) — pV7 - (V7).

We therefore write
i(G(EC) —Go)y = %gl — i(gl +Go — G(=Q))v (2.36)

where the second term of the right hand side satisfies the following estimate, using Proposition 2.13 with
k=1ands=1/2:

1
|E(gl +G0—G(Q))]2 < s masc, [l o+t [Clpeen ) [ B o (2.37)

1
C( hmin

The second component of F' (recall that it is given by (2.34)) is easier to decompose, and using Proposition
A.1 one gets

1 1(G(eQ)Y +epVr(-VT)2 1 1
Y e e = IV - L (GEOu) + R (239)
with
[R(v)]Z, < C7, (2.39)
where CV is given by (2.33). Using (2.36) with the control (2.37), and (2.38) with the control (2.39),
one gets:
C\y _ ¢ ¢ ¢
()= (5 ) (5 en(s)) (2.40)
with ) g 1/)
¢ C\yy — 1
and
IR (i))b <M. (2.42)

We therefore get, using (2.40) and (2.42) (recall that CV is a constant of the form (2.33)):

|f: AesstLF(<1i))(s)ds|2 < |f0tes

We denote in the following lines (-, ) r2 the L? scalar product with respect to the space variable. One

writes:
|f e’ LAB(s) ds|2—|ff = LAB(s)

17
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Now, note that Ae™” is sum of terms of the form
( 1 iw(D)) Jitw(D)
o P
and therefore, we are led to estimate terms of the form
t ot
J, b
o Jo

where f1, fo are terms of the form

s), "% P f1(u)) 2 duds, (2.43)

%gl, w<D>%G<so2, o)V, — g, m%aecﬂ TIVE  (244)

w(D) p
One has to notice that the control related to the latter three terms can be deduced from the control of
the first three terms since 3 acts like the square root w(D) of Gy. Indeed, one has

2 tanh(/71 DY) (1 + v/ D7)
w(D) = 1/2 v
(1+ alD7)) NZ
Ly \/tanh(ﬁwm(l + /il D))
VEID]

and there exists C1, C2 > 0 independent of u, e such that:

VéeR?,  C1< \/ mnh(m%gr HETD < Co. (2.45)

We now estimate terms of the form (2.43) using a similar technique as for Strichartz estimates for
dispersives PDE’s. One computes, using the symmetry of e?~:

t ot
Jy e
o Jo
Now recall that f; are of the form (2.44). We are not treating all the possible cases, but only the most

difficult one (the others are treated by the same technique), which is f; = fo = iglw. Using the
definition of Gy given in Proposition 2.13, one computes, integrating by parts:

J J (fa(s),e 5 L fi(u)) 2 duds

= fo J;(_%go(ﬁgo(w))(s) LV (V) (s),

8), e 2L fy (u deuds_ff (Fals), €52 £y (u)) 2 duds.

u+s ZtL

—g1¢(u))LgdUd8

uts—2t
€

t pt
=Jf(flggo(;/;)(s),e“*i’”golgl(u))@+(<vw(s),e valgm(u))@duds. (2.46)
oJo M K w

We only control the first integral of the right hande side of (2.46) (the other one is estimated by a similar
technique). We set

fo = —%Cgow(s), fi= go%gﬂ/i(u) (2.47)

and we now use the dispersive estimate of Theorem 2.9:

u+s 2t tort o uts—2t ~
|J- J- f2 L(fl)L?EdU’ds| < J;) J;) |f2|L;|€ € L(f1)|L;o

t ~t _1/8 1
€
<cN
) i

e1/2,,1/4 _ ~
+ mﬂfl(“)m; + |20x f1(u)| L2 )duds

<( gl/® F78 /2 1/41&3/2)0
1316

18



if one can prove the following controls:

sup |f2(u)|L; +|f1|H; +|x6zf1(u)|Li <cV, i=1,2. (2.48)
ue[0;T]

One has, using Cauchy-Schwarz inequality:
~ 1
| f2(u)|ry < |C|2|pgo¢|2

[Cl2FBe|
CN

NN

where we used Proposition A.1 with { = b = 0 to control %gol/}. We now focus on the most difficult term
of (2.48) which is |xazgoig1¢|@. We use again the definition of G; given by Proposition 2.13, and we
control ﬁ|xamgog0 (CGo(v))|2 (the other one is similar). One computes:

%uazgogo(cgo(w»h < iug%(axogowz N imgg(cgo(am))b. (2.49)

We only control the first term of the right hand side of (2.49) (the other one is similar):

2G5 (0G0t |2 < 1G52(22¢)Go¥l2 + [z, G51(2aC) G0t 2.
Now, note that for all f € S(R), one has:

d ~
[, G81fl2 = |d—§(x/ﬁ|€|tanh(\/ﬁ|§|))2f|2
< 12 flus
using the definition of Gy given by (2.21). Therefore, one has:
1
;|~’Cg§(5xé)go¢|z < plz(0:0)Gov s + pl(02C)Got)| s

< 12 |2(020) | 1| Got | 1a

where we used the gross estimate |G3u| < |u|gs. One can conclude using Proposition A.1 with ¢ = b = 0,
and Theorem 2.11.

This achieves the proof of the controls (2.48).

Conclusion: We proved

c1/8
[(¢, B)(t)]2 < (M3/16t7/8 + V2 1432y ON

One can then take the supremum over t € [0; 7] and get the desired result. O

Remark 2.14 [t is very important to note that according to Theorem 2.12 the linear effects are a good
approrimation in the rigid lid regime if the ratio # is mot too large. For instance, if € = p?, the
strong convergence of the solutions of the fully monlinear system to the solution of the linear system is
not true anymore. In this case, the dispersive effects would be at the same order as the non-linear effects,
and one should expect a behavior of solutions similar to one of the Korteweg de Vries’s equation (such
as solitary waves type behavior, see for instance [3]). In particular, it is no longer possible to treat the
non-linearities f,qg as perturbations of the linearized system. A more precise study should be lead, and
one should consider as approximation of the full nonlinear Water- Waves equation an equation where the
nonlinear terms of size € are taken into account (see for instance [16]). If € < p®/?, then the non-linear
effects are dominants on the dispersive effects, and one should expect breaking waves. This is the main
interest of having a dispersive result of the form of Theorem 2.9 which depends on the small parameters.
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It is now easy to prove the following Corollary:

Corollary 2.15 Let (Co,10) be such that ((o,v0) € EN . Let denote T > 0, ((,1) the solution of the
Water-Waves equations defined on [0;T] of (1.9). Then, (¢,B) converge weakly to zero in L¥ L2 and
does not converge strongly in this space.

Proof Let us denote (¢, %) the solution of the linearized equation (2.20) with initial condition ((g, %)
given by Theorem 2.11 on [0;7T] (just take ¢ = 0 in the equation (1.9) to get the solutions). Using
Proposition 2.3, one has

(Chub)(t) = e =L(¢0,y0).
itw (D)

Using the definition of e!r given by (2.24), ¢,Bv, are sum of terms of the form e “ (€%, %) and
therefore one has, using the dispersive estimate of Theorem 2.9:

1/8
vee [0;7] IS (), BT (0)] < (ﬁt”g + 2 ) (1 B + 00:C°, Padsy?)| e

and therefore one gets the weak convergence of (¢,Bv) in L®((0;T); L2(R)) as € goes to zero. The
convergence is not strong in L ((0;T); L2(R)) since the quantity

1 1 1
ﬂ(gow,wb + §|C|§ ~ §(|m¢|§ +1¢13)

is conserved through time.

Now, according to Theorem 2.12, (¢, Bw) — (¢, L) converges strongly to zero as & goes to zero
in L2((0;T); L2(R)). Therefore, (¢F, %) converges weakly, but not strongly as ¢ goes to zero, in this
space. J

3 Equivalence between the free surface Euler and Water-Wave
equation

In all this Section, we do not make any assumption on the dimension, and we set the bottom to zero:
d=1,2, b=0.

We consider the standard dimensionless version of the Water-Waves equations with flat bottom:
1
0:¢ — —G[e¢, 0]y =0
a > (3.50)
€ (G[eG, 0] +epVC-VI)* '

€
0 | v ) =0.
tw+€+ 2|v ¢| L 2(1+€2M|V7<|2

In Section 2, we studied the rigid lid limit for the Water-Waves equations (2.18). In order to complete
the study of the rigid lid equations (2.16), we study in this Section the rigid lid limit for the Euler
equations (1.7). To this purpose, we prove that one can build rigorously solutions to the free surface
Euler equations from the solutions of the Water-Waves equations. Such problem has been studied for
instance in [1]. The first problem is to define rigorously a solution to the free surface Euler equations.
Because the free surface Euler equations (1.7) are posed on a domain Qf which depends on ¢ and ¢, we
have to be careful with the functional spaces used. The idea is that, by hypothesis, the height 1+e((¢, X)
of the water is bounded with respect to X € R? at a fixed time t. By continuity in time, we can include
Qf in a fixed strip §*, which does not depends either on ¢ nor €.
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We can then define rigorously what is a solution to the Euler equation (1.7): it is (U, P) living in a
functional space like "continuous in time with value to a Sobolev-type space in X on the fixed strip S*"
such that there exists T > 0 such that, for all 0 < t < T, the derivative (in the sense of the distributions
of Dy +([0,T] x §%)) satisfies the equalities of (1.7).

3.1 Main result

In order to extract a convergent sub-sequence of solutions to the Water-Waves equations (3.50) as € goes
to zero, we need some compactness results. Indeed, a space such as C([0; T]; H" (R%)) is not compactly
embedded into L®([0; T]; HY(R?)). We need a control for time derivatives of the unknowns. For this
reason, the stated local existence Theorem 1.1 is not sufficient. We recall here a slightly different version,
including time derivatives in the energy space. The following framework is used for instance to prove
the local existence for the Water-Waves equations with surface tension in [12] Chapter 9, and in [15] for
a long time existence result. We first introduce the following energy:

Definition Let N > 1 and to > d/2. We define

EY = 1Bl pgaan + > ISy I3 + 1B 3 (3.51)
aeNdtHL la|<N
with
Cla) = 0°C, Y(a) = 0P — ewd(
and

Gip + epNIC - V1)
1+ e2p|V()?

w:

with the notation:
Va = (ay,..,aq k) € N1 0% = 09 .05 of .

Remark 3.1 — It is very important to notice that we consider here also time derivatives in the
energy.

— We recall that w coincides as suggested with the horizontal component of the velocity evaluated at
the surface.

We now give a slightly different version of the local existence Theorem for the Water-Waves equations
(3.50) proved by Alvarez-Samaniego and Lannes (see also [12] Chapter 4 and Chapter 9):

Theorem 3.2 (Alvarez Samaniego,Lannes) Let to > d/2, N > to +to v 2+ 3/2, and (e, pu,7) be
such that
O<epy<L

Let (Co, o) with EN ((o, o) < 0, where EY is defined by (3.51). We assume that:
Ihmin > 0,3ag > 0, 14 €€ = hmin and a(Co,v0) = ao-

Then, there exists T > 0 and a unique solution (C,) € C([0;T]; H**2 x H%(R?)) to the Water- Waves
equation (3.50) such that ¥ ((, ) € L([0; L]). Moreover, one has

1
—=C; and sup ElN(t) =Y
T te[0; L]

with C; a constant of the form C; = C(EN (¢o,0), ﬁ, a%) fori=1,2.
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We use from now on the notations H** for the Beppo-Levy spaces, and ¢ for the diffeomorphism
from the flat strip to the water domain (see Section 1.5 for notations). We also recall that Q¢ denote the
domain occupied by the water at time ¢. We now state the main result of this Section:

Theorem 3.3 Under the hypothesis of Theorem 8.2, let T > 0 be given by Theorem 3.2. Then, for all
e > 0, there exists a flat strip S* = RY x (—(k + 1); k) with k > 1 and (U¢, (%, P?) where U¢ = (V¢ wf)
in the following spaces:

Vk < N, aécUa c LOO((O; %);HN—k—l/Q,N—k—l(s*)d+1)
Vk <N, oF¢ e L™([0; L]; HN=F(RY)) (3.52)
Vk< N, 0FPee L™((0; L); HN-h-1/2N-k=1(8%))

with bounds uniform in e in these spaces, such that for all t € [0; %], for all e > 0, the domain €25 is
included in S*. Moreover, (V¢,w®, (%, P?) satisfy in the sense of the distributions of D _ ([0, %] x §*)
the Euler equations (1.7).

The proof follows these steps:

— We claim some regularity for the velocity potential ¢ solving (1.15) on the fixed strip S = R? x
(=1;0).

— We extend ¢ to a larger strip than S.

— We recover regularity for the velocity potential ® defined originally on the water domain by ¢ =
® o0 3%, after defining it on a large strip containing all the fluid domain € for all ¢, ¢.

3.2 Regularity of the solutions of the Water Waves problem

According to Theorem 3.2, for all ¢, there exists a unique solution (¢%,%°) to (3.50) on a time interval
[0, %], with T only depending on the initial energy (and not on ¢), with the following control:

vt e [0; g], EN(UF)(t) < Ca (3.53)

with Cs a constant of the form C(&{¥((o, ¥0), 7=, a—lo)7 where & is defined by (3.51). We can then
prove the following regularity result:

Proposition 3.4 Let ((¢,9°) be the solution of 3.50 given by Theorem 3.2, and T > 0 such that (3.53)
is satisfied. Then, the following reqularity results stand:

1) For all0 < k < N, one has:
k ~e 0 T N—Fkmd ke
0¢CT e LP([0s — HPHRT) - and |04 C7|pon o, 2y - ey S O3
2) For all0 <k < N —1, one has:

T
orpyY© e L*([0; ;];Hkafl/Q(Rd)) and |0 PYF| e ([0, 21, -1 1/2(Ray) < Co,
with Co a constant of the form C(EN (Co, o), Klin’ L),

ao
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Proof Recall that the energy is:

EN(U) = |mw|§]fo+3/2 + % |<(a)|§ + |q3’l/)(a)|§

aeNdtL |a|<N

1) Since the time derivatives of the unknowns appear in the energy, the control given by (3.53) implies
that for all 0 < k < N, 0¢® is in L (HN~*(R?)), with the desired estimate.

2) Let us fix k such that 0 < k < N — 1. We have to get a control of BoFo®s by PB(a,k)- Adapting
a proof from Lemma 4.6 in [12], one computes:

|maf¢|HN7k71/2 < Z |m6565¢|H1/2

BeNE |B|<KN—1—k

< > (IBsp) vz + el BworaPe) )

BeN,[B|<N—1—k

where we used the definition of s ;) given by Definition 3.1. We now use the identity [Bf|y2 <
max{1, u~/4}|V f|2 to conclude:

|‘135§7/1|HN%71/2 < Z (|‘137/1(5,k)|H1 + Emax{laU_1/4}|Q|Hto+1|aé€C|HN*’“)'
BeNd,|B|<N—1—k

One already has by the first point that |0F(|y~v—+ < Cp. Using Proposition A.1, we have |w|g+1 <
1AM |BY| eg 432 < C2. We now control ¢4 5y in H' norm, for all |3 < N — 1 — k. One computes:

PBogmln < PBenl+ D 10°PBerl

SeNd |§]=1

<IPeeml+ Y (IBdgrsnle + eB@wifa’o)s).

5N |5|=1

Since |8 + 6| + k < N, the first component of the right hand side from above is controlled by a constant
of the form Cs. For the second component, we use the identity:

3C>0, VfeSRY),  [Bfl<Cu VY f|ga
where C' does not depend on pu. Therefore,
[B(°wd’ Q) < Cp~ V0 wd?¢| e < Cp™ Y wlgrro1|0F v

We now use as before Proposition A.1 to control /fl/4|w|Ht0+1 by Cy and we remark that [Bv)(g4.51)]2 <
Cy for all |8 + | + k < N. We obtained the control:

|‘I§6§1/J|HN7;C71/2 < Oy

with Cs independent on the time. Taking the supremum on time over [0; %], one gets the desired result.

O

In order to define a velocity U = V#7® on the fluid domain f, where ® solves the Dirichlet-
Neumann problem (1.6) on the fluid domain, we first study the regularity of ¢ where ¢ is the solution
of the Dirichlet-Neumann problem (1.15) on the flat strip S = R¢ x (—1;0). We recall the relation
¢ = ® o Xf, where 35 is the diffecomorphism defined by (1.14).

Proposition 3.5 Let ¢ be the unique variational solution to (1.15). We have, for all0 <k < N —1:

VT € L7((0, 2 ) HN 2N (s))
g
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with
|afvu’v¢|Loo((01%);HN7k71/2,N7k71(S)) < O

where Cy is a constant of the form C(EN (o, o), ——, L).

> hmin’ ao
This notation is a bit heavy, but we have to deal with the fact that we only use integer derivatives in z.

Proof Using the notations of the Proposition A.7, we recall that:
¢ = Ay (¢, 0).
By taking the derivative in time, 0F¢ is sum of terms of the form:
) I
&A1, (C,0)(0 € 0/ C)

withO0<j<kandli +..+1; =j. Let lhax = max l,,. We assume o = I1 by symmetry. We then

1<m<y
have two cases:

1) Case Iy < N —to — 1. By using Proposition A.7, with tj; = N —I; — 1 (note that ¢ > to > d/2)
and s < N — k — 1/2 we have:

J
AV s, (G 0) (DG, s 07 Ol < /Mo [ ] €05 Clprn— B0 s
m=1
< Oy

where we used the HN=%1/2 regularity of 30} 74 given by Proposition 3.4.

2) Case Iy = N —typ — 1. Let us use Proposition A.8, with t{, = N — 1 — (k — 1) (just note that
ty = 3/2>d/2 for d = 1,2). We have, for all s < N —k —1/2 (we have N — k — 1/2 > t{)):
AT 4 (€0 G, Q) < Mol Clgrrre TT 16687 Cl ey 0 B v
m>1
< O
because 1, + 1/2 +k —j < N — 1/2, and where we used again the Proposition 3.4 for the HN-k=1/2
regularity of By 4.

We proved that of V7 ¢ e L°((0, £; HN=F=1/2)_ Using the last part of Proposition A.7 and Propo-
sition A.8, we can adapt the previous proof to get

T
OrVIge LF((0, ) HYTHTRNTE(S))

with the desired control for the norm. O]

3.3 Extension of the solution ¢

We want to extend the distribution ¢ defined on the strip S = R? x (—1;0) to a larger strip. This is the
point of the following result:

Theorem 3.6 Let s € R* and k € N. Let us denote S; = (—(j + 1),7) x R? for all j € N. Then, there
exists an extension
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HoM(S) —  HoM(S))

u — Pu

P
such that:
Yu e Hs’k(So), |U|Hs,k(5j) < C(kz,j)|u|Hs,k(SO) (354)
where C(k, j) only depends on k and j.

The proof is postponed to Appendix B. We now have the full artillery to extend the solution ® defined
in the moving domain Qf into a function (with the same regularity) defined on a fixed strip S*.

Let ¢ be the following diffeomorphism, mapping the flat strip S = R% x (—1,0) into Q5:

E? . RdJrl N RdJrl

(X,2) — (X, (1 +el(t, X))z + eC(t, X)).

It is easy to check that ¥¢ is a homeomorphism that maps S exactly into 2f. We now include 2
into a fixed strip S*:

Proposition 3.7 With the notations of Theorem 3.6, there exists a strip Sy, which does not depend
either in € or t such that:

Vo<t< =, Q5 cS

Proof Proposition 3.4 gives that:

[O;Z]deHR
g

(£, X) — 1 +eC(t, X)

is (in particular) in C([0; Z], H*(R?)) with a bound uniform in e. The continuous embedding H?(R%) —
L*®(R?) for d < 2 gives the desired result. O

Now, with the uniform (with respect to ¢, X, ) bound of {(¢, X), it is easy to check that all strip S;
is mapped by 3§ into a strip Sk:

T
VieN* IkeN*, Vie[0,2], Ve<1,3{(S)c S

Definition Let k,[, 7 be such that:

S cS;

Q7 < S, for all ¢,

S < X5(S;) for all ¢, e
Sk X5(8)) for all t,e

We denote S, = S¥, ¢ the extension of ¢ provided by theorem 3.6 into S;, ® = ¢ o (2571) and

d=¢do(xh.
® is the potential on the domain 2f, while ® is an extension into the fixed strip S*.

Remark 3.8 The purpose of this definition is to have a distribution ® extending ® and defined on a flat
strip S.. We therefore extend ¢ to Sy, and ® = ¢o(X571) is then defined on Sy, (since it contains ¥5(S)))
which also contains Q5. The fact that we need to use three strips instead of two is purely technical (see
later the proof of Proposition 3.9).
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3.4 Regularity after diffeomorphism

We now need to recover regularity for ®.

Proposition 3.9 Using the notations of Definition 3.3, let ¢ be a distribution on [0; %] x § with the
following regularity:

T
VO<k<N =1, 0fV*7ge L7((0;2); HY T 2NTY(S))

with a Cy bound. Let ¢ be an extension of ¢ on the strip S;, and & = ¢ o Ef_l. Then, we have, for all
k< N-1:

~ T
aécvu,'yq) c LOO((O; E);I{Nflcfl/Q,kafl(8*)

with a Cy bound.

The proof is postponed in Section B for the sake of clarity.

3.5 Craig-Sulem-Zakharov formulation to Euler formulation

We now build solutions to the free surface Euler equation (1.7) from the potential ® introduced before.
We first prove that ® satisfies the Bernoulli equations on the domain Q. One considers the following
distribution of D'((0; £); S*):

~ € ~ 1
@ + = |V D12 4 —2,
2 €
; et .Ty. gN—1/2,N—1
which exists in L*((0; Z); HN=Y (8*)).
Let us consider a measurable function F of the variable ¢, such that for almost every t € (0; g), F
is equal to this quantity. For almost every ¢, F is an element of HVN~Y2N=1(§*)) which trace on the
boundary z = ¢ of 2§ is equal to zero (this statement implies the second equation of the Craig-Sulem-

Zakharov formulation (3.50)). For a complete and rigorous proof of this statement, see [1]. In particular,
for almost every ¢, F' is equal to an element of

N—1/2,N—1 Iy =Y
HO,surf (5*) = S*\{Z = €§}|\.|\HN71/2,N71(5*)'

We denote this element —%P. Of course, P corresponds physically to the pressure. We can rewrite
this as the Bernoulli equation:

) I 1
0%+ S|V 4 Zo= 2P (3.55)
2 € €

in D'((0;
of (0; 1)

€

); ), where ((0; £);Q5) = {(t, X,2) € (0; L) x 8*, (X, 2) € Q5} (note that this is an open set
S*).

X o3

Remark 3.10 It is easy to deduce from the Bernoulli equation (3.55) that for all k < Ny:
k 0 T N—k—1/2,N—k—1/ Q%
orP e L™((0;2); H ’ (8%)

with a bound uniform in €.
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Now, defining U = V#7®, we have immediately

T
2):-QF

€ )v t)

dow+e(V -V + %waz)w - fé(azp +1) in D((0; g);ﬂf)

1 1
8tV + E(V -7 + ;w@z)V = *EV'YP in D/((O,
1 : / T d
L0 C+eV - V(- ;w =0in D'((0; ;);R ) (3.56)
VT (U) = 0 in D'((05 7); 95)
cur”7(U) =0 in &*

U-n=0onz=-1

Remark 3.11 - The third equation of the Euler system (3.56) is just the first equation of the Zakharov-
Craig-Sulem equation.

- Note that the reqularity of U = VHIP s given by Proposition 3.9
4 The lack of strong convergence from Euler to rigid-lid

We now have a proper set of solutions (U¢, (%, P¢) to the free surface Euler equations (1.7), defined in
the following spaces:

VE< N -1, ans e Lw((o; %);HN*kfl/ZN*kfl(S*))
Vk<N—1, 0F¢c e L ([0; L), HN=F(RY)) (4.57)
Vk < N — 1’ aicpa e LOO([O; %], HN—k—l/Q,N—k—l(s*))

with bounds uniform in ¢ of the form C(E™ (¢y,0), 7=, =). In order to prove the weak convergence

> Rmin * a0
to the solutions of the rigid lid model, we need to prove some compactness results in the Beppo-Levy
spaces in order to extract a convergent sub-sequence of solutions.

4.1 Compactness result

We recall that A cc B means that there exists a compact K such that A ¢ K < B.

Lemma 4.1 Let k = 1. We have the following compact embedding:

HEM(S8*) < HE-VFH(S*) vi<k

loc loc

N

S

Proof The proof remains the same as for the Rellich-Kondrachov theorem, in the case of Sobolev spaces
(see [5]). Let w cc §*.

1) We first show the compact embedding of H*!(w) into H*~19(w). We write, for h = (hy, ha) €
R x RY) |h| < d(w, (8*)%) and u e C*(S*):

J (A7 u) (X — hy,z — ho) — (A 1u)(X, 2)|2dX d=

1
< f |J- (VXVZASU)(X — thl,Z — thg).(hl, hg)dt|2dXdZ
w 0
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We now use Jensen’s inequality to write:
J (A7 ru)(X — hy, 2 — he) — (A1) (X, 2)|?dX dz

1
<J f IVx A u(X, 2) |2 dtd X dz
S* JO
< |u|?ars,1(s>!<)|h|2

and the result stands true for all u € H%1(S8*) by density of C*(S*) in this space.

It follows from the theorem of Riesz-Frechet-Kolmogorov that if (uy,), is bounded in H*!(S*), then
(A*"tuy),), is precompact in L?(w). Such result is true for all w cc S* and therefore, by a diagonal

sub-sequence argument, one proves the compact embedding H), O’i (8*) into H, lsozl’o(S*).

2) For the general case, let k € N* and s > k, let (uy), be bounded in H***1(S*) with s > k + 1.
By the definition of Beppo-Levy spaces (recall Section 1.5), to prove the convergence of a sub-sequence
in H;ozl’k(s*)’ one must prove the existence of a sub-sequence (u¢(n))n such that for all 0 < [ < k, the

sequence (6lzu¢(n))n converges in L2 ((—(k+1),k), Ho ' 7H(R?)) (recall that S* = (—(k + 1); k)). From
the case k = 1, there exists u € L*(S*) and a sub-sequence (uy(n)), convergent to u in L7,.(S*). In
particular, (8iu¢(n))n is convergent to dlu in D’(S*). But one has also (8lzu¢(n))n € Hs—bLk+l=l(g¥)

. . —1-1 .
and therefore this sequence converges, up to a sub-sequence, in L2 ((—(k + 1), k), HS 7' (R?)), since

k+1—1> 1. By uniqueness of the limit in D’(S*), the limit is 0’ u. O

4.2 Extraction of a convergent sub-sequence for U®

We now perform the rigid lid time scaling:
t'=et

and the change of unknown P’ = % (P + z). We now have
US e L2((0; ) HNTVANTHSH) ), 7 e L2((0;T); HY (RY))

and the following equations are satisfied:

1 1
OV (VS V7 2wtV = — VP in D'((0;T); %)
1 1
Opws + (VE- V7 4 —wd:)uf = ——(0.P%) in D'((0;7); %)
n
1
10+ V-V = —w® = 0in D((0;T); RY) (4.58)
0’
Vi (UF) = 0 in D((0;T); )
curl®?(U¢) =0 in &*
U n=0onz=-1

We now prove the following Theorem:

Theorem 4.2 There exists U, P, ( distributions of D'((0;T); Q) such that
Ue HN_3/27N_2(8*), Ue HN_5/2’N_3(8*),C e HN—l(Rd)

are solutions in the distributional sense of D'((0;T); ) of the rigid lid equations (1.8). Moreover, the
solutions of (4.58) converge in the distributional sense of D'((0;T); Q%) to these solutions of the rigid-lid
equation 1.8. The convergence of (U¥). is not strong in L*((0;T); L?(£2)).
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By Lemma 4.1, there exists U¢ € HN=3/2N=2(8*) such that (U*). converges up to a sub-sequence
to U in HZZZC_3/2’N_2(S*). Moreover, since (U?). € L®((0;T); HN=Y/2N=1(S*)4+1) one has also U €
L*((0;T); HN=3/2N=2(8%)d+1)  Therefore, (U¢). converges up to a sub-sequence to U in D’((0;T); S*).
Therefore, (0,U¢). converges (up to a sub-sequence) to ;U in D'((0;T); S*).

In view of taking the limit as ¢ goes to zero in the first equation of (4.58), one must prove the
convergence of the non-linear terms. We do it for the term V- VYVE. One uses the following estimate,
which proof can be found in [12] Corollary B.5.

|fg|HN—3/2,N—2 < C|f|HN—1/2,N—1 |g|HN—3/2,N—2

for all N — 2 > d/2 (which is true for our choice of N, since N —2 > ¢y + 3/2 > d/2). Such estimate
proves that V. VYVe e L°HN-3/2N=2 and therefore one has the convergence of this term (up to a
sub-sequence) as € goes to zero, in D'((0;T); S*). It proves, using the equation (4.58) that (V7 P¢).
converges in D'((0;T); S*) to an element G. By De Rham’s Theorem, there exists P € D'((0;T); S*)
such that G = VYP. The same study can be done for the second equation of 4.58 and one obtains,
passing to the limit as € goes to zero:

OV +(V-V + %w@z)v =-V'P in D'((0;T); Q)
v+ (V- V7 + . Jw = —2(2.P) in D (0T

with U = (V,w) € L®((0;T); HN=3/2N=2(§*)d+1 gy p e Lo((0;T); HN 5/2N=3(5*)d+1,

We now pass to the limit in the third equation (on (%) of (4.58). The same reasoning as before
proves that (¢%). converges up to a sub-sequence to a ¢ € HY~1(R?) in Hljgc_l(]Rd). Therefore, the same
convergence occurs in D'((0;T); S*), and (0;¢). converges up to a sub-sequence to ;¢ in D'((0;T); S*).
We prove as before the convergence of the bi-linear term (V°-V7¢¢). in D'((0; T); S*). Multiplying the
third equation of 4.58 by €2, one finds at the limit the following equation:

w =0 in D'((0; T); QF).
Finally, one obtains at the limit £ goes to zero, the following equations:
( 1
0V +(V-V'+ —wd,)V=-V'PinQ
I

ow+ (V-V7 + %w(?z)w =—(0,P) in Q

Tw=20
VY .U =01n
curl"(U) =0 in Q2
U-n=0forz=-1

and the study above prove the following regularity for the unknowns: U € HN—3/2N=2(§*) Y+ TP e U €
HN=52N=3(8%) ¢ e HN=1(R?). The sequence (U¢). does not converge in L*((0;T); L*(Q). Indeed, it
would imply the strong convergence of 3+ in L2(R?) which is not satisfied, according to Theorem 2.6.

O

A The Dirichlet Neumann Operator

Here are for the sake of convenience some technical results about the Dirichlet Neumann operator, and
its estimates in Sobolev norms. See [12] Chapter 3 for complete proofs. The first two propositions give
a control of the Dirichlet-Neumann operator.
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Proposition A.1 Let to>d/2, 0 < s <ty +3/2 and (¢, B) € H*+' ~ H¥*Y2(R?) such that

Fho > 0,VX € R%, e¢(X) — Bb(X) + 1 = hyg

(1) The operator G maps continuously H*+1/2(R%) into H*~/2(R%) and one has

|G| gre—e < ¥/ M (s + 1/2)|B

where M (s + 1/2) is a constant of the form C(hio, [€) gro+15 |0l mto+1, [l prasarz, [0 grasae)-

Hs,

(2) The operator G maps continuously H¥*(R%) into H*~'/2(R%) and one has
|G| a1z < pM (s + 1) B s 4172,

where M (s + 1) is a constant of the form C(h%,’ [C| greo+1, bl greo+1y [Cl sty bl ms+r).

Moreover, it is possible to replace G by w in the previous result, where w = Gf—:‘;é%(vertical

component of the velocity U = Vx ,® at the surface).

Proposition A.2 Let tg > d/2, and 0 < s < to + 1/2. Let also (,be H*TY(R?) be such that
Fho > 0,¥X e R%, 1+ e((X) — Bb(X) = hg
Then, for all 1, v € HTY2(RY), we have
(A°Gp1, Apa)o < Mo Bapy | s [ Brba | ms,
where My is a constant of the form C(hio, €] rto+1, [b Hto+1)-
The second result gives a control of the shape derivatives of the Dirichlet-Neumann operator. More
precisely, we define the open set T' = H*+1(R%)2 as:
I ={T=(¢b)e HP'RY?, 3y > 0,¥X e RY e((X) + 1 — Bb(X) = ho}
and, given a 1 € H5Y2(R9), the mapping:

T _ Hsfl/Q(Rd)
I'=(¢b) — GleC, By

We can prove the differentiability of this mapping. The following Theorem gives a very important explicit
formula for the first-order partial derivative of G with respect to (:

Gle-, 5] : (A.59)

Theorem A.3 Let to > d/2. Let T = ((,b) € T and o € H¥2(RY). Then, for all h € H* (R?), one
has

dG(h)Y = —eG(hw) —epV7 - (hV),

with
G +euVI¢- V7

L+e2p|Vr¢)2 -

and V. =V —ecwV7(.

w:

The following result gives estimates of the derivatives of the mapping (A.59).

Proposition A.4 Let to>d/2, 0 < s <ty + 1/2 and (¢, 3) € HTY(R?) such that:

Fho > 0,YX € RY, e¢(X) — Bb(X) + 1 = hg
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Then, for all 1, € HSYY2(RY), for all (h,k) € Hot1(RY) one has

J
(A& G (R, k)on, Ao)| < Mo [ ] [(homs Bhim) o +1 [ Ben]s[Bbals,
m=1

where My is a constant of the form C(h%)’ €| to+1, Dl geo+1)-

The following Proposition gives the same type of estimate that the previous one:

Proposition A.5 Let tqg > d/2 and (¢,b) € H**! be such that
Jho > 0,YX € R, e¢(X) — Bb(X) + 1 > hy.

Then, for all0 < s <tg+1/2,

J
|7 G (h, k)| gre-12 < Mop®* [ T |(ehams Bhim) | preo+1 B s

m=1

We need the following commutator estimate:

Proposition A.6 Let tg > d/2 and (,be H**2(R?) such that:
Fho > 0,YX € RY, e¢(X) — Bb(X) + 1 = hg

For all V. € HTY(RY? and u e HY?(R?), one has

1
(V- V7u), ;GU) < M|V w1 |[PBul3,
where M is a constant of the form C(hio, [ClErto+2, | bl Ereo+2)-

In order to have regularity estimates of the potential ® (recall that it solves the Dirichlet-Neumann
problem (1.4)), we need to introduce the following mapping:

Definition Let to > d/2.
(1) We denote by T' = H*+1(R%)2 the open set:
= {T=(¢b) e HoM (R, 3Ihg>0,¥X e RY e¢(X) + 1 — Bb(X) = ho}
(2) One can define, for all 0 < s < to + 1/2 and 1 € H**/2(R%) a mapping 2, as

r — HS-HS

mw:l—"—»@p

where ®r is the unique variational solution to (1.15).

One can prove the analicity of 2, which means that the solution ¢r of (1.15) is analytic with respect
to the boundaries. The following result then gives some estimates about the derivatives of the mapping
Ay
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Proposition A.7 Letty > d/2 and 0 < s <ty + 1/2,9 € H**/2(R?), and ' = ((,b) e T. For all j € N
and (h,k) = (h1,...;hj, k1, ..., k;) € HOTL(R?)?2 one has
] J
(A Uy (D) (hy k)2 < /Mo | | 1R, Bl )| g0+ [0 e,

m=1

where My is a constant of the form C(hio, [Clzrto+1, |0 greo+1)-
If s = to + 1/2, then the same estimate holds on ||V"7d? Uy (T)(h, k)| greo +1/2.0 () for k < to +1/2.

In Proposition A.7 below, we need at least the H**'/2-norm of the component (h,k), even if s = 0.
The following proposition allows to relax this constraint, by using only the H*%1/2 norm of the first
component of (h, k).

Proposition A.8 Let ty > d/2 and 0 < s < tg,1p € HoFY2(RY), and I' = ({,b) e . For all j € N and
(hyk) = (h1y .oy hjy k1, oy k) € HOTLHRY)2, one has

J
[NV @Ay (D) (hy k)2 < /Mol (hr, Bk resve | | |(Ehims Bhm) o o1 B prro1/2,

m>1

where My is a constant of the form C(h%)’ €] zrt0+1, Bl preo+1)-

B Extensions on Beppo-Levy Spaces

This section contains proofs of the existence and regularity of extensions used in Section 3.

Theorem B.1 Let s € R* and k € N. Let us denote S; = (—(j + 1),5) x R? for all j € N. Then, there
erists an extension

HoM(S) —  HoH(S))

u — Pu

P
such that:
Vu e H*(S), [ul g s,y < Ok, J)|ulmsnso) (B.60)
where C(k,j) only depends on k and j.

Proof We first construct an extension to H**((—1,1) x R%).

The proof requires a small adaptation from the case k = 1 which is proved in [5]. When k = 1, u is
extended by reflection:
. B u(X, 2) Vz e (—1,0)
UX,2) = { w(X, —2) Vz € (0,1).

But such extension @ is indeed in H*'(S7) but is not in general in H*?(S;) since derivatives in z of
4 differs for z = 0:
0,u(X,0") # —0,a(X,07)

We should therefore define an extension which derivatives of order i < k — 1 have the same value in 0T
and in 0~. We are looking for an extension under the form:

u(X,z) Vze(—1,0)
Pu(X,z) = { Siso cu(X, —aiz)  Vze (0,1),
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The condition over the o; and ¢;, 0 <i < k — 1 is:

k—1
VO<j<k-—1, D ei(—ai) du(X,07) = du(X,07)
i=0

ie. ZLO ¢i(—a;)? = 1. We should therefore find (co, ..., cx—1) and (ap, ..., ax_1) such that:

1 1 Co 1
—Qq : —Qg—1

(—a1)? - (—op_1)? 7! (B.61)
Cr—1 1

which is a Vandermonde system. It suffices to take the «; distincts, non zero, and taken in (0,1) in order
for u(X, —a;z) to make sense. Then the ¢; are defined as solutions of the Vandermonde system (B.61).

Now, let us prove that such defined extension Pu maps continuously H*!(S;) into
H*Y((~1,1) x R9).

1) Case u e C*(Sp)

It is clear that Pu is measurable. Let us check that it is L2((—1,1), H*(R%):

1 0 1 k—1
f f A*|Pu(X, 2)|?dX dz =f f A28|u(X,z)|2dXdz+f f A% Y (X, —a,2)PdX dz
-1 ]Rd — ]R:i ]Rd

i=0
|U|Hsk(( 1,0)xRd) T Z o J

—a;

J A |u(X, 2)|?dX dz
Rd

S Ck|u|HSvk((71,O)><Rd)'

The first inequality is Cauchy-Schwarz’s inequality. The constant Cy, only depends on k. Now, let us
check that Pu is H*=7((—=1,1); H*~**J(R9)) for all 0 < j < k. Let ¢ € CP((—1,1) x R%). One set j
such that 0 < j < k, and computes 0J(Pu) in the dlstnbutlonal sense of D'((—1 1) x RY):

f JRd (X, 2) (X, 2)dX dz — J JRd (X, )3 o(X. 2)dX d=
+f0 fRd Z ciu(X, —a;2) (X, 2)dX dz

=JO JRd(—l)jagu(X,z)cp(X,z)dXdz

F N 1y [ e, 0)dke(X, 0)dX de
1=0 R
1 k—1
+JO JRd(*l)J ;)Cz( ;) (ay )X, —cuz)p(X, 2)dX dz
+]§:( 1)J—lJ- c( a)j—l—laj -1 (X 0)6lg0(X O)dXdz
=0 R

by integrating by parts, (recall that u € C*(S;)). Note that these calculus does not make sense for
u e H5*(Sp) since ¢ is not in CL(Sp).
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Since we have the identity

k—1
VO<j<k—1,) ci(—a;) du(X,0) = u(X,0)
=0

the two integrals over R? cancel one another. Therefore, we have:

rl JRd w(X,2)0lp(X, z)dX dz = Jol JRd(fl)jaiu(X, 2)o(X, 2)dX dz

1 k=1
+J- J- Z i) (u) (X, —ai2)p(X, 2)dX dz (B.62)
0 JR? =g
which prove that
. . kil . .
0J(Pu) = (1 — sgn(z))0lu(X, z) + (1 + sgn(z)) Z ci(—ay)? (0lu)(X, —a;2)
i=0
on D'((—1,1) x R?), with the notation sgn(z) = 1if z > 0 and sgn(z) = —1 if z < 0. It is then quite
easy to check that ¢2(Pu) e H*7((—1,1); H*~*+J(R9) (proceed as for case j = 0) with
| Pul i ((—1,1):m5-k+3 Ry < Cklu|mr—s((—1,0); 154+ (Ra) (B.63)
2) Case u e H5*(Sp)

By density of C*(Sp) in H**(Sp), it is easy to check that (B.62) stands true in H**(Sp), and the
result is proved, with the control (B.63).
We can construct by exactly the same way an extension of u € H**(Sy) into H**((—2,0) x R%) and then
combine the two extensions to have an extension to H**(S;). By the same way it is easy to construct
the extension into H**(Sy). Finally, the main of the theorem is proved, with the control (B.60). O

Proposition B.2 Using the notations of Definition 3.3, let ¢ be a distribution on [0;Ty] x S with the
following regularity:
VO< k<N, FVPI¢e LP((0;Tp); HN - Y2N-k-1(5))
Let ¢ be an extension of ¢ on the strip S, and ® = ¢ o E‘j_l. Then, we have, for all k < N:
OFVEID € LP((0; Ty); HN7F-1/2N—k=1(g%)
with a bound uniform in t and €.
Proof The proof consists in proving that if © is a function defined on [0; Tp] x §*, with § = © 0 X¢ such

that:
Vk < N, 080 € L°((0; Ty); HN~F+1/2N=Fk(S7))

then we have the same regularity for ©:
VE < N,0F0 e L*((0;Tp); HN ~F+1/2N-k(g%y)
with a control of the norm:
|08 O Lo (00 )s v —k41/2.8 -k (5%)) < ClOFO] Loo (0,1 )5 1N —k+1/2.8 -k (8 (B.64)
where C' does not depend on ¢.

Let us do it by induction on k. The induction hypothesis is the following:
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"For all N € N and 6 € L®(0; Tp; HN+Y/2N(87)) if © = 0 0 57!, then we have:
af@ c LOO(O;TO;HkaJrl/Q,ka(S*))

with a control
|af@|Loo((O;TU);HN—kJrl/Q,N—k(S*)) < C|aé€9|Loo((O;TO);HN—k+1/2,N—k(Sj)) (B65)
where C' does not depend on &"

k=0

Let us prove that © € L®(0;Ty, HV+t/2N(S*)). We are using the following characterization of
HNF12(RA);

[DNu(x) — DNu(y)[?
|u|HN+1/2(]Rd) |U|HN(]Rd) J JRd |$_ |2(1/2+d/2) dxdy

Let first prove that © € L®((0; Tp); L*(—(k+1); k), HN*1/2(R%)) with the control (B.65) by induction
on N. Let the induction hypothesis be:

"For for all § € L®((0;Ty); L2(—(1 + 1);1), HN*1/2(R%))if © = f 0 X5 then we have:
© € L*((0; To); L*(—(k + 1); k), HYT2(RY))
with a norm control such as (B.65)"

For N = 0, we need the previous characterization of H'/?(R%):

|0(X,2) —O(Y, 2)]?
dXdYd
J-]R'i J-]R'if (k+1) | X — Y|2(1/2+d/2) z

0o (X, 2) — 0o 1Y, 2)?
=f f f i )2(1/2+dj2)( W axav
Re JR4 k+1) |X*Y|

nE-1(k), 0(X,u)—06 25—1 Y, )2
- J J J PR Z 1/2 d(2 ) |Js: (X)[dX dY du
2= (k+1)): JRE JR4 | X — Y|2(1/2+d/2) ,

10(X,u) — 00X 1Y, u)|?
J (141) JRd JRd |X Y|2(1/2+d/2) |JEf (X)|dXde’u

e (1), oY, |2
oo, Jo L b 60 O

10(X,v) — 0(Y,v)|?
J(]-Fl) JRd J}Rd |X — Y|2(1/2+d/2) [Tz (X)[[Jo; (V) [dX dY do

< Cl0| Lo ((010): 11720 (53Y)

with C' uniform in e. We used the change of variable (X, z) = X£(X,u) and (Y,u) = 35(Y,v) in the
integrals. The first inequality comes from 8% = %£(S!). The last comes from S' = %£(S7).

Suppose the result true for N — 1 with IV > 1. Let prove it for N. We have:

V.0 = Vx.(0(X,2 ; €<))
B

z—eC —&C z—C
)+ VxS0 5

= (Vx:0)(X

We have (Vx .0) € L%((0; Tp); L*(—(k+1); k), HN=1*+1/2(R%)), so by induction hypothesis, this term

is controlled. For the latter one, just remark that VXJ(%) e H™(R?) | so with classical product
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estimates:

k
z—€ z— &
| . 19 (2 0.0 (X, )22
—(k+

hB hB
1
z—&(C z—¢&(
<[ B 000 S B

k
z— €&
< CJ |(329)(X, h C)|i{N—1+1/2(Rd)dZ
—(k+1) B

= C|(829) o Ei_l|L2((—(k+1);k);HN*1+1/2(]Rd))
ClO:0] 2((— 1) -1+172 ()

<
< C10:01 2 (- g 1)sg) v 1412 )

using the induction hypothesis and S; = S;. The constant C' does not depends either on t or €, so the
result is proved.

2) Now, suppose this result is proved for k — 1, with k > 1. Let prove it for k. We write:

06 — 0,0(t, X, =5
hp
_ z—&( z—¢&( z—&(
= (0:0)(¢t, X, I )+ 0 ( I )(0:.0)(t, X, I )

Since 0,0 is L (0;t0); HN~1+1/2N=1(R4) by induction hypothesis the (k —1)—th time derivative of the
first term of the r.h.s. is controlled as in (B.65).

The same argument stands for (,0)(¢, X, z];:() The term 31&(%) is harmless, since it is in

L*((0; Tp); HN=1H1/2N=1) with N —1 > tg, so standard product estimates in Sobolev spaces will finally
give the control of the second term of the (k — 1)—th time derivative of the r.h.s. ]

The author has been partially funded by the ANR project Dyficolti ANR-13-BS01-0003-01.
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