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Abstract

In production manufacturing systems, raw materials
that are required for the production process are supposed
to be present in sufficient quantities. The ordering of these
products is given by an inventory management policy. We
consider in this paper raw materials, that are present
in sufficient quantities and that can be stored for a long
time in containers under specific conditions (temperature,
pressure, ...). The peculiarity is that the quality of these
raw materials decreases as soon as they are open for be-
ing used. At this moment, the product has to be used be-
fore a given deadline, or it is lost. Two types of objective
functions are associated to the use of such raw materials:
the total cost of lost products (economic objective) and the
total quantity of lost products (environmental objective).

We present in this paper this new scheduling frame-
work, which brings new constraints and new objective
functions. We show that the single machine problem with
equal-length jobs and only one product is already NP-
hard and we propose mathematical formulations for two
single-machine problems and an MIP model, which is
briefly evaluated.

1. Introduction

In production manufacturing systems, raw materials
that are required for the production process are supposed
to be present in sufficient quantities. Generally, the raw
materials are split into different categories according to
ABC inventory classification techniques (see [10] for a
recent study, where a new criterion for ranking items is
proposed), and from this classification, the supply is man-
aged according to a given inventory management policy.
This problem falls into the field of inventory management,
in which a lot of constraints are considered like for ex-
ample quantity discount, permissible delays in payments
or perishable products. The last case generally concerns
items that are produced and that cannot be stored infinitely
without deterioration or devaluation. These specific con-

straints tend to modify the expression of the cost functions
and an important literature deals with these problems (see
[3] for a survey on deteriorating inventory).

However, the constraint of the availability of raw ma-
terials for scheduling activities has not received a great
attention in the scheduling literature. Ouenniche and Boc-
tor [9] integrate the holding cost of work-in-process in-
ventory into the constraints and the objective function, in
a context of flowshop scheduling (see [7, 6] for an exten-
sion of this model). In [2], Cai, Chen, Xiao and Xu con-
sider that a seafood manufacturer receives raw materials,
which can be processed for giving different types of prod-
ucts. But for freshness reasons, the raw materials have
to be used before a deadline. The manufacturer has to
decide which type of product will be produced, in which
quantity, and the production sequence. The authors con-
sider the double problem of selection and scheduling (on
a single machine), under the constraints of limit on raw
materials and random processing times. They show the
relations between their problem and the stochastic knap-
sack and propose optimal policies for the different prob-
lems considered. In [5], Grigoriev, Holthuijsen and van
de Klundert integrate the raw material constraints into the
scheduling problems. Three models of raw materials us-
age are identified: each customer order requires its own
raw material type and it is supposed that the customer sup-
plies the raw materials in sufficient quantity; all customer
orders require a single common raw material; and finally
many raw materials can be required by each of the cus-
tomer orders. The authors consider a single machine envi-
ronment, jobs with unit or equal processing times, known
arrival times of raw materials. The objective is to find a
schedule that meets the due dates.

The problem that we consider in this paper is differ-
ent. We have to schedule a set of jobs, each job being
characterized by a processing time, a due date, and a re-
quired amount of one or several raw materials. We con-
sider that raw materials (called products in the following)
are present in sufficient quantities. We assume that un-
der certain storage conditions, they can be stored in con-



tainers for a long time period (several weeks). However,
once a container has been opened, the use of the product
is limited in time (at most a few days, at least around one
hour), because the contact of ambient air or ambient tem-
perature starts its degradation. Containers can be boxes,
cans, or vials of different volumes. This study is motivated
by the production of anti-cancer chemotherapy drugs [8],
where doses to prepare require the use of some quantities
of actives ingredients [1]. These products are stored into
a fridge, and after being opened, have to be used before a
given deadline, which can vary from one hour to several
days. After the deadline, the product is lost. If neces-
sary, a new vial of the same product may be opened for
processing another job. Of course, this problem is appli-
cable to other production contexts like food or chemical
production.

The major difference between this model and the mod-
els of the literature is that the limit of product consumption
depends on the schedule. The schedule imposes the deci-
sions to open a new container (in the following, a vial is
supposed to be an elementary unit of raw material). Two
objectives are considered in this study: a “job-oriented”
objective, which is the minimization of a tardiness mea-
sure of the product delivery, and a “product-oriented” ob-
jective, which is the minimization of the cost (economic
point of view) or of the quantity (environmental aspect) of
lost product. The approach which is used consists in min-
imizing a product-oriented measure, subject to a bounded
job-related measure.

We show in this paper that the problem of minimizing
the quantity of lost product is already strongly NP-hard
with a unique product, a single machine and identical jobs.
Several new scheduling problems are identified. An MIP
model is proposed in the case of a single machine.

The rest of the paper is organized as follows. In Section
2, the general framework is explained and the notations
are introduced. The complexity of the single machine and
single product case is presented in Section 3 and a mathe-
matical formulation is presented. The MIP model is tested
and results are presented in Section 4.

2 New scheduling problems, notations

2.1 Notations
We consider a setJ of n jobs to schedule on a setM of

m machines. A setR of r products are available for use,
in sufficient quantity. Each productℓ is stored into vials of
capacityVℓ and can be used only during theTℓ next time
units after being opened. Each jobJj is characterized by
a processing timepj , a due datedj and the need ofbj,ℓ

units of productℓ. It is assumed w.l.g. thatbj,ℓ < Vℓ, ∀j,
∀ℓ (indexℓ is omited in case of one product).

We denote byCj the completion time ofJj . We use
the classical notations for the “job-oriented” criteria:

the makespan:Cmax = max
1≤j≤n

Cj

the maximum lateness:Lmax = max
1≤j≤n

(Cj − dj)

the maximum tardiness:Tmax = max
1≤j≤n

max(0, Cj − dj)

We denote byQℓ the quantity of productℓ that has been
lost and byZℓ its cost. Notice that the cost of lost prod-
uct is related to the quantity, and we haveZℓ = wℓ.Qℓ,
with wℓ the cost of losing one unit of productℓ. The new
objective functions that are “product-oriented” are:

the quantity of lost products:
∑

Qℓ =
r

∑

ℓ=1

Qℓ

the cost of lost products:
∑

wℓQℓ =

r
∑

ℓ=1

wℓ.Qℓ

We assume that the remaining quantities of products in
vials at the end of the planning horizon are lost. Notice
that the minimization of the total quantity of lost product
is equivalent to the minimization of the number of vials
that are opened.

2.2 Problem framework
The problem is to assign each job to a performing ma-

chine, to determine a starting time for each job, and to
determine the opening dates for the vials of each required
product, in order to respect a bound on a job-oriented ob-
jective function, and to minimize a product-oriented ob-
jective function.

This is a general framework, where:

• jobs can have a routing if the machines constitute a
shop environment (job shop, flow shop, etc.),

• jobs can be independent and machines can be du-
plicated (identical, uniform or unrelated parallel ma-
chines), and be subject to precedence constraints, etc.

and:

• products can be unique or multiple,

• products can be stored in a unique type of elementary
container or in several types, of several volumes. In
this case, an additional problem is to decide which
type of elementary container has to be opened,

• the product consumption by the job can be contin-
uous, discrete or instantaneous (two of these three
types of consumption are illustrated in Fig. 1, where
Iℓ(t) indicates the inventory level of productℓ at time
t).

We introduce a notation to indicate the presence of the
perishable raw materials constraintsrmp, with an indi-
cation on the consumption type:rmi

p for instantaneous,
rmc

p for continuous andrmd
p for discrete consumptions

(notice thatrm was introduced in [5] for “raw materials”).
The notationrmi

p = 1 indicates that one raw material
product is required and that its consumption by the job is
immediate.
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Figure 1. Types of consumptions

2.3 Examples
According to the three-field notation introduced in [4],

the scheduling problems with raw materials constraints
can be denoted as follows:

• 1|rmi
p|

∑

Qℓ when there is no due date associated to
the jobs,

• 1|rmi
p = 1, Lmax ≤ H |

∑

Qℓ when there is only
one product, maximum lateness bounded by a given
valueH , and total quantity minimization,

• P |rmi
p, rj , Lmax ≤ H |

∑

wℓQℓ for a parallel ma-
chines environment, jobs subject to release dates,
bounded maximum lateness and total cost minimiza-
tion.

We illustrate the problem definition by the following
example. We consider a single machine problem with
four jobs and one product. Processing times are equal
to p = (4, 3, 5, 2), product consumptions are equal to
b = (2, 1, 4, 3), the volume of one vial of the product is
equal toV = 5 and its life time after being opened is
equal toT = 6. We assume that all the jobs can be fin-
ished on time (no tardiness consideration) and we focus
on the product consumption.

We consider that the product is consumed instanta-
neously by the job when its processing starts, that is we
consider problem1|rmi

p = 1|
∑

Qℓ.
The sequence of jobs(J1, J2, J3, J4) is illustrated in

Fig. 2. One vial is open at time 0, immediately, jobJ1

takesb1 = 2 product units. 3 units remain available in
the vial. At time 4, jobJ2 starts and consumesb2 = 1
product unit. At time 6 the product perishes and 2 units
are lost. A new vial is opened at time 7 for jobJ3, which
consumes immediatelyb3 = 4 units. At time 12, jobJ4

starts. However, jobJ4 requiresb4 = 3 units of product,
thus a new vial is opened, and it remains 3 product units
at the end. These units are lost and at the end, 5 product
units have been lost.

The sequence of jobs(J3, J2, J4, J1) is illustrated in
Fig. 3. One vial is opened at time 0 and 4 units are con-
sumed by jobJ3. At time 5, 1 unit is consumed by jobJ2

and the remaining quantity is equal to 0. At time 8, a new
vial is opened and jobJ4 consumes 3 units. At time 10,
job J1 takes the 2 remaining units. At the end, the vial is
empty and the quantity of lost product is equal to 0.
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Figure 2. Example: 4 jobs, immediate con-
sumption - sequence (J1, J2, J3, J4)
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Figure 3. Example: 4 jobs, immediate con-
sumption - sequence (J3, J2, J4, J1)

We consider now that the product is consumed con-
tinuously during the job processing, that is we consider
problem1|rmc

p = 1|
∑

Qℓ.
Fig. 4 illustrates the product consumption for sequence

(J1, J2, J3, J4). During the 4 first time units, 2 product
units are consumed by jobJ1. Then, during the process of
job J2, the product perishes and 2+1/3 of product units are
lost. A new vial has to be open during the job processing.
The product is used for processing jobJ3 but at the end of
J3, the remaining product is lost (the quantity is equal to
2/3). A new vial is open for jobJ4 and only 3 units of the
product are used. At the end, 5 product units are lost.
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Figure 4. Example: 4 jobs, continuous con-
sumption - sequence (J1, J2, J3, J4)

Fig. 5 illustrates the product consumption for sequence
(J3, J2, J4, J1). At time 6, only one third of jobJ2 has
been performed and therefore one third ofb2 has been
consumed. 2/3 of a product unit is lost, a new vial is
opened. At time 12, the product perishes during the pro-



cess of jobJ1 and again a new vial has to be open. At the
end, the quantity of lost product is equal to 2/3 plus 1/3
plus 4, that is 5 product units.
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Figure 5. Example: 4 jobs, continuous con-
sumption - sequence (J3, J2, J4, J1)

3 Single machine case

In this section, we show that problem1|rmi
p = 1, pj =

p|
∑

Qℓ is strongly NP-hard. Then, we give a mathemat-
ical formulation of problems1|rmi

p, Lmax ≤ H |
∑

Qℓ

and1|rmc
p, Lmax ≤ H |

∑

Qℓ.

3.1 Complexity
Proposition Problem1|rmi

p = 1, pj = p|
∑

Qℓ is
strongly NP-hard. The decision version of this problem
is called 1MPRM (single machine with perishable raw
materials).

Proof. We show that the problem is strongly NP-hard
by reduction from 3-PARTITION problem.

3-PARTITION:
Data: a collection ofn = 3m items,si the size of item

i, B an integer. We assume that∀i, B/4 < si < B/2.
Question: is it possible to partition the items intom

triples of sizeB?

1M PRM:
Data:n′ jobs,p the common processing time and(bj),

consumption of jobJj (1 ≤ j ≤ n′), T the delay after
opening,V the volume of one vial andY three integers.

Question: is it possible to schedule the jobs so that
the total quantity of lost product is less than or equal toY ?

1M PRM is in NP (clear). We build the following
instance to 1MPRM: n′ = n, V = B, T = 5, Y = 0,
bj = sj , ∀j, p = 2.

Suppose that the answer to problem 3-PARTITION is
’yes’. Then, it is possible to partition the items intom
triplesS1, ..., Sm, each one of sizeB. Let schedule the
subsets obtained in any order (see Fig. 6). For each subset
Sh (1 ≤ h ≤ m), one has to open a new vial, of size
V = B, the vial does not perish during the five times
units and the jobs consume the whole quantity of the vial.
At the end,m vials have been open and all the products

have been consumed. The quantity of lost product is equal
to 0.
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Figure 6. Answer to 3-PARTITION is ’yes’

Suppose now that the answer to 1MPRM is ’yes’. We
assume w.l.g. thatbj 6= 0, ∀j. Because the quantity of
lost product is equal to 0, the number of vials that are
needed is equal tom. The length of the schedule is equal
to

∑n

i=1 pi = 2n = 6m. BecauseT = 5, a new vial
has to be open at least every 3 jobs. If a new vial has
to be open after the execution of only two jobs, then a
new vial will have to be open for the last job, which will
generate a loss of product. The consequence is that a
vial has to be open every three jobs exactly. Therefore,
the whole quantity in the vial has to be consumed and
no backorder is allowed. Considering the triplets of jobs
(J3h+1, J3h+2, J3h+3), ∀h, 0 ≤ h ≤ m−1, the consump-
tions (b3h+1, b3h+2, b3h+3) constitute a partition intom
subsets of sizeV . Therefore, the answer to problem 3-
PARTITION is ’yes’.
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Figure 7. The whole quantity V has not been
consumed

3.2 Mathematical formulations
We propose in this section a mathematical program-

ming formulation of problems1|rmc
p, Lmax ≤ H |

∑

Qℓ

and1|rmi
p, Lmax ≤ H |

∑

Qℓ.
We definexj,k = 1 if job Jj is in positionk, 0 other-

wise. The notationp[k] andb[k],ℓ denote respectively the
processing time of the job in positionk and the consump-



tion of productℓ of the job in positionk. We have:

p[k] =

n
∑

j=1

pj .xj,k

b[k],ℓ =

n
∑

j=1

bj,ℓ.xj,k

We introduce the following continuous variables:

• q[k],ℓ ≥ 0, quantity of inventory of productℓ before
the execution of the job in positionk.

• δ[k],ℓ ≥ 0 is the time during which the productℓ re-
mains usable when the job in positionk starts.

• loss[k],ℓ ≥ 0 is the quantity of productℓ which is lost
during the execution of the job in positionk.

As we will see, the expressions of these quantities de-
pend on the hypotheses about the type of consumption
(continuous or instantaneous). Four cases are identified:

1. q[k],ℓ ≥ b[k],ℓ andδ[k],ℓ ≥ p[k]: in this case, there is
enough productℓ and it will not perish,

2. q[k],ℓ < b[k],ℓ andδ[k],ℓ ≥ p[k]: in this case, there is a
backorder (not enough productℓ),

3. q[k],ℓ ≥ b[k],ℓ andδ[k],ℓ < p[k]: in this case, the prod-
uct will perish during the execution of the job in po-
sitionk,

4. q[k],ℓ < b[k],ℓ andδ[k],ℓ < p[k]: in this case, there is
not enough product and the product will perish be-
fore the end of the job in positionk.

3.2.1 Case of continuous consumption

The inventory level of the product has the evolution illus-
trated in Fig. 1(a). We consider the four cases:

1. Easy case: If q[k],ℓ ≥ b[k],ℓ andδ[k],ℓ ≥ p[k], then






q[k+1],ℓ = q[k],ℓ − b[k],ℓ

δ[k+1],ℓ = δ[k],ℓ − p[k]

loss[k],ℓ = 0

2. Case of backorder: If q[k],ℓ < b[k],ℓ andδ[k],ℓ ≥ p[k],
then






q[k+1],ℓ = q[k],ℓ + Vℓ − b[k],ℓ

δ[k+1],ℓ = Tℓ − (p[k] − q[k],ℓ
p[k]

b[k],ℓ
)

loss[k],ℓ = 0

Indeed, the consumption rate is equal to
b[k],ℓ

p[k]
. The

backorder of productℓ occursq[k],ℓ
p[k]

b[k],ℓ
time units

after the beginning of the job in positionk. A new
vial is open and the remaining quantity is consumed.
This quantity is equal to(p(k] − q[k],ℓ

p[k]

b[k],ℓ
)

b[k],ℓ

p[k]
=

b[k],ℓ − q[k],ℓ.

3. Case of perish: If q[k],ℓ ≥ b[k],ℓ andδ[k],ℓ < p[k],
then










q[k+1],ℓ = Vℓ − (p[k] − δ[k],ℓ)
b[k],ℓ

p[k]

δ[k+1],ℓ = Tℓ − (p[k] − δ[k],ℓ)

loss[k],ℓ = q[k],ℓ − δ[k],ℓ
b[k],ℓ

p[k]

4. Case of backorder and perish: The productℓ will
perish afterδ[k],ℓ time units and the backorder will
occur q[k]

p[k]

b[k]
time units after the beginning of the

job in positionk. Therefore, ifδ[k],ℓ ≥ q[k]
p[k]

b[k]
, we

are in case 2, otherwise we are in case 3.

Notice that these expressions of the continuous vari-
ables are not linear. Problem1|rmc

p, Lmax ≤ H |
∑

Qℓ

cannot be formulated with a linear program, at least by
using this definition of variables.

3.2.2 Case of instantaneous consumption

The inventory level of the product has the evolution il-
lustrated in Fig. 1(b). It is assumed that if the product
perishes exactly when a job starts, the consumption is re-
alized by the job first, and the remaining quantity of prod-
uct is lost. We consider the four cases:

1. Easy case: If q[k],ℓ ≥ b[k],ℓ andδ[k],ℓ ≥ p[k], then






q[k+1],ℓ = q[k],ℓ − b[k],ℓ

δ[k+1],ℓ = δ[k],ℓ − p[k]

loss[k],ℓ = 0

2. Case of backorder: If q[k],ℓ < b[k],ℓ andδ[k],ℓ ≥ p[k],
then






q[k+1],ℓ = q[k],ℓ + Vℓ − b[k],ℓ

δ[k+1],ℓ = Tℓ − p[k]

loss[k],ℓ = 0

3. Case of perish: If q[k],ℓ ≥ b[k],ℓ andδ[k],ℓ < p[k],
then






q[k+1],ℓ = 0
δ[k+1],ℓ = 0
loss[k],ℓ = q[k] − b[k]

The product has perished and a new vial has to be
open, if needed.

4. Case of backorder and perish: Again, for the same
reasons, we are either in case 2 or in case 3.

3.2.3 Objective functions

The expressions of the objective functions are the follow-
ing.

•
∑

Qℓ, the total quantity of productℓ which is lost:

Qℓ =

n
∑

k=1

loss[k],ℓ + q[n+1],ℓ



MIN
∑

Qℓ =

r
∑

ℓ=1

Qℓ

where q(n+1],ℓ denotes the remaining quantity of
productℓ at the end of the horizon.

•
∑

wℓQℓ, the total cost of productℓ which is lost:

MIN
∑

wℓQℓ =

r
∑

ℓ=1

wℓQℓ

The expression of the completion time of the job in
positionk, is:

C[k] =

k
∑

h=1

n
∑

j=1

pjxj,h, ∀k ∈ {1, ..., n}

The expression of the maximum lateness is given by:

Lmax ≥ C[k] −
n

∑

i=1

dixi,k, ∀k ∈ {1, ..., n}

and the bound onLmax is given by:

Lmax ≤ H

3.2.4 MILP formulation for problem 1|rmi
p, Lmax ≤

H |
∑

Qℓ

This problem can be formulated by a linear program. We
introduce the following binary variables:

• v[k],ℓ = 1 if a new vial of productℓ is open for pro-
cessing the job in positionk because of a backorder,
0 otherwise.

v[k],ℓ = 1 ⇔ q[k],ℓ ≤ b[k],ℓ − 1

• w[k],ℓ = 1 if a new vial of productℓ is open for pro-
cessing the job in positionk because the product has
perished, 0 otherwise.

w[k],ℓ = 1 ⇔ (q[k],ℓ ≥ b[k],ℓ) ∧ (δ[k],ℓ ≤ p[k],ℓ − 1)

Notice that these expressions impose that we cannot
havev[k],ℓ = w[k],ℓ = 1. The expressions of the objective
functions are given in Section 3.2.3.

n
∑

i=1

xi,k = 1, ∀k ∈ {1, ..., n} (1)

n
∑

k=1

xi,k = 1, ∀i ∈ {1, ..., n} (2)

q[k],ℓ ≤ b[k],ℓ − 1 + (1 − v[k],ℓ) × (Vℓ + 1), (3)

∀k ∈ {1, ..., n}, ∀ℓ ∈ {1, ..., r}

q[k],ℓ ≥ b[k],ℓ − v[k],ℓ × Vℓ, (4)

∀k ∈ {1, ..., n}, ∀ℓ ∈ {1, ..., r}

δ[k],ℓ ≤ p[k]−1+(1−w[k],ℓ)×(Tℓ +1)+2v[k],ℓ(Tℓ +1),
(5)

∀k ∈ {1, ..., n}, ∀ℓ ∈ {1, ..., r}

δ[k],ℓ ≥ p[k] − w[k],ℓ × Tℓ − 2v[k],ℓTℓ (6)

∀k ∈ {1, ..., n}, ∀ℓ ∈ {1, ..., r}

loss[k],ℓ ≥ q[k],ℓ − b[k],ℓ − (1 − w[k],ℓ) × Vℓ, (7)

∀k ∈ {1, ..., n}, ∀ℓ ∈ {1, ..., r}

q[k+1],ℓ ≥ q[k],ℓ − b[k],ℓ + Vℓ × v[k],ℓ − 2Vℓ ×w[k],ℓ, (8)

∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

q[k+1],ℓ ≤ q[k],ℓ − b[k] + Vℓ × v[k],ℓ + 2Vℓ × w[k],ℓ, (9)

∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

q[k+1],ℓ ≥ q[k],ℓ−b[k],ℓ+Vℓ×v[k],ℓ−2Vℓ×(2−w[k],ℓ−v[k],ℓ),
(10)

∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

q[k+1],ℓ ≤ q[k],ℓ−b[k],ℓ+Vℓ×v[k],ℓ+2Vℓ×(2−w[k],ℓ−v[k],ℓ),
(11)

∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

q[k+1],ℓ ≤ 2Vℓ × (1 − w[k],ℓ + v[k],ℓ), (12)

∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

q[k+1],ℓ ≥ 2Vℓ × (w[k],ℓ − 1 − v[k],ℓ), (13)

∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

q[1],ℓ = 0, ∀ℓ ∈ {1, ..., r} (14)

δ[k+1],ℓ ≥ δ[k],ℓ − p[k] − 2Tℓ(v[k],ℓ + w[k],ℓ), (15)

∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

δ[k+1],ℓ ≤ δ[k],ℓ − p[k] + 2Tℓ(v[k],ℓ + w[k],ℓ), (16)

∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

δ[k+1],ℓ ≥ −Tℓ(1 − w[k],ℓ + v[k],ℓ), (17)

∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

δ[k+1],ℓ ≤ Tℓ(1 − w[k],ℓ + v[k],ℓ), (18)

∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

δ[k+1],ℓ ≥ Tℓ − p[k] − 2Tℓ(1 + w[k],ℓ − v[k],ℓ), (19)

∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

δ[k+1],ℓ ≤ Tℓ − p[k] + 2Tℓ(1 + w[k],ℓ − v[k],ℓ), (20)

∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

δ[k+1],ℓ ≥ Tℓ − p[k] − 2Tℓ × (2 − v[k],ℓ − w[k],ℓ), (21)



∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

δ[k+1],ℓ ≤ Tℓ − p[k] + 2Tℓ × (2 − v[k],ℓ − w[k],ℓ), (22)

∀k ∈ {1, ..., n− 1}, ∀ℓ ∈ {1, ..., r}

δ[1],ℓ = 0, ∀ℓ ∈ {1, ..., r} (23)

Constraints (1) and (2) ensure that there is one job per
position and one position per job. Constraints (3) and (4)
set the variablesv(k]. Constraints (5) and (6) set the vari-
ablesw(k]. Constraints (7) set the variablesloss[k]. Con-
straints (8) to (14) set the variablesq[k]. Constraints (15)
to (23) set the variablesδ[k] (easy to check).

4 Computational experiments

The model has been tested with GLPK package (Gnu
Linear Programming Kit) on a PC under Windows XP
with Core 2 Duo, 2.26 GHz and 3.45 Go RAM. Processing
times have been randomly generated in [1,100]. The due
date of jobJj is equal to

∑n

i=1 pi, ∀j, the number of prod-
ucts is equal tor = 1, the maximum volumeVmax is equal
to 12, and for each instance, the volume has been gener-
ated in[Vmax/2, Vmax]. The consumption of each job has
been generated in[0, Vmax] and the life duration has been
generated in[100, 250]. 20 instances have been generated
per value ofn. Table 1 gives the results. Columnn is the
number of jobs, columns ‘min’, ‘median’, ‘3rdq’, ‘avg’
and ‘max’ are respectively the minimum, the median, the
third quartile, the average and the maximum of the com-
putation times. Column ‘tml’ indicates the number of in-
stances that have not been solved in less than 120 seconds.
The values about CPU time are related to the instances that
have been solved within the time limit.

CPU (s)
n min median 3rdq avg max tml
6 0.00 5.10 10,15 5,18 18,30 0
8 0.10 0.10 0.20 0.16 0.50 7
10 0.10 0.20 0.28 0.45 1,90 10
12 0.20 0.60 4.70 4.44 26.70 11

Table 1. Results of experiments

The aim of these experiments was to validate the
model. The results show that the problems can be difficult
to solve with integer programming for a small number of
jobs. This tends to indicate that the problems are difficult
to handle in practice. We guess that the results will be cer-
tainly better with another solver like CPLEX or GUROBI
optimizer, but dedicated methods like branch-and-bound
will certainly perform better.

5 Conclusion

In this paper, we contribute to the area of scheduling
problems with raw materials requirements, by consider-
ing that raw materials perish a certain time after being
opened. We have proposed a general framework, which

allow considering a new set of difficult scheduling prob-
lems, depending on the product consumption type and on
the considered objective function, which opens a wide
area of new difficult scheduling problems. We propose a
first linear programming formulation for the case of a sin-
gle machine problem, where raw materials are consumed
instantaneously.

An important problem, which seems more complex,
consists in considering that the products are available un-
der several packages, and that another decision variable
is to choose which package – i.e. which volume – of the
product, is the better to open, when needed.
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