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ABSTRACT:

An adaptive, hyperspectral imager is presented. We propose a system with easily adaptable spectral resolution, adjustable acquisition
time, and high spatial resolution which is independent of spectral resolution. The system yields the possibility to define a variety of
acquisition schemes, and in particular near snapshot acquisitions that may be used to measure the spectral content of given or automat-
ically detected regions of interest. The proposed system is modelled and simulated, and tests on a first prototype validate the approach
to achieve near snapshot spectral acquisitions without resorting to any computationally heavy post-processing, nor cumbersome cali-
bration.

1. INTRODUCTION

While three spectral channels may be satisfactory for recreating
an image for the human eye there are many applications for which
having only the red, green and blue content of an image is in-
sufficient (Grahn and Geladi, 2007, Tilling et al., 2006, Holma
et al., 2011, Tremblay et al., 2010, Kubik, 2007). Traditionally,
hyperspectral imaging is a scanning process which requires too
much time to image anything but stationary objects or objects
with a known regular movement relative to the hyperspectral im-
ager. In this process the image is focused onto a slit allowing
only a sliver of the image to pass through. This scanning process
is used because three dimensions of data (two spatial and one
spectral, often referred to as a “hyperspectral cube”) are being
mapped onto a two dimensional detector. The selected portion
of the image is then separated into its spectral components by a
dispersive element such as a prism or a grating and measured on
a two dimensional detector (Smith, 2006). The image recorded
on the detector resolves the spectral information along one spatial
coordinate and therefore must be scanned along the other spatial
coordinate in order to construct a full 3D hyperspectral cube. The
use of a scanning colour filter to obtain a set of monochromatic
2D images is also a common solution that is rather considered
multispectral than hyperspectral as is offers a limited number of
spectral channels.

Many alternative methods have been proposed to improve this
process by capturing the full hyperspectral cube in a single snap-
shot (see (Hagen et al., 2012), and a thorough recent review in
(Hagen and Kudenov, 2013)). Some rely on a complex optical
design that implies the use of lenslet arrays, slicing faceted mir-
rors, mosaic filters on the imaging device, series of spectral filters,
series of image detectors... Much simpler “computational sens-
ing” designs recently appeared, in which a single image detector
is implied. The fact that the data is taken in a single frame means
that there must be a loss of resolution, either spatial, spectral, or
temporal, in order to accommodate the three dimensions of data
on a 2D detector. In each of these cases the resolution tradeoff
cannot be easily adjusted, if at all. Several of these techniques
rely on complicated reconstruction algorithms which require sig-
nificant computation resources. Moreover, a careful and usually
complex calibration is required for these algorithms to converge,

∗Corresponding author

and none of these systems is yet able to ”compete with their non-
computational counterparts” as stated in (Hagen and Kudenov,
2013).

This paper presents a setup and associated algorithms that tackle
all of these concerns. It depicts the co-design of an optical system
coupled with an efficient reconstruction algorithm for a high per-
formance, reconfigurable, hyperspectral imager, which can eas-
ily be calibrated. Section 2. depicts the setup, presents a simple
analysis based on geometrical optics, an efficient mean to model
it, and illustrates the system behaviour on an explanatory exam-
ple. In section 3. a first approach called “snapshot partitioning”
is depicted as a way to adaptively control the acquisition so as to
extract the spectral content of uniform intensity regions. Finally,
experimental measurements are shown in section 4. demonstrat-
ing the effectiveness of a first prototype of the proposed system
and an early implementation of snapshot partitioning.

2. CONTROLLABLE DUAL DISPERSER IMAGER

2.1 Setup

The proposed system takes after the coded aperture snapshot spec-
tral imager (CASSI) originally introduced in (Gehm et al., 2007):
it is comprised of two gratings (or prisms) separated by a spatial
light modulator (SLM). The first half of the setup is a 4f sys-
tem (Monmayrant et al., 2010) centred around a grating which
forms a spectrally dispersed image on the SLM. Figure 1 illus-
trates the case in which the SLM allows only a slice of the dis-
persed image to pass through into the second half of the setup
which is another 4f system ending with the detector. The purpose
of the second grating is to undo the spectral spreading of the first
one, allowing for an undispersed image at the detector. With this
setup, the spectral components selected by the SLM are placed in
their original positions relative to each other, thus reconstructing
a spectrally filtered image. If all of the light is transmitted by the
SLM then an undispersed, unfiltered image is formed.

2.2 Geometrical optics analysis

In this section a basic analysis of the system is used to obtain
an efficient reconstruction algorithm. It is shown that the system
acts as a programmable, spatially dependent, spectral filter for
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Figure 1: Proposed setup (right), and illustration of the spectral
selection done at the output of the SLM and on the detector, in
case the SLM only opens a slit (left). f is the focal length of the
lenses. The spectral density at the source, just before and after
the SLM and at the detector are represented by S0, S1, S2, and
S3, respectively.

which spatial resolution is independent of spectral resolution and
for which there is no wavelength dependent shift of the image at
the detector. The analysis of this system closely follows that of
Gehm et al (Gehm et al., 2007) which models the propagation of
the spectral density through the system. The intensity, In, at the
n-th plane of propagation is given in terms of the spectral density,
Sn, as

In(xn, yn) =

∫
dλ Sn(xn, yn, λ) (1)

where xn and yn are perpendicular to the optical axis of propa-
gation and λ is the wavelength. Using geometrical optics prop-
agation, the spectral density of the dispersed image at the SLM,
S1, is given by

S1 (x1, y1, λ) =

∫∫
dx0dy0 δ (x0 − [x1 + α (λ− λC)])

× δ (y0 − y1)S0 (x0, y0, λ)

= S0 (x1 + α (λ− λC) , y1, λ)

(2)

where S0 is the spectral density at the source, and the central
wavelength, λC , is the wavelength of light which follows the op-
tical axis of the system. The dispersion of the system (along the
x direction) is given by α = f/d cos(θdC) where f is the focal
length of the lenses, d is the grating periodicity, and θdC is the an-
gle at which the central wavelength is diffracted from the grating
(Monmayrant et al., 2010). The spectral density of the diffracted
image after a narrow slice has been selected, S2, is given by

S2 (x2, y2, λ) = T (x2, y2)S1 (x2, y2, λ)

= T (x2, y2)S0 (x2 + α (λ− λC) , y2, λ)
(3)

where T(x, y) is the transmission function corresponding to the
SLM. The second grating reverses the spectral shift applied by

the first thus giving S3, the spectral density at the detector:

S3 (x3, y3, λ) =

∫∫
dx2dy2 δ (x2 − [x3 − α (λ− λC)])

× δ (y2 − y3)S2 (x2, y2, λ)

= T (x3 − α (λ− λC) , y3)S0 (x3, y3, λ)

(4)

For a simple spectral scan, the transmission function is given by
a rectangular function of width ∆xm centred at xm.

T (x, y) = R

(
x− xm
∆xm

)
(5)

Applying this transmission function to the spectral density at the
detector gives

S3 (x3, y3, λ) = R

(
α

∆xm

(
λ− λC −

x3 − xm
α

))
× S0 (x3, y3, λ)

(6)

The intensity at the detector is determined by integrating the spec-
tral density with respect to wavelength.

I3 (x3, y3) =

∫
dλ S3 (x3, y3, λ) g (λ)

=

∫
dλ R

(
α

∆xm

(
λ− λC −

x3 − xm
α

))
× S0 (x3, y3, λ) g (λ)

=

∫ λ2

λ1

dλ S0 (x3, y3, λ) g (λ)

(7)

where the bounds of integration are determined by the width and
position of the rectangular function used as the transmission func-
tion and g (λ) is the spectral response function of the detector.

λ1 = λC +
x3 − xm

α
− ∆xm

2α

λ2 = λC +
x3 − xm

α
+

∆xm
2α

(8)

Applying λ1 and λ2 as the end points of the integral in equation 7
gives the final intensity I3 (x3, y3) which, assuming linearity of
the integrand within the bounds of integration, has a spectral res-
olution ∆λ and is given by

I3 (x3, y3) =

∫ λ2

λ1

dλ S0 (x3, y3, λ) g (λ)

≈ S0

(
x3, y3, λ̄

)
g
(
λ̄
)

∆λ

λ̄ =
λ1 + λ2

2
= λC +

x3 − xm
α

∆λ = λ2 − λ1 =
∆xm
α

(9)

This equation can be slightly rearranged to give

I3 (x3, y3) ≈ ∆xm
α

g
(
λ̄
)
S0

(
x3, y3, λ̄

)
(10)

from which the key features of the dual disperser setup can be
highlighted.



First, the recorded image I3 (x3, y3) for a given slit position xm
on the SLM gives a direct access to a 2D subset of the hyperspec-
tral cube that corresponds to a slanted cut inside the cube along
the λ̄ direction (figure 2). The dual disperser acts as a narrow
band spectral filter with a linear gradient in wavelength along x3

and the position of the slits on the SLM determines the offset of
this gradient.

Second, all the spectral components of the hyperspectral cube
sharing the same x and y coordinates are colocated at the same
position on the image: a point (xe, ye, λe) of the hyperspectral
cube can only affect the intensity at the image position (x3 =
xe, y3 = ye). In other words, there is no wavelength dependent
spatial shift on the image: the position at which we retrieve an el-
ement from the hyperspectral cube on the image does not depend
on its wavelength coordinate in the cube.

DMD mask Spectral filters

Initial cube Filtering cube Final cube

Initial image Final image on CCD

x =

Figure 2: Illustration of the dual disperser imaging process, in
the case when a single slit of the DMD is opened. The slit defines
a series of spectral filters that are applied on different spatial ar-
eas of the imaged object (top). The final image corresponds to
a slanted slice of the original object hyperspectral cube (mid-
dle), and there is no wavelength dependent spatial shift on the
recorded image (colocation property, bottom).

This implies that there is no need for a complicated reconstruc-
tion algorithm to recover the spatial coordinates of points in the
hyperspectral cube. Using a simple slit pattern, the whole hyper-
spectral cube can be readily retrieved by scanning the slit across
the SLM and recording the images corresponding to each slit po-
sition.

It is also obvious from equation 10 that the spatial resolution of
the system does not depend on the parameters which determine
spectral resolution (i.e. slit width, grating periodicity, and fo-
cal length). The spectral resolution is given by the difference in
wavelength corresponding to two neighbouring slit positions at
any single point on the detector, δλ = ∆xm/α. The dependence
of the spectral resolution on slit width and dispersion is the same
as that of a conventional spectrometer.

2.3 Gaussian optics modelling

Although, thus far, a finite numerical aperture has not been ac-
counted for in this system, that is the primary limiting factor in
terms of spatial and spectral resolutions. It is also important to
evaluate the effect of diffraction from the source and SLM. In
order to illustrate the scanning method described in the previous
section, a simulation was run to mimic the dual disperser sys-
tem and test the reconstruction method. The model used for this
simulation is chosen because it is well established in the field of

pulse shaping to describe the effect of an SLM inside a 4-f line
(Monmayrant et al., 2010). This model, relying on Gaussian op-
tics propagation is fairly fast and naturally reproduces the effect
of diffraction and limited numerical aperture. It also reproduces
the geometrical distortion introduced by a grating. The propa-

Figure 3: Propagation of the electric field in the Gaussian op-
tics approximation from object to image plane for a lens of focal
length f and diameter Dl.

gation of the electric field through a lens of focal length f , as
illustrated in figure 3, is given by (Goodman, 1996, Monmayrant
et al., 2010):

Ei (xi, yi, λ) =

∫∫
dxodyoEo (xo, yo, λ) e

i2π
xoxi+yoyi

fλC

for x2
i + y2

i < D2
l

= O for x2
i + y2

i ≥ D2
l

(11)

whereEi(xi, yi) andEo(xo, yo) are respectively the electric fields
at the image and object planes (both separated from the lens by a
distance f ) and λC is the central wavelength of the field. The lim-
ited numerical aperture of the lens is taken into account by limit-
ing the Fourier transform integral to components that fits within
the lens diameterDl(Goodman, 1996). Similarly, the field imme-

Figure 4: Effect of a diffraction grating on the electric field in the
Gaussian optics approximation.

diately after the diffraction by a grating, as illustrated in figure 4,
is given by (Monmayrant et al., 2010, Martinez, 1986, Martinez,
1987)

Ed (xd, yd, λ) = Ei (xd/β, yd, λ) e−ikCα∆λxd/f

β =
cos (θdC)

cos (θiC)

α =
f

dcos(θdC)

∆λ = λ− λC

(12)

where d is the grating period and Ei and Ed are the incident and
diffracted fields, respectively, and are located at the grating on
a plane perpendicular to the direction of propagation of the cen-
tral wavelength respectively before and after diffraction. θdC and
θiC are the angles of diffraction and incidence corresponding to
the central wavelength, respectively, and kC is the wavenumber
associated with the central wavelength λC .



Using equations 11 and 12 one can propagate the initial field to
the SLM plane, and using the same equations propagate the fil-
tered field from the SLM to the detector plane. It should be noted
that if we leave aside the limited numerical aperture by the lenses,
the main difference with the analysis done in the previous section
is the presence of the scaling factor β that magnifies the image
formed at the SLM without affecting the dispersion. The inverse
magnification occurs on the way to the detector. Accounting for
this in the analysis of the previous section only changes the po-
sition dependence of the measured wavelength. Thus, the mea-
sured intensity for a given slit position in the disperser in the limit
of infinite numerical aperture for the whole setup is

I3 (x3, y3) ≈ ∆xm
α

S0

(
x3, y3, λC +

x3/β − xm
α

)
× g

(
λC +

x3/β − xm
α

)
.

(13)

When accounting for the limited numerical aperture of the lenses,
the solution cannot be written as simply as the above equation, as
it contains many integral terms. However, the core linear depen-
dence in the equation 13 remains valid as the main effect of the
limited numerical aperture is to reduce the spatial and spectral
resolution of the reconstructed image, exactly like in an imaging
spectrometer.

3. NEAR SNAPSHOT PARTITIONING

Here we exploit both the easy access to a full-resolution unfiltered
image and the colocation of all the spectral components on the
final image to propose a simple way to achieve near snapshot
acquisition of hyperspectral data.

The starting point is the assumption that there exist in the hyper-
spectral cube spatial regions that are “spectrally homogeneous”,
i.e. for which every pixel (x, y) has the same spectrum: S(x, y, λ) =
1(x, y)S(λ), where 1(x, y) = 1 ∀(x, y). This is a reasonable
sparsity assumption that holds in numerous real scenes, where
the spectral content is strongly spatially correlated. One straight-
forward way to identify these regions is to look for contiguous
regions of iso-intensity on the unfiltered image obtained with all
the DMD pixels opened: assuming such regions are spectrally
homogeneous and exploiting equation 13, the spatial coordinates
in the region can be used to encode different spectral channels.

A canonical example of a homogeneous region is presented on
figure 5 (top): it is one horizontal segment of pixels [A,B] along
the x direction, xA and xB denoting its starting and ending x
coordinates. For a simple slit pattern programmed on the SLM
at the position xm, the intensity I(x, y) on the final image along
this segment corresponds to the spectral density S(λ):

I(x, y) = 1(x, y)S(λ)

λ = λC +
x

βα
− xm

α

(14)

with λ in the range [λA, λB ]. The width ∆x = xB − xA of the
homogeneous region directly determines the bandwidth ∆λ =
λB − λA = (xB − xA)/(βα) over which the spectral density is
recovered. Moreover, for a given position of the homogeneous re-
gion, the position xm of the slit on the SLM can be used to set the
central wavelength of the recovered range. If the homogeneous
region is wide enough, its whole spectral density can be retrieved
in a single acquisition – the “whole spectrum” being defined by
the parameters α and β, and its resolution being defined bu the
CCD resolution.

λA λBxm
I(x,y)=SHMG(λ)
λ=λC+x/βα-xm/α

Initial homogeneous region SLM Pattern Filtered Final Image
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Figure 5: Snapshot partitioning: in spectrally homogeneous re-
gions, the spatial coordinates in the final image can be used to
encode all the spectral channel by a simple choice of multi-slit
pattern to apply on the SLM. Top: if the region is wide enough,
its whole spectrum can be recovered by opening just one slit of
the DMD. Bottom: if the region is not wide enough, its vertical
span can be exploited to recover the whole spectrum, by position-
ing slits so as to recover portions of the spectrum which can be
concatenated afterwards.

The region width limits the observable spectral range, but its
height can be exploited to extend this range. Figure 5 (bottom)
shows a rectangular region spanning in both x and y directions:
in that case, the region can be subdivided along the y direction in
several horizontal segments [Ai, Bi] with the same starting and
ending x coordinates [xA, xB ]. A multi-slit pattern can be ap-
plied on the SLM in order to match each segment [Ai, Bi] with
a given slit position xmi, so that portions of the spectral density
can be retrieved. This principle can be straightforwardly applied
to homogeneous regions of arbitrary shape: their spectrum can be
recovered by dividing them into i slices of width ∆xi and height
δy, for each of which a slit is selected on the SLM. From each
slice a spectral bandwidth δλi = ∆xi/(βα) can be recovered,
the maximum recoverable spectrum being defined by the accu-
mulated width of the slices.

This principle can easily be generalized to analyse in a single ac-
quisition the spectrum of several regions detected in the unfiltered
images. The relative positions and shapes of the detected regions
must be considered: any two regions which are completely sep-
arated along the y-axis can be analysed in the manner described
above, as slits used to measure the spectral content in any part
of one region have no effect on the measurement of any part of
the other region. For regions which overlap along the y-axis, the
solution depends on the geometry of the two regions and on the
extent to which they overlap. Simple partitioning strategies illus-
trated in figure 6 can be straightforwardly defined.

Figure 6: Left: the spectrum of two regions partially overlapping
along the y axis can be measured by acquiring the spectral in-
formation from sub-regions A and B. Right: the case where two
regions that fully overlap along the y axis can be addressed by
selecting non-overlapping sub-partitions A and B.

So by taking an unfiltered initial image, partitioning it in ho-
mogeneous regions of uniform intensity and assuming they have
the same spectral content, simple geometric reasoning can be ex-
ploited to automate the extraction of their spectral content. One



key point is that the simplicity of equation 14 results in a straight-
forward relation between the slit patterns on the SLM and the
position of each spectral component on the final image. Various
multi-slit patterns can be used for a given region and a given spec-
tral density, and if the region is wider than the strict minimum to
retrieve its spectral density, one can multiplex several measure-
ments of the spectral density: this could for example be exploited
to assess the validity of the region spectral homogeneity assump-
tion.

4. PRELIMINARY RESULTS

4.1 Setup and calibration

To demonstrate the models and techniques described in sections
2. and 3. a prototype has been set up (figures 7 and 8). The ob-
served object consists of a light source placed behind a litho-
graphic mask. The mask is followed by a 10 cm-focal-length
lens, a 1.695µm periodicity grating set for a deviation angle of
around 50◦, a 5 cm-lens, and a DLP lightcrafter DMD. The DMD
was set up to reflect the first diffraction order straight back along
its incident path, thus reusing all of the optics of the first half of
the dual disperser as the second half. A beam splitter is placed
between the source and the first lens in order to direct the final
image onto a camera. The camera is a standard CMOS camera
(monochromatic IDS uEYE).

Figure 7: Schematic view of the experimental setup used for veri-
fication of models and techniques proposed in sections 2. and 3..
A DMD is used as the SLM and reflects the selected light straight
back along the incident path, thus reusing grating and lenses. A
beamsplitter is used to redirect the final image onto the CMOS
camera.

Figure 8: View of the actual experimental setup.

A lithography mask serves as a test pattern with sharp spatial fea-
tures. To test our setup with different spectral contents, two col-
limated beams were alternatively used to illuminate the mask: a

Superlum BroadLighter S840, providing an incoherent 50nm-
wide spectrum centred at 840nm or a Superlum BroadSweeper
840 providing coherent and narrow spectrum (down to 0.05nm),
tunable between 820nm and 870nm. This latter source can
also quickly sweep to generate dual wavelength spectra or broad
square spectra.

A simple linear calibration of the dispersion on the SLM was
carried out by recording CMOS images as a function of the slit
position on the SLM for several monochromatic spectra between
820nm and 840nm. This calibration gives λ = λC+x3/(αβ)−
xm/α with λC = 0.861µm, α = −31860 and β = 2.99, and
where x3 is the x-position on the CMOS camera and xm the slit
position on the DMD as in equation 13, all dimensions being in
µm. The spectra measured on each point of the CMOS image
with our setup were compared with independent measurements
made on the light sources using an optical spectrum analyser
(OSA Ando AQ6315-A).

4.2 Scanning Slit

To assess the validity of the system model and calibration, first
measurements were made with the scanning technique described
in section 2.. Two typical results are shown in figures 9 and 10, re-
spectively for a dual wavelength spectral content and for a broad
spectrum. In both figures, sub-figures (a) show the unfiltered im-
age that integrates the whole spectral content image (all pixels
of the DMD being opened), and the region of interest (ROI) in
which the spectrum is recovered. Sub-figures (b) show the recov-
ered (λ, x) slice of the cube corresponding to the ROI, and sub-
figures (c) show the averaged spectrum retrieved over the ROI,
compared to the OSA measurements.

In both figures, one can see that within the ROI, the spectral and
spatial variations of the spectral density are not coupled: the spec-
tral density can be represented by a product of one spatial and one
spectral functions. This is coherent with our test hyperspectral
cube that can be separated in a spectral function (the spectral con-
tent of the tunable laser or superluminescent diode) and a spatial
one (the Gaussian-like spatial profile of the illuminating beam,
clipped by our lithography mask). One can also observe (in sub-
figures (b)) that the accessible spectral range shifts linearly with
the x-position on the CMOS camera, in agreement with equa-
tion 13.

In figure 9 (c), one can see a good agreement between the reported
wavelength by our prototype and the OSA, but also notice a small
difference in the relative intensities of the two spectral peaks.

Another noticeable difference appears in figure 10-(f), where a
significant intensity mismatch appears for wavelengths above 830
nm. This is due to the lack of spectral efficiency calibration in our
setup (contrary to the OSA, which is properly calibrated). This is
compatible with the spectral efficiency of the CMOS camera used
in the setup, that drops by a factor of 2 from 800 nm to 900 nm.

To better illustrate the fidelity of the retrieved spectrum, we mea-
sured it at the centre of the ROI defined in figure 10 for different
sources and compared it with independent OSA measurements of
the source spectrum. Results are presented in figure 11, with sev-
eral 5-nm-wide square spectra, and with the super-luminescent
source in high and low power mode. These measurements con-
firm that apart from a the lack of intensity calibration (visible for
wavelengths above 830 nm), the prototype reproduces the spec-
tral content of the test object. This validates the basic scanning
method proposed in section 2., and this especially shows that a
straightforward coarse calibration of the system allows to recover
precise spectral information.
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Figure 9: Hyperspectral measurement obtained with a moving
slit scheme, for a dual wavelength illumination of the mask. The
analysed ROI is denoted by a green rectangle in (a), and figure
(b) shows the associated (λ, x) slice of the cube (the green ar-
row helps to match the x coordinates in both images). Figure (c)
compares the average retrieved spectrum of the ROI (in orange)
with the spectrum independently retrieved by the OSA (in blue).

4.3 Near snapshot partitioning

A second set of measurements illustrates the near snapshot tech-
nique described in section 3. to retrieve in just two acquisitions
the full spectrum of a dual wavelength source (830 and 835 nm)
in a ROI detected in the unfiltered image. Figure 12 illustrates the
step of the process: (a) shows the unfiltered image (first acquisi-
tion), which is coarsely segmented into regions of homogeneous
intensities (b). The selected ROI is the narrow vertical portion of
the lithographic mask. This ROI is not wide enough to allow the
recovery of a large spectrum by opening only a single slit in the
DMD: we are in a case similar to the one of figure 5 (bottom).
Hence various slit positions are required to recover its spectrum:
three areas are selected in the ROI (green, blue and red rectangles
of (b)), and a slit position is defined in the DMD for each of these
areas, so as to independently recover a part of their spectrum over
three intervals

[
λiA, λ

i
B

]
, i denoting the area index (the width of

the areas defines the width of the recoverable spectral interval,
the position of the slit defines the central wavelength of this inter-
val; see section 3.). The slit arrangement is shown in (c), and the
resulting filtered image captured by the CCD is shown in (d) (sec-
ond acquisition). The spectrum recovered for each area is shown
in (e), and the whole spectrum of the ROI is shown in (d): it is
coherent with the illuminating source spectrum. An issue here is
the precise intensity ratio between the 830 nm and 835 nm peaks,
due to the slight intensity inhomogeneity within the ROI: inten-
sity in the red area is slightly lower than in the two other areas,
which leads to an underestimation of the spectrum part measured
in the red area.
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Figure 10: Hyperspectral measurement obtained with a mov-
ing slit scheme, for a nearly homogeneous 50nm-wide spectrum
centred at 840nm illumination of the mask (see caption of figure
9).
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Figure 11: Comparison between the spectrum retrieved at the
centre of the ROI defined in figure 10 (orange) and measured by
the OSA (blue) for various source settings: (a) and (b): 5nm-
wide square spectra starting at different wavelength ranging from
820 to 850nm; (c) and (d): super-luminescent broad source for
two different power settings.

5. CONCLUSION

The concept of a simple adaptive method of hyperspectral imag-
ing with the possibility for near snapshot imaging of spatially
sparse scenes has been illustrated by modelling, computer sim-
ulations, and validated with preliminary experiments. The pro-
posed method requires negligible reconstruction time and allows
for applications with different spatial and spectral resolution re-
quirements, as well as easy access to a full spectrum image with-
out requiring any modification of the system setup.
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Figure 12: The full spectrum of a ROI is precisely recovered in only two image acquisitions (see text for details).

More precise measurements would require a more thorough spec-
tral and intensity calibration. It should however be noted that
thanks to the colocation property not only such a calibration is rel-
atively straightforward to apply compared to existing techniques
(Hagen et al., 2012), but also it is not required to obtain reason-
ably accurate results, as shown by our preliminary results.

The proposed system and its model open further possibilities. For
instance, it is possible to use a scanning technique to take real-
time, video-rate images of any single wavelength. This would
rely on a slit scanning technique similar to that which is described
in section 2.2, but measuring only one slice of the image for each
slit position rather than the entire image. By synchronizing the
rolling shutter of a CMOS with the scanning slit, one would in-
deed recover a single wavelength image, the wavelength of each
frame being defined by the delay between the two devices.

For simple scenes where the spectrum is strongly spatially corre-
lated, automated, real-time, near-snapshot analysis may be achie-
ved with the presented region partitioning approach. The associ-
ated algorithms can easily be extended, e.g. to retrieve a set of
given spectral channels on homogeneous regions instead of their
full spectrum. But the spectral analysis of complex scenes may
require more sophisticated techniques: the system allows the de-
velopment of compressed sensing schemes, that would dynam-
ically drive the SLM according to the perceived scene and the
spectral information required by the considered task.

REFERENCES

Gehm, M., John, R., Brady, D., Willett, R. and Schulz, T., 2007.
Single-shot compressive spectral imaging with a dual-disperser
architecture. Optics Express 15(21), pp. 14013–14027.

Goodman, J., 1996. Introduction to Fourier optics. McGraw-Hill,
New York.

Grahn, H. and Geladi, P., 2007. Techniques and applications of
hyperspectral image analysis. John Wiley & Sons.

Hagen, N. and Kudenov, M. W., 2013. Review of snap-
shot spectral imaging technologies. Optical Engineering 52(9),
pp. 090901–090901.

Hagen, N., Kester, R. T., Gao, L. and Tkaczyk, T. S., 2012. Snap-
shot advantage: a review of the light collection improvement for
parallel high-dimensional measurement systems. Optical Engi-
neering 51(11), pp. 111702–1.

Holma, H., Mattila, A.-J., Roos, A., Hyvarinen, T. and Weather-
bee, O., 2011. Thermal hyperspectral imaging in the lwir. Pho-
tonik 43(3), pp. 52–55.

Kubik, M., 2007. Hyperspectral imaging: a new technique for
the non-invasive study of artworks. Physical Techniques in the
Study of Art, Archaeology and Cultural Heritage 2, pp. 199–259.

Martinez, O. E., 1986. Grating and prism compressors in the case
of finite beam size. JOSA B 3(7), pp. 929–934.

Martinez, O. E., 1987. 3000 times grating compressor with pos-
itive group velocity dispersion: Application to fiber compensa-
tion in 1.3-1.6 µm region. Quantum Electronics, IEEE Journal of
23(1), pp. 59–64.

Monmayrant, A., Weber, S., Chatel, B. et al., 2010. A new-
comer’s guide to ultrashort pulse shaping and characterization.
Journal of Physics B: Atomic, Molecular and Optical Physics.

Smith, R. B., 2006. Introduction to hyperspectral imaging. Mi-
croimages. Retrieved on June 30, pp. 2008.

Tilling, A. K., O’Leary, G., Ferwerda, J., Jones, S., Fitzgerald, G.
and Belford, R., 2006. Remote sensing to detect nitrogen and wa-
ter stress in wheat. In: Proc. 13th ASA Conference. NC Turner,
T. Acuna, and RC Johnson, eds, pp. 10–14.

Tremblay, P., Savary, S., Rolland, M., Villemaire, A., Chamber-
land, M., Farley, V., Brault, L., Giroux, J., Allard, J.-L., Dupuis,
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