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HARNACK AND SHMUL’YAN PRE-ORDER RELATIONS FOR HILBERT

SPACE CONTRACTIONS

CATALIN BADEA AND LAURIAN SUCIU

Abstract. We study the behavior of some classes of Hilbert space contractions with re-

spect to the Harnack and Shmul’yan pre-order relations. We also discuss the corresponding

equivalence relations, as well as an extension, recently considered by S. ter Horst, of the

Shmul’yan pre-order from contractions to the operator-valued Schur class of functions.

1. Introduction

Preamble. The geometry of the unit ball B1(H) of B(H), the C∗-algebra of all bounded

linear operators on Hilbert space, is still not completely understood. The aim of this paper is

to study the behavior of some classes of Hilbert space contractions (i.e., elements of B1(H))

with respect to two pre-order relations, the Harnack and Shmul’yan pre-orders, and the

corresponding equivalence relations. Recall here that any binary relation which is reflexive

and transitive is called a pre-order [12, Definition 5.2.2]. It is well-known that given any

pre-order ≺ on B1(H), if one defines a binary relation ∼ on B1(H) × B1(H) by A ∼ B if

A ≺ B and B ≺ A, then ∼ is an equivalence relation [12, Proposition 5.2.4].

The Harnack and Shmul’yan pre-orders. The Harnack pre-order and equivalence

has been introduced by Ion Suciu [14, 15] in the 1970s based on some operator inequalities

for Hilbert space contractions which generalize the classical Harnack inequality for positive

harmonic functions in the unit disc. The equivalence classes are called the Harnack parts,

and we will denote by ∆(T ) the Harnack part containing the contraction T . The concept

of Harnack parts, as well as the hyperbolic metric defined in [18], are the analogues in non-

commutative case of the Gleason parts and metric defined in the context of function algebras.

The Shmul’yan pre-order has been introduced in [13] and studied in [8] under the name O-

pre-order. We denote by ∆Sh(T ) the Shmul’yan part of T .

More specifically, we say that T is Harnack dominated by T ′ (notation T
H
≺ T ′) if there

exists a positive constant c ≥ 1 such that for any analytic polynomial p verifying Re p(z) ≥ 0

for |z| ≤ 1 we have

(1.1) Re p(T ) ≤ cRe p(T ′).

We say that T is Harnack dominated by T ′ with constant c whenever we want to emphasize

the constant. Thus T and T ′ are Harnack equivalent if T
H
≺ T ′ and T ′

H
≺ T ; we also
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2 C. BADEA AND L. SUCIU

say in this case that T and T ′ belong to the same Harnack part. We refer the reader to

[1–4,8, 10,11,14,15,17,18,21,22] for several properties of the Harnack pre-order.

We can define the Shmul’yan domination in the more general case of the unit ball, denoted

B1(H1,H2), of contractions acting between two Hilbert spaces H1 and H2. Namely, if A,B ∈
B1(H1,H2), then according to [8] one says thatA Shmul’yan dominatesB ifB = A+DA∗XDA

for some X ∈ B(DA,DA∗). Here, for a contraction T ∈ B1(H1,H2) we denote by DT =

(IH1 − T ∗T )1/2 the defect operator and by DT = R(DT ) the defect space of T , where IH1 is

the identity operator on H1. Also, one says that A and B are Shmul’yan equivalent whenever

each of them Shmul’yan dominates the other, while the corresponding equivalence classes, in

B1(H1,H2), are called Shmul’yan parts. It was proved in [8, Proposition 1.6 and Corollary

3.3] that the Shmul’yan equivalence relation in the closed unit ball of B(H) is stronger that

the Harnack equivalence, in general. Also, by [8, Proposition 1.6], A and B as before are

Shmul’yan equivalent if and only if B = A+DB∗Y DA for some Y ∈ B(DA,DB∗).
Recently the Shmul’yan pre-order relation has been extended by S. ter Horst [6] from

contractions to operator-valued Schur class functions, that is to the contractive analytic

functions on D. More precisely, let E be a separable Hilbert space and H∞(E) the Banach

space of all norm bounded analytic functions on D with values in B(E). We denote H∞ =

H∞(C). If H∞1 (E) is the closed unit ball of H∞(E) and F ∈ H∞1 (E), then the associated

Toeplitz operator is the contraction TF on the vector valued Hardy space H2(E) defined by

(TF g)(λ) = F (λ)g(λ) (g ∈ H2(E), λ ∈ D).

If F,G ∈ H∞1 (E) one says that F is Shmul’yan-ter Horst dominated by G, in notation F
∞
≺ G,

whenever TF is Shmul’yan dominated by TG. We denote by ∆∞(T ) the equivalence class of

T for the equivalence relation induced by the Shmul’yan-ter Horst relation.

Notation and basic definitions. In the sequel T, T ′ ∈ B(H) will be linear contractions

acting on the complex Hilbert space H; V acting on K and V ′ acting on K′ will denote the

minimal isometric dilations of T and T ′ respectively (see [23]). N (T ) and R(T ) stand for

the kernel and respectively the range of T . We shall denote by IH the identity operator on

H, or simply by I if the Hilbert space is clear from the context. In what follows σ(T ) denotes

the spectrum of T . From time to time we will consider the more general case of contractions

between different Hilbert spaces.

The asymptotic limit ST ∈ B(H) of the contraction T (see, for instance, [7, Chapter 3])

is the strong limit of the sequence {T ∗nTn}n∈N. It is a positive contraction with ‖ST ‖ = 1

whenever ST 6= 0. Notice that H1 = N (I − ST ) =
⋂
n≥1N (I − T ∗nTn) is the maximal

invariant subspace of H for T on which T is an isometry, while Hu = N (I−ST )∩N (I−ST ∗)
is the maximal reducing subspace for T on which T is unitary (see [7]). The reducing isometric

part in H of T can be described (see [20, Proposition 2.8]) as

H1 = H	
∨
n,j≥0

Tn(I − T ∗jT j)H = {h ∈ H : V nT ∗mh ∈ H, m, n ≥ 0} .
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We say that T is strongly (weakly) stable if the sequence {Tn}n∈N is strongly (weakly)

convergent to 0 in B(H). Also, we say that T is of class C0· (respectively, C·0) when T (T ∗)

is strongly stable, which means ST = 0 (ST ∗ = 0), while T is of class C00 if it is of class C0·

and of class C·0. We say that T is of class C1· (respectively, C·1) if Tnh 9 0 (respectively

T ∗nh9 0) for all 0 6= h ∈ H. Also, T is of class C11 if both T and T ∗ are of class C1·.

We say that T ∈ B(H) is quasi-normal if T commutes with T ∗T and that T is a partial

isometry if TT ∗T = T . We say that T is a hyponormal operator if TT ∗ ≤ T ∗T .

Let T and T ′ in B1(H). Then (see [15], [8]) T
H
≺ T ′ with constant c2 if and only if there

exists a (unique) operator A ∈ B(K′,K) such that A(H) ⊂ H, A|H = IH, AV ′ = V A and

‖A‖ ≤ c. We say in this case that A ∈ B(K′,K) is the Harnack operator associated to (T, T ′).

Organization of the paper. The plan of the paper is as follows. In Section 2 we show

that for two commuting contractions T and T ′ with T
H
≺ T ′ the C1·-part in the canonical

triangulation can be fixed (Theorem 2.1) and we study the relation between the reducing

unitary parts (Theorem 2.4). We also show (Theorem 2.10) that under some commutativity

conditions the Harnack domination of T by T ′ is equivalent to Harnack equivalence of the

two contractions, with their Shmul’yan equivalence and also with the existence of a point

z0 ∈ D and a B(H)-valued contractive analytic function F on D such that F (0) = T and

F (z0) = T ′. In particular, we obtain (Corollary 2.13) that if T and T ′ are doubly commuting

contractions on H such that T is quasi-normal and is Harnack dominated by T ′, then T and

T ′ are Shmul’yan equivalent. In Section 3 we study the behavior of C1·-contractions and of

partial isometries with respect to Harnack and Shmul’yan pre-orders. For instance, we show

that Shmul’yan equivalence of two contractions can be described by their pure parts, and this

is applied to Harnack and Shmul’yan parts of a partial isometry. In Section 4 we study some

properties of the Shmul’yan-ter Horst relation, including a description for the equivalence

class ∆∞(T ) of a partial isometry T , as a constant function in H∞(E).

Acknowledgments. The first author was partially supported by the Labex (“Laboratoire

d’excellence”) CEMPI (ANR-11-LABX-0007-01). Both authors were partially supported by

the “Laboratoire Européen Associé CNRS Franco-Roumain” MathMode.

2. Commuting contractions in Harnack domination

Recall (see [23]) that the canonical triangulation of a general contraction T on H gives a

matrix representation of T on H = N (ST )⊕R(ST ), where N (ST ) is the maximum invariant

subspace for T on which it is of class C0·, while R(ST ) is the maximum invariant subspace

for T ∗ on which T ∗ is of class C·1. This latter means that the contraction PT |R(ST )
is of

class C1·, where P is the orthogonal projection onto R(ST ). The canonical triangulation is

not conserved by the Harnack domination, more precisely N (ST ) 6= N (ST ′) in general, when

T
H
≺ T ′. However, the classes C0·, C·0 and C00 are preserved in both senses by the Harnack

domination (see [2, Theorem 5.5]). On the other hand, the class C11 (hence C1· and C·1) are

not preserved by the Harnack equivalence (see [2, Propositions 5.9 and 5.10]).
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In the following result we show that under the condition of commutation TT ′ = T ′T the

C1·-part in the canonical triangulation can be fixed.

Theorem 2.1. Let T and T ′ be commuting contractions on H such that T is Harnack dom-

inated by T ′. The following assertions hold :

(i) If T or T ′ is of class C1· (or of class C·1) then T = T ′.

(ii) The canonical triangulations of T and T ′ have the form

(2.1) T =

(
Q R

0 W

)
, T ′ =

(
Q′ R′

0 W

)
,

where Q,Q′ are of class C0· on N (ST ) = N (ST ′) with QQ′ = Q′Q and Q
H
≺ Q′, W is of class

C1· on R(ST ) such that QR′ −Q′R = (R′ −R)W .

(iii) ST = S2
T if and only if ST ′ = S2

T ′. In this case ST = ST ′, W is an isometry and

R = R′ = 0; in addition T and T ′ are Harnack equivalent if and only if Q′
H
≺ Q.

Proof. Assume TT ′ = T ′T and that T
H
≺ T ′. It is known from [15] or [8] that there exists an

operator B ∈ B(l2N(DT ′),H) such that

T = T ′ +BJ ′DT ′ , BS′ = TB,

where J ′ is the canonical inclusion of DT ′ into l2N(DT ′) while S′ is the unilateral shift on

l2N(DT ′). Then multiplying the first relation by Tn−1 for n ≥ 1 we infer

Tn = Tn−1T ′ +BS′(n−1)J ′DT ′ ,

or equivalently

T ∗n = T ′∗T ∗(n−1) +DT ′PHS
′∗(n−1)B∗.

Since S′∗n → 0 strongly we have (T ∗−T ′∗)T ∗(n−1) → 0 strongly onH, and using that T and

T ′ commute we get ST ∗(T
∗ − T ′∗) = 0. Therefore, if T is of class C·1, that is N (ST ∗) = {0},

then T = T ′. Similarly, the same conclusion holds if T is of class C1· because T ∗
H
≺ T ′∗. When

T ′ is of class C1· (or C·1) the conclusion T = T ′ follows from the assertion (ii) of theorem

proved below, because in this case T ′ = W = T on H = R(ST ′) = R(ST ). The assertion (i)

is proved.

To show (ii), we first notice that N (ST ) is invariant for both T and T ′ (by the relation

TT ′ = T ′T ). So, T and T ′ have triangulations on H = N (ST )⊕R(ST ) of the form

T =

(
Q R

0 W

)
, T ′ =

(
Q′ R′

0 W ′

)
,

where QQ′ = Q′Q, WW ′ = W ′W and QR′ + RW ′ = Q′R + R′W . In addition, since the

joint (closed) invariant subspaces conserve the Harnack domination, one has Q
H
≺ Q′ and

W ∗
H
≺W ′∗, hence W

H
≺W ′. Also, Q′ is of class C0· because Q is such (see [2, Theorem 5.5]).

Therefore N (ST ) ⊂ N (ST ′). But W = W ′ by (i), because W is of class C1·. This forces

the equality N (ST ) = N (ST ′), so R(ST ) = R(ST ′). Hence the above matrix of T ′ is just its

canonical triangulation like that of T .
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For (iii) let us assume that ST = S2
T that is ST is an orthogonal projection onto R(ST ) =

N (I−ST ), which becomes a reducing subspace for T and T ′. So R = R′ = 0 and T = Q⊕W ,

T ′ = Q′ ⊕W , while W is an isometry on N (I − ST ) = N (I − ST ′) because Q′ is of class

C0· and N (I − ST ′) ⊂ R(ST ′) is the maximum invariant subspace for T ′ on which it is an

isometry. Hence ST ′ = S2
T ′ = ST .

Conversely, we suppose that ST ′ = S2
T ′ . Then by (ii) we have that W = T ′|R(ST ) is an

isometry. Therefore N (I − ST ) ⊂ R(ST ) = N (I − ST ′). As the reverse inclusion also holds

(we use the relation T
H
≺ T ′ and [2, Lemma 5.1]) we obtain N (I−ST ) = R(ST ) = N (I−ST ′).

We conclude that ST = S2
T and, in this case, the relation of Harnack equivalence between T

and T ′ reduces (by (ii)) to the relation T ′
H
≺ T . This ends the proof. �

Remark 2.2. The matrix representation of T ′ in the above assertion (ii) was inferred from

the canonical triangulation of T on H = N (ST ) ⊕ R(ST ). The same representation for T

can be obtained by considering the canonical triangulation of T ′ on H = N (ST ′) ⊕ R(ST ′)

(as in (ii)). Indeed, in this case N (ST ′) is invariant for T , and using the above assertion

(i), T will have a matrix representation of the form quoted in (ii) under the last orthogonal

decomposition of H. As Q
H
≺ Q′ and Q′ is of class C0·, Q will be also of class C0· on N (ST ′)

(see [2, Theorem 5.5]). Therefore N (ST ′) ⊂ N (ST ). But T ∗ = T ′∗ = W ∗ on R(ST ′) ⊃ R(ST )

and W is of class C1·, so N (ST ) = N (ST ′). Hence the representation of T in (ii) is just its

canonical triangulation.

Corollary 2.3. Let T and T ′ be commuting contractions on H such that T is Harnack

dominated by T ′. Then N (I − ST ) = N (I − ST ′) if and only if N (I − ST ) is invariant for

T ′ (which occurs, in particular, when T ′ and ST commute).

Proof. As we have already mentioned, the inclusion N (I − ST ′) ⊂ N (I − ST ) always holds

and T = T ′ on N (I−ST ′). Now if N (I−ST ) is invariant for T ′ then the relation T
H
≺ T ′ also

works on this subspace, while by the assertion (i) we have T = T ′ on N (I−ST ). So, T ′ is an

isometry on this subspace, which imposes N (I − ST ) = N (I − ST ′). The other implication

is obvious. �

This corollary gives conditions under which the invariant isometric part of a contraction

is preserved by Harnack domination. In some cases even the reducing isometric, or unitary

parts can be conserved by Harnack domination, as follows from the assertion (iii) of Theorem

2.1. In this case the corresponding asymptotic limits are orthogonal projections.

If T
H
≺ T ′ then we always have the inclusion H′u ⊂ Hu between the reducing unitary parts.

However, in general, there is no relationship between the reducing isometric parts H1 and

H′1. The following result examines the case of commuting contractions.

Theorem 2.4. Let T and T ′ be commuting contractions on H such that T is Harnack dom-

inated by T ′, and let H1 and H′1 be as above. Then :

(i) H′1 ⊂ H1 and T ′1 = T1 on H′1.

(ii) H′1 reduces T if H1 ⊂ N (DT ′).
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In addition, if N (I − ST ′) reduces T ′ then H1 = H′1 = N (I − ST ′).
(iii) If the Harnack operator associated to pair (T, T ′) is injective (i.e., one-to-one), then

H′1 reduces T .

(iv) If T and T ′ are Harnack equivalent then H1 = H′1.

Proof. To see the inclusion in (i) we use the above descriptions for H1 and H′1 with respect

to the minimal isometric dilations V on K and V ′ on K′ of T and T ′, respectively. Since

H′1 ⊂ N (I − ST ′) ⊂ N (I − ST ) ∩N (DT ′)

we have T = T ′ on H′1. Therefore H′1 is invariant for T and T is an isometry on H′1.
Now let h ∈ H′1. Then V

′nT ′∗mh ∈ H for m,n ∈ N. Let also A ∈ B(K′,K) be the Harnack

operator associated to (T, T ′), that is satisfying AV ′ = V A with A|H = IH. Since TT ′ = T ′T

we have

V nT ∗mh = V nT ∗mT ′∗mT ′mh = V nAT ′∗mT ∗mTmh

= AV ′nT ′∗mh = V ′nT ′∗mh ∈ H.

Hence h ∈ H1 and so H′1 ⊂ H1. So (i) is proved and this also implies (iv).

Suppose now that H1 ⊂ N (DT ′). Then T = T ′ on H1, while for h ∈ H′1 and k ∈ H1 	H′1
we have T ∗h ∈ H1, T

′∗h ∈ H′1 and

〈T ∗h, k〉 = 〈h, T ′k〉 = 〈T ′∗h, k〉 = 0.

So T ∗h ∈ H′1 if h ∈ H′1, and consequently H′1 reduces T . In addition, since T ′ = T is an

isometry on H1 it follows that H1 ⊂ N (I − ST ′). Therefore, if N (I − ST ′) reduces T ′, then

one obtains H′1 = H1 = N (I − ST ′). Thus, the statements in (ii) are proved.

For (iii) we assume that the above operator A is injective. For h ∈ H′1 and m,n ∈ N we

have

AV ′nT ′∗mT ∗h = V nT ∗T ′∗mh =: hn,m ∈ H.
We have used here that T ′∗h ∈ H′1 ⊂ H1. As hn,m = Ahn,m it follows that V ′nT ′∗mT ∗h =

hn,m, hence T ∗h ∈ H′1. Therefore H′1 is invariant for T ∗. As TH′1 = T ′H′1 ⊂ H′1, it follows

that H′1 reduces T . The statement (iii) is proved, and this ends the proof. �

Remark 2.5. If T is an isometry and T
H
≺ T ′ with T ′ 6= T then certainly (by Theorem

2.1 (i)) one has TT ′ 6= T ′T . But even under this latter condition the requirement that the

Harnack operator A associated to pair (T, T ′) is injective (as in the above condition (iii)) is

possible only when T is not an isometry. Indeed, if T is an isometry, then AK′ = H and the

injectivity of A implies K′ = K (since Ah = h, h ∈ H); so T ′ is an isometry and T = T ′.

Remark 2.6. Suppose that T
H
≺ T ′. It is easy to see that if H1 = H′1 then Hu = H′u, but

the converse implication is not true, in general. In fact, it was proved in [2, Example 6.2 and

Proposition 6.3] that there exists a Harnack part which contains a completely non-isometric

contraction and another completely non-unitary contraction which has non-trivial reducing

isometric part. Moreover, such contractions can Harnack dominate a unitary operator (in

this case the right bilateral shift on l2Z(E) for a Hilbert space E). Hence, in general one has
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H′u ⊂ Hu under the Harnack domination T
H
≺ T ′ but H′1 * H1 even under the Harnack

equivalence of T and T ′.

Notice that even if TT ′ = T ′T with T
H
≺ T ′ it is possible that Hu = H′u and H′1 * H1, for

example when T is a hyponormal contraction. Indeed, it is known (see [7]) that in this case

ST ∗ = S2
T ∗ , therefore N (I − ST ∗) ⊂ N (I − ST ) and by Theorem 2.1 (iii), or Theorem 2.4

(ii), we have

Hu = N (I − ST ∗) = N (I − ST ′∗) = H′u.

Also, since N (DT ∗) ⊂ N (DT ) this latter subspace is invariant for T , so N (DT ) = N (I−ST ).

On the other hand, by the condition T
H
≺ T ′ we have N (DT ′) ⊂ N (DT ), while the equality

between the kernels gives T = T ′ on N (DT ). In this last case T ′ is an isometry on N (DT ),

which shows that the following chain of equalities hold

N (I − ST ′) = N (DT ′) = N (DT ) = N (I − ST ),

if the central one is true. This subspace is even the invariant isometric part in H of both T

and T ′, and this fact happens if and only if N (DT ) is invariant for T ′. In addition, if N (DT )

reduces T ′ then the above joint subspace is even the reducing isometric part in H of T ′ and,

consequently, of T .

In the case when N (DT ) is invariant for T ′ and T ∗ it follows that N (DT ) = N (DT ′)

reduces T to an isometry. So, for h ∈ N (DT ) we have h = T ′∗T ′h = T ′∗Th which gives

T ′∗h = T ′∗T ∗Th = T ∗T ′∗Th = T ∗h ∈ N (DT ).

From this one infers that N (DT ) also reduces T ′, hence T and T ′ have the same reducing

isometric part in H (by the previous remark).

We summarize these facts in the following

Proposition 2.7. Let T and T ′ be commuting contractions on H such that T is hyponormal

and it is Harnack dominated by T ′. Then they have the same unitary part. In addition, the

following are equivalent :

(i) N (DT ) is invariant for T ′;

(ii) N (DT ) = N (DT ′);

(iii) T and T ′ have the same invariant isometric part in H.

Furthermore, if one of these assertions holds then T and T ′ have the same reducing iso-

metric part in H (which is even their joint invariant isometric part) if and only if N (DT )

reduces either T ′ or T .

Notice that if the above condition (ii) is satisfied then by Theorem 2.4 (ii) the subspace H′1
reduces T . However, in general, H′1 6= H1 when T ∗(N (DT )) * N (DT ) and T

′∗(N (DT )) *
N (DT ).

Remark 2.8. The canonical triangulations of T and T ′ given by Theorem 2.1 (ii) can be

refined by considering the dual triangulations for their C0·-parts Q and Q′, respectively.
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Indeed, as Q
H
≺ Q′ and QQ′ = Q′Q we obtain by Theorem 2.1 the matrix representations

Q =

(
X Y

0 Z

)
, Q′ =

(
X Y ′

0 Z ′

)

on N (ST ) = R(SQ∗)⊕N (SQ∗), where X is of class C01, Z and Z ′ are of class C00, ZZ
′ = Z ′Z

and Z
H
≺ Z ′. We conclude that in the case of Harnack domination of two commuting contrac-

tions their corresponding C01, C11 and C10 parts coincide. Also, the Harnack domination is

preserved (in the same order) for their C00-parts.

In the particular case when ST = S2
T and SQ∗ = S2

Q∗ we have (by Theorem 2.1) that T =

X⊕Z⊕W , T ′ = X⊕Z ′⊕W under the decompositionH = N (I−SQ∗)⊕N (SQ∗)⊕N (I−ST ),

where X is a coshift (i.e. the adjoint of a shift), W is an isometry and Z,Z ′ are as above.

The same representations for T and T ′ are obtained if ST ′ = S2
T ′ and SQ′∗ = S2

Q′∗ .

Let us remark that in the latter cases the contractions T and T ′ differ only by their

C00 parts Z and Z ′. But if the defect spaces DZ and DZ∗ are one dimensional, then it is

known [23, vi.3, Corollary 3.7] that Z ′ = f(Z) for some contractive analytic function f on

D. So, in this case any contraction T ′ which commutes with T and Harnack dominates T

can be intrinsically expressed by T . In particular, it follows that in the Harnack part of a

contraction T of class C00 with the defect space one dimensional, those contractions which

commute with T are of the form f(T ) for some f ∈ H∞, ‖f‖∞ ≤ 1. On the other hand,

not any contraction g(T ) with g ∈ H∞ is Harnack equivalent with T . More precisely, the

contraction T as above is even of class C0 (see [23, vi.5, Theorem 5.2]), that is u(T ) = 0 for

some u ∈ H∞. Hence if σ(T ) ∩ T 6= ∅ then T is not Harnack dominated by u(T ) = 0.

Another special case is when the contraction T is quasi-normal. Recall here that this

means that T commutes with T ∗T . Then it is well-known that ST = S2
T and ST ∗ = S2

T ∗

(see [19], [20]), so N (I − ST ∗) and N (I − ST ) are unitary and the reducing isometric parts

in H for T and T ′, respectively. Hence SQ∗ = 0, and from what was remarked before and by

Proposition 2.7 we obtain the following result.

Corollary 2.9. Let T, T ′ be commuting contractions on H such that one of these is quasi-

normal and T is Harnack dominated by T ′. Then T = Z ⊕W and T ′ = Z ′ ⊕W on H =

N (ST )⊕N (I−ST ), where Z,Z ′ are commuting contractions of class C00 on N (ST ) = N (ST ′)

and Z
H
≺ Z ′, while W is an isometry on the subspace

N (I − ST ) = N (DT ) = N (DT ′) = N (I − ST ′).

Concerning the Harnack domination of a quasi-normal contraction we have the following

main result.

Theorem 2.10. Let T, T ′ be contractions on H such that T ∗ is quasi-normal and T commutes

with T ′ and T ′∗T ′, while T ′ commutes with TT ∗. The following are equivalent :

(i) T is Harnack dominated by T ′;

(ii) T is Harnack equivalent to T ′;
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(iii) There exists an operator B ∈ B(l2N(DT ′),H) such that

(2.2) T = T ′ +BJ ′DT ′ , BS′ = TB,

where J ′ is the canonical inclusion of DT ′ into l2N(DT ′) and S′ is the natural shift on l2N(DT ′);
(iv) T is Shmul’yan equivalent to T ′, that is, there exists an operator W ∈ B(DT ′ ,DT ∗)

such that

(2.3) T = T ′ +DT ∗WDT ′ ;

(v) There exists z0 ∈ D and a B(H)-valued contractive analytic function F on D such that

F (0) = T and F (z0) = T ′.

Proof. Let V and V ′ be the minimal isometric dilations on K = H ⊕ l2N(DT ) and K′ =

H⊕ l2N(DT ′) of T and T ′, respectively. Then the matrix representations of V and V ′ are given

by

(2.4) V =

(
T 0

JDT S

)
, V ′ =

(
T ′ 0

J ′DT ′ S′

)
,

where J and S have the same meaning like J ′ and S′ of above, respectively. Let A be the

Harnack operator associated to T and T ′. It is known [15], [8] that A|H = IH and AV ′ = V A.

This last equality yields

PHAV
′ = PHV PHA = TPHA

because V (K	H) ⊂ K	H. On the other hand, since V ′h = T ′h⊕ J ′DT ′h for h ∈ H we get

Th = PHV Ah = PHAV
′h = T ′h+ PHAJ

′DT ′h.

Therefore the operator B := PHA|l2N(DT ′ )
satisfies the identities of (iii) when T

H
≺ T ′. This

shows that (i) implies (iii).

Next, the relations from (iii) give a representation of B with respect to the operator

B0 = BJ ′ ∈ B(DT ′ ,H) in the form

Bd = B
∞∑
n=0

S′nJ ′DT ′hn = B0DT ′h0 +
∞∑
n=1

TnB0DT ′hn

= [B0, TB0, T
2B0, ...]d,

for d = {DT ′hn}n∈N ∈ l2N(DT ′) with hn ∈ H. So, one can consider the positive operator

Z ∈ B(H) given by

Z =
∞∑
n=0

TnB0B
∗
0T
∗n.

Since by hypothesis T commutes with T ′∗T ′ it follows that DT ′ reduces T , and we set

T1 = T |DT ′ . As T and T ′ commute we have

TB0DT ′ = T (T − T ′) = (T − T ′)T = B0DT ′T = B0T1DT ′ ,
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that is TB0 = B0T1. Because T ∗ is quasi-normal, T ∗1 will be quasi-normal too. Furthermore,

since T ′ commutes with TT ∗ one can see, as above, that TT ∗B0 = B0T1T
∗
1 . So one obtains

Z = B0B
∗
0 +

∞∑
n=1

TnB0B
∗
0T
∗n = B0B

∗
0 + TT ∗B0B

∗
0 +

∞∑
n=2

B0T
nT ∗nB∗0

= B0B
∗
0 + TT ∗B0B

∗
0 +

∞∑
n=2

B0(TT
∗)nB∗0

= B0B
∗
0 + TT ∗B0B

∗
0 +

∞∑
n=2

TT ∗Tn−1B0B
∗
0T
∗(n−1)

= B0B
∗
0 + TT ∗Z.

This shows that B0B
∗
0 = D2

T ∗Z = DT ∗ZDT ∗ which implies that B0 = DT ∗W for some

operator W ∈ B(DT ′ ,DT ∗). This relation, together with the first identity from (iii), lead to

the identity from (iv). Hence (iii) implies (iv).

To prove that (iv) implies (v) we firstly deduce from (iv) that T ∗T = T ∗T ′+T ∗DT ∗WDT ′ .

Thus

D2
T = I − T ∗T ′ − T ∗DT ∗WDT ′ = Re(I − T ∗T ′)− Re(T ∗DT ∗WDT ′)

=
1

2
(D2

T +D2
T ′ + (T − T ′)∗(T − T ′))− Re(DTT

∗WDT ′)

≥ 1

2
(D2

T +D2
T ′)− Re(DT ′W

∗TDT ).

So, for h ∈ H with ‖h‖ = 1 we have

‖DT ′h‖ ≤ ‖DTh‖2 + 2‖W‖‖DTh‖ ≤ (1 + 2‖W‖)‖DTh‖

which gives DT ′ = Y DT for some operator Y ∈ B(DT ,DT ′).
On the other hand, from the identity (2.3) for the pair (T, T ′) one obtains a similar identity

for the pair (T ′∗, T ∗), therefore as above one has DT ∗ = Y∗DT ′∗ for some operator Y∗ ∈
B(DT ′∗ ,DT ∗). This yields T ∗−T ′∗ = DT ′W

∗DT ∗ = DT ′W
∗Y∗DT ′∗ , or T = T ′+DT ′∗W

∗DT ′ ,

where W∗ = Y ∗∗W . Using this last equality we get

I − T ′∗T = D2
T ′ + T ′∗(T ′ − T ) = D2

T ′ − T ′∗DT ′∗W∗DT ′

= DT ′(I − T ′∗W∗)DT ′ = DT ′(I − T ′∗W∗)Y DT .

Let z0 ∈ D be such that the operator X = (1−|z0|2)1/2(I−T ′∗W∗)Y is a contraction from

DT into DT ′ . Then we have

I − T ∗T ′ = (1− |z0|2)−1/2DTX
∗DT ′ ,

which ensures that the following operator matrix on H⊕H is positive definite:(
D2
T I − T ∗T ′

I − T ′∗T D2
T ′

1−|z0|2

)
≥ 0.

But this is the classical Pick condition for the operator Nevanlinna-Pick interpolation problem

for the data {0, z0} and {T, T ′}, which means that there exists a B(H)-valued contractive
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analytic function F on D such that F (0) = T and F (z0) = T ′ (see [5], [16]). So, (iv) implies

(v).

It was proved in [17, Theorem 4] (see also Remark 2.12 below) that the range of a con-

tractive analytic function is contained in a Harnack part, hence the contractions T and T ′

satisfying (v) are Harnack equivalent. Therefore (v) implies (ii), and (ii) obviously implies

(i). This ends the proof. �

Because for two contractions T and T ′ one has T
H
≺ T ′ if and only if T ∗

H
≺ T ′∗, a dual

version of Theorem 2.10 holds when T is quasi-normal and the corresponding commuting

relations are satisfied, that is TT ′ = T ′T , TT ′T ′∗ = T ′T ′∗T , T ′T ∗T = T ∗TT ′. In this case

the statements of (iii), (iv) and (v) can be also formulated in terms of T ∗ and T ′∗ instead of

T and T ′, respectively.

Remark 2.11. Using the same notation as in the above proof, if T
H
≺ T ′ then the intertwining

relation AV ′ = V A leads to four relations between the entries of the matrices of V and V ′ in

(2.4) and of A, this latter operator having the form

(2.5) A =

(
I B

0 C

)
: H⊕ l2N(DT ′)→ H⊕ l2N(DT ),

with B as above and C ∈ B(l2N(DT ′), l2N(DT )). More precisely, we have the identities (2.2) as

well as the following ones:

(2.6) CJ ′DT ′ = JDT , CS′ = SC + JDTB.

Theorem 2.10 asserts that only the relations (2.2) are essential in this case and, in addition,

by the statement (ii) the operators C and A are invertible.

In particular, from the first relation in (2.6) it follows that DT = C0DT ′ for some invertible

operator C0 ∈ B(DT ′ ,DT ). Thus, the identity (2.3) is equivalent in this case with everyone

of the following two relations :

(2.7) T = T ′ +DT ∗W0DT , T = T ′ +DT ′∗W1DT ′ .

Here W0 = WC−10 ∈ B(DT ,DT ∗), and W1 = C∗1W ∈ B(DT ′ ,DT ′∗), where as above C1 ∈
B(DT ′∗ ,DT ∗) is an invertible operator such that DT ∗ = C1DT ′∗ . We have used here that

T ∗
H∼ T ′∗ by Theorem 2.10.

Remark 2.12. By [16, Theorem 4.1] and the proof of [17, Theorem 4], any Shmul’yan part

is a union of ranges of B(H)-valued contractive analytic functions on D. Thus, Theorem 2.10

asserts that, under some commuting conditions, a contraction T ′ which Harnack dominates

a quasi-normal T belongs together with T to the range of an analytic functions on D, which

is contained in the Shmul’yan part of T .

A consequence of Theorem 2.10 is the following result, which is an effective extension of

a result from [1] concerning the Harnack domination between two normal contractions, and

which was obtained in [1] in a different way.
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Corollary 2.13. Let T and T ′ be doubly commuting contractions on H such that T is quasi-

normal and it is Harnack dominated by T ′. Then T and T ′ are Shmul’yan equivalent.

Notice that this corollary is not true if the role of T and T ′ is interchanged, that is when

T ′ is quasi-normal and T is not. For example, the null contraction Harnack dominates any

contraction T with σ(T ) ⊂ D and ‖T‖ = 1, but these are not Harnack equivalent (see [4]).

3. Non-stable contractions and partial isometries in Harnack domination and

Shmul’yan equivalence

We have seen in Theorem 2.1 that a contraction of class C1· (or C·1, C11) cannot be in

Harnack domination with another, different, commuting contraction. Without the commuta-

tion condition even unitary operators can be Harnack dominated by completely nonunitary

contractions which do not belong to the classes C1· or C·1. Also, the Harnack part of some

contractions of class C11 can contain contractions which are not of the same class, for example

partial isometries T with ST a non-trivial orthogonal projection (see [2, Example 6.5]). This

also shows that the class of contractions whose asymptotic limit is an orthogonal projection

is not preserved by the Harnack equivalence, in general.

We present now other general facts about C1·-contractions or partial isometries with respect

to the Harnack pre-order.

Proposition 3.1. Let T and T ′ be contractions on H such that T is Harnack dominated by

T ′. The following statements hold :

(i) If T ′ is of class C1· then either T is injective, or N (T ) is not invariant for T ′.

(ii) If ST ′ is an orthogonal projection then T and T ′ have matrix representations on H =

N (I − ST ′)⊕N (ST ′) of the form

(3.1) T =

(
V R

0 Q

)
, T ′ = V ⊕Q′,

where V is an isometry with V ∗R = 0 and Q,Q′ are of class C0· such that Q
H
≺ Q′. In

addition, N (ST ′) is invariant for T if and only if ST = ST ′. In particular, this happens when

V is unitary.

Proof. (i). Assume that T ′ is a C1·-contraction, and that N (T ) is invariant for T ′. Since

T
H
≺ T ′ there exists by [1, Lemma 1] a constant c ≥ 1 such that ‖T ′ − 1

cT‖ ≤ 1− 1
c . So, for

h ∈ N (T ) we have ‖T ′h‖ ≤ c−1
c ‖h‖, and by recurrence (as T ′h ∈ N (T )) one obtains

‖T ′nh‖ ≤
(
c− 1

c

)n
‖h‖

for every integer n ≥ 1. This yields ST ′h = 0 hence h = 0, because N (ST ′) = {0}. Therefore

N (T ) it is not invariant for T ′ whenever N (T ) 6= {0}. This proves (i).

(ii). Assume that ST ′ = S2
T ′ . So T ′ = V ⊕Q′ on H = H′⊕N (ST ′), where V is an isometry

on H′ = N (I − ST ′) and Q′ of class C0· on N (ST ′). Since T
H
≺ T ′ we have T = T ′ = V on
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H′, therefore H′ is invariant for T . In addition, denoting Q∗ = T ∗|N (ST ′ )
we have Q

H
≺ Q′

and Q like Q′ are of class C0· [2, Theorem 5.5]. Hence T can be represented as in (3.1), the

condition V ∗R = 0 being assured by the fact that V is an isometry and T ∗T ≤ I.

The invariance of N (ST ′) to T means R = 0 in (3.1). In this case T = V ⊕Q, which yields

ST = I⊕0 = ST ′ . The converse assertion is trivial, that is ST = ST ′ implies N (ST ′) = N (ST )

and it is invariant for T . When V is unitary we have R = 0 from V ∗R = 0. This ends the

proof. �

Remark 3.2. Let T, T ′ be as in Proposition 3.1 (ii) such that T ′∗ is injective (in particular

of class C1·). Then the isometry V in (3.1) is unitary. In general, when V is unitary and

T 6= T ′ then T cannot be of class C1·. But if V is a shift and Q = Q′ is a coshift then it is

possible that T 6= T ′ (that is R 6= 0 in (3.1)), T is of class C11, and T, T ′ are in the same

Harnack part [2, Example 6.5 and Proposition 6.6]. This fact also shows that the assumption

of injectivity of T ′∗ (which holds in particular when T ′ is of class C·1) is essential to obtain

a unitary operator V .

We summarize these facts in the following

Corollary 3.3. If T is a nonunitary contraction of class C1· then ST ′ 6= S2
T ′ for every

contraction T ′ which Harnack dominates T such that T ′∗ is injective.

In the context of hyponormality one obtains the following corollary.

Corollary 3.4. If T is a contraction of class C1· (or C·1) which is Harnack dominated by a

cohyponormal (hyponormal) contraction T ′ then T = T ′ and it is unitary.

Proof. When T ′ is cohyponormal one can apply the last assertion of (ii) from above, because

ST ′ = S2
T ′ and T ′ is unitary on N (I − ST ′). The case when T is hyponormal follows then by

duality. �

Corollary 3.5. The Harnack part of a nonunitary hyponormal contraction T = U ⊕ Q on

H = N (I−ST ∗)⊕N (ST ∗) where U is unitary and Q is of class C·0 consists of all contractions

T ′ = U ⊕Q′ where Q′ is in the Harnack part of Q.

In this corollary T ′ cannot be of class C·1 and ST ′ 6= S2
T ′ , in general. But the Harnack part

of a hyponormal contraction can contain only contractions which either are of class C10, or

have the asymptotic limits orthogonal projections, as we shall see below.

Example 3.6. Consider, for λ ∈ C with |λ| ≤ 1, the weighted shift T (λ) on l2N(E), E being

a complex Hilbert space, given by

T (λ)(e0, e1, ...) = (0, λe0, e1, ...)

for e = (en)n∈N ∈ l2N(E). Then its adjoint is given by T (λ)∗e = (λe1, e2, ...), and for n ≥ 1 we

have

T (λ)∗nT (λ)ne = (|λ|2e0, e1, ...) = ST (λ)e.
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Clearly, T (λ) is hyponormal, and for λ 6= 0, ST (λ) is invertible. Therefore T (λ) is of class

C1· and T (λ)∗ is of class C0·. Moreover, T (λ) are all Harnack equivalent for |λ| < 1, which

follows from Theorem 3.7 below. Also, T (λ) Harnack dominates the isometries T (µ) with

|µ| = 1 (see [2, Example 6.1]).

On the other hand, T = T (0) has the property that ST = S2
T . We have

N (I − ST ) = N (I − ST (λ)) = {(en)n∈N ∈ l2N(E) : e0 = 0}

and

N (ST ) = N (T ) = N (I − ST (λ))⊥ = {(e0, 0, ...) : e0 ∈ E}

for 0 < |λ| < 1. In fact, T = S ⊕ 0 on l2N(E) = N (I − ST ) ⊕ N (ST ) where S is a shift

on N (I − ST ), hence T is quasi-normal. But this orthogonal decomposition of l2N(E) is not

reducing for the C10-contractions T (λ) with λ 6= 0, even in the case |λ| = 1 when ST (λ) = I.

Therefore, in Proposition 3.1 (ii) the condition ST = S2
T does not imply that N (ST ′) is

reducing for T , in general.

Now let T ′ 6= T (λ) be another contraction on l2N(E) belonging to the Harnack part of T .

Then N (I − ST ′) = N (I − ST ), hence

N (ST ′) ⊂ N (I − ST ′)⊥ = N (ST ).

So, either N (ST ′) = {0} that is T ′ is of class C10 like T , or N (ST ′) 6= {0} and then N (ST ′) 6=

N (ST ) when dimE > 1 and ST ′ 6= S2
T ′ . But in this case T ′∗|N (ST )

H∼ 0, therefore

‖PN (ST )T
′|N (ST )‖ < 1.

When E = C, if N (ST ′) 6= {0} then N (ST ′) = N (ST ), so ST ′ = S2
T ′ . In this latter case,

any contraction T ′ in the Harnack part of T is either a C10-contraction, or T ′ = S ⊕Q′ with

S = T |N (I−ST ) an isometry and ‖Q′‖ < 1 on N (ST ), hence with ST ′ = ST an orthogonal

projection.

Notice also that in this Harnack part only T = T (0) is a quasi-normal partial isometry,

the other contractions being either hyponormal (even subnormal) of class C10 (as T (λ) with

0 < |λ| < 1), or which do not belong to these classes (as T ′ before).

Let us also notice that the reducing isometric part is not preserved by the Harnack equiv-

alence, in general (N (I − ST ) being only invariant for T (λ) when λ 6= 0).

In the above example one can easily see that the Harnack part of T (0) coincides with

the Shmul’yan part of T (0). This always happens for any Harnack part containing a partial

isometry, which follows from a more general result on Shmul’yan parts proved below, showing

that Shmul’yan equivalence of two contractions can be characterized in terms of their pure

parts. Recall here (see [5, Ch. V]) that T admits a unique decomposition of the form

T = U ⊕Q : H = N (DT )⊕DT → H = N (DT ∗)⊕DT ∗ ,

where U ∈ B(N (DT ),N (DT ∗)) is unitary, and Q ∈ N (DT ,DT ∗) is a pure contraction, that

is ‖Qh‖ < ‖h‖ for all nonzero h ∈ H.
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Theorem 3.7. Let T, T ′ ∈ B1(H) having the decompositions T = U ⊕ Q and T ′ = U ′ ⊕ Q′

into the unitary and pure parts. If T0 = 0 ⊕ Q and T ′0 = 0 ⊕ Q′ then the following are

equivalent :

(i) T and T ′ are Shmul’yan equivalent in B1(H);

(ii) U = U ′ and T0 and T ′0 are Shmul’yan equivalent in B1(H);

(iii) U = U ′ and Q and Q′ are Shmul’yan equivalent in B1(DT ,DT ∗).

Proof. Assume that T and T ′ are Shmul’yan equivalent. Then DT = DT ′ , N (DT ) = N (DT ′),

DT ∗ = DT ′∗ , N (DT ∗) = N (DT ′∗), and so U = U ′. Hence the representations T = U ⊕Q and

T ′ = U ⊕Q′ act from H = N (DT )⊕DT into H = N (DT ∗)⊕DT ∗ , and the same hold for T0

and T ′0. Also, DT , DT0 ∈ B(N (DT )⊕DT ) and DT ∗ , DT ∗0
∈ B(N (DT ∗),DT ∗) are given by

DT = 0⊕DQ, DT0 = I ⊕DQ, DT ∗ = 0⊕DQ∗ , DT ∗0
= I ⊕DQ∗ ,

and similarly for DT ′ , DT ′0
, DT ′∗ and DT ′∗0

. Because Q,Q∗, Q′ and Q′∗ are pure contractions

we have

DQ = DQ′ = DT , DQ∗ = DQ′∗ = DT ∗ ,

and for the corresponding defect spaces we have

DT0 = DT ′0 = H = N (DT )⊕DT , DT ∗0 = DT ′∗0 = H = N (DT ∗)⊕DT ∗ .

Now by the Shmul’yan domination of T ′ by T there exists an operator Z ∈ B(DT ,DT ∗)
such that T ′ = T +DT ∗ZDT . If we identify DT ' {0} ⊕DT , DT ∗ ' {0} ⊕DT ∗ and DT , DT ∗

as above, we infer from the previous relation between T and T ′ that Q′ = Q + DQ∗ZDQ,

which means that Q Shmul’yan dominates Q′ in B1(DT ,DT ∗) with the bounded operator Z

from DQ into DQ∗ . By symmetry one has that Q and Q′ are Shmul’yan equivalent, hence (i)

implies (iii).

Assuming now (iii) we have DT = DQ = DQ′ = DT ′ , DT ∗ = DQ∗ = DQ′∗ = DT ′∗ (Q,Q′ as

Q∗, Q′∗ being pure), and Q′ = Q+DQ∗ZDQ with Z ∈ B(DT ,DT ∗). This relation leads to

T ′0 = T0 + (0⊕DQ∗)(0⊕ Z)(0⊕DQ) = T0 +DT ∗0
Z0DT0 ,

where Z0 = 0⊕Z : DT0 = N (DT )⊕DT → DT ∗0 = N (DT ∗)⊕DT ∗ . So T0 Shmul’yan dominates

T ′0, and by symmetry they are Shmuly’an equivalent. Hence (iii) implies (ii).

Finally, we assume U = U ′ and that T0, T
′
0 are Shmul’yan equivalent. So DT = DT ′ ,

DT ∗ = DT ′∗ and we have T ′0 = T0 +DT ∗0
Z0DT0 for some operator Z0 ∈ B(DT0 ,DT ∗0 ) = B(H).

Then writing the matrix representation of Z0 in the form

Z0 =

(
Z1 Z2

Z3 Z4

)
: N (DT )⊕DT → N (DT ∗)⊕DT ∗ ,

from the previous equality one obtains Z1 = 0, Z2DQ = 0, DQ∗Z3 = 0 and Q′ = Q +

DQ∗Z4DQ. As DQ and DQ∗ are injective (Q,Q∗ being pure) one has Z2 = 0, Z3 = 0;

therefore Z0 = 0⊕Z4. Putting Z := Z0|{0}⊕DT
we get T ′ = T +DT ∗ZDT , which shows that

T Shmul’yan dominates T ′. By symmetry T and T ′ are Shmul’yan equivalent, which ends

the proof. �
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A first important application refers to partial isometries.

Proposition 3.8. The Harnack part ∆(T ) of a partial isometry T ∈ B1(H) reduces to

its Shmul’yan part. In the Harnack part ∆(T ) only T is a partial isometry. Moreover, if

T = U ⊕ 0 from N (DT ) ⊕ N (T ) into N (DT ∗) ⊕ N (T ∗), where U ∈ B(N (DT ),N (DT ∗)) is

unitary, then

∆(T ) = {T ′ = U ⊕ Z : Z ∈ B(N (T ),N (T ∗)), ‖Z‖ < 1}(3.2)

= {T ′ = T +DT ∗ZDT : Z ∈ B(N (T ),N (T ∗)), ‖Z‖ < 1}.

Proof. Let T ′ ∈ ∆(T ). Then

N (DT ′) = N (DT ) = R(T ∗), DT ′ = DT = N (T ),

and similarly when T ′, T are replaced by T ′∗, T ∗ respectively. Also T ′ = T = U on N (DT ),

therefore T ′ = U ⊕ Z from H = N (DT )⊕N (T ) into H = N (DT ∗)⊕N (T ∗) where Z is the

pure part of T ′. But by the Harnack domination of T by T ′ one has for all h ∈ N (T )

‖T ′h‖2 = ‖(T − T ′)h‖2 ≤ c‖DT ′h‖2

with some constant c ≥ 1, that is

‖T ′h‖2 ≤ c− 1

c+ 1
‖h‖2.

As Z = PN (T ∗)T
′|N (T ) it follows that ‖Z‖ < 1. So ∆(T ) is contained in the set of the right

hand side of the first equality in (3.2), denoted here ∆0.

Next, if T ′0 = 0⊕Z for T ′ = U ⊕Z ∈ ∆0 then ‖T ′0‖ < 1, and T ′0 belongs to the Shmul’yan

part of the null operator on H. But by Theorem 3.7 this means that T ′ belongs to the

Shmul’yan part ∆Sh(T ) of T . Therefore ∆(T ) ⊂ ∆0 ⊂ ∆Sh(T ) whence we get ∆(T ) = ∆0 =

∆Sh(T ), that is the former equality in (3.2).

Clearly, this equality also gives an inclusion for the second equality in (3.2), sinceDT = 0⊕I
on H = N (DT )⊕N (T ) and DT ∗ = 0⊕ I on H = N (DT ∗)⊕N (T ∗).

Assume now that T ′ = T + DT ∗ZDT with Z ∈ B(DT ,DT ∗) and ‖Z‖ < 1. This implies

T ′|N (DT ) = T |N (DT ) = U and T ′|N (T ) = Z, DT ∗ being the orthogonal projection on N (T ∗).

So T ′ = U ⊕ Z ∈ ∆(T ) by using the first equality in (3.2), which shows that the second

equality in (3.2) occurs.

We finally remark from (3.2) that only T is a partial isometry in ∆(T ). This ends the

proof. �

Other characterizations for contractions which are Harnack equivalent with a partial isom-

etry are included in the following

Proposition 3.9. The following statements are equivalent for a contraction T on H:

(i) T belongs to a Harnack part of a partial isometry;

(ii) The range of the defect operator DT is closed;

(iii) {(T ∗T )n}n∈N uniformly converges in B(H) to the orthogonal projection on N (DT ).
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Proof. Let W = U ⊕ 0 be a partial isometry. If T is in the same Harnack part as W , then

by (3.2) we have T = U ⊕ Z with ‖Z‖ < 1. So DT = 0⊕DZ and DZ is invertible in B(DT ),

while

(T ∗T )n = I ⊕ (Z∗Z)n → I ⊕ 0 = PN (DT ),

the convergence being uniform in B(H). Hence (i) implies (iii).

Now (iii) implies that the Cesàro means of T ∗T also converge uniformly to PN (DT ). Using

the uniform ergodic theorem of M. Lin [9], this implies that DTH is closed. So (iii) implies

(ii).

Finally, if DTH is closed then, by using the representation T = Tu⊕Tp into the unitary and

pure parts, we infer that DTpDT is also closed. As DTp is injective one has 1 /∈ σ(T ∗p Tp) which

implies that ‖Tp‖ < 1. Then by Proposition 3.8 it follows that T belongs to the Harnack part

of the partial isometry Tu ⊕ 0. Thus (ii) implies (i). �

Corollary 3.10. Any contraction T on H for which T ∗T has only eigenvalues in its spectrum

belong to the Harnack part of a partial isometry.

This corollary shows, in particular, that any compact contraction belongs to the Harnack

(or Shmul’yan) part of a partial isometry. Hence in a finite dimensional Hilbert space any

Harnack part of contractions contains (only) a partial isometry. On the other hand, the

spectral assumption in Corollary 3.10 strictly includes the class of compact contractions, in

infinite dimensional case; for example T = λI with |λ| < 1 is not compact but satisfies this

assumption.

We record now another special case which completes Theorem 2.10.

Proposition 3.11. The following statements are equivalent for a quasi-normal contraction

T :

(i) T belongs to the Harnack part of a partial isometry;

(ii) The C00-part of T is a strict contraction on N (ST );

(iii) A power Tn0 with n0 > 1 belongs to the Harnack part of a partial isometry;

(iv) The sequence {T ∗nTn} uniformly converges in B(H) to ST = PN (DT ).

If one of these equivalent assertions occurs, then T belongs to the Harnack part of V ⊕ 0

on H = N (I − ST )⊕N (ST ), where V = T |N (I−ST ).

Proof. The equivalence (i) ⇔ (iv) is immediate by Proposition 3.9 (iii), because (T ∗T )n =

T ∗nTn for n ≥ 1 when T is quasi-normal.

We write now T = V ⊕Q on H = N (I − ST )⊕N (ST ), where V is an isometry and Q of

class C00. Notice that N (ST ) ⊂ N (ST ∗) and both subspaces reduce T and that Q is a quasi-

normal operator. Thus, the convergence (iv) means ‖(Q∗Q)n‖ → 0, that is σ(Q∗Q) ⊂ D, or

equivalently ‖Q‖ < 1. Hence the assertions (ii) and (iv) are equivalent.

Condition (ii) implies (iii) for every integer n0 > 1. Conversely, if (iii) holds for some

n0 > 1 then by applying (ii) to Tn0 one has ‖Qn0‖ < 1 which gives σ(Q) ⊂ D, and finally

‖Q‖ < 1, that is (ii). Consequently (ii) and (iii) are equivalent.
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Clearly, if ‖Q‖ < 1 and Q0 = JQ ∈ B(DT ,DT ∗), where J is the natural embedding of

DT = N (ST ) into DT ∗ = N (ST ∗), then ‖Q0‖ < 1. Notice that in this case one has DT ⊂ DT ∗ .
So putting W = V ⊕ 0 we have DW = 0 ⊕ I and DW ∗ = PN (V ∗) ⊕ I on H = N (DT ) ⊕ DT .

Since

N (DW ∗) = R(W ) = R(V ) = N (DT ∗), DW ∗ = N (V ∗)⊕DT = DT ∗ ,
one can write DW ∗ = 0⊕ I on H = N (DT ∗)⊕DT ∗ . So we get

T = W + (0⊕Q) = W +DW ∗Q0DW ,

which yields, using (3.2), that T is in the Harnack part of W . This ends the proof. �

Concerning the statement (iv) in Proposition 3.11 it is known that the sequence {T ∗nTn}
always converges strongly to ST , so (iv) says that the convergence is even uniform whenever

T is Harnack equivalent with a partial isometry.

It is also clear that the uniform convergence in (iv), for a normaloid contraction T with

ST = S2
T , ensures that the Harnack part ∆(T ) contains a partial isometry. The converse

assertion is not true in general, for example for T = C ⊕ 0 on H ⊕ H where C is a coshift

(the adjoint of a shift).

Next, we want to see, in a more general context, when a contraction T is Harnack equivalent

with a partial isometry, by using the matrix representation (3.1) under the decomposition

H = N (I − ST ) ⊕ R(I − ST ). Here we know that V = T |N (I−ST ) is an isometry, but we

have no information on the contractions R from R(I − ST ) into N (I − ST ) and Q acting on

R(I − ST ). A first assertion on Q is given in the following preliminary result.

Lemma 3.12. Let T be a contraction having the representation (3.1) on H = N (I − ST )⊕
R(I − ST ), with V,R,Q as above. The following are equivalent :

(i) N (DT ) is an invariant subspace for T ;

(ii) N (DT ∗) ⊂ N (DT );

(iii) Q is a pure contraction on R(I − ST ).

Proof. Assuming (i) we have N (DT ) = N (I − ST ) and R(I − ST ) = DT . As T |DT
is a pure

contraction from DT into DT ∗ it follows that Q = PDT
T |DT

is pure on DT . So (i) implies

(iii). Now (iii) says that Q∗ = T ∗|R(I−ST )
is a pure contraction, therefore R(I − ST ) ⊂ DT ∗

which yields N (DT ∗) ⊂ N (I − ST ) ⊂ N (DT ). Hence (iii) implies (ii), and obviously (ii)

implies (i). �

Assuming the above equivalent assertions (i)− (iii) one can consider the matrix represen-

tation of T on H = N (DT )⊕DT with the contractions V,R,Q as above, which can be related

to the decomposition T = U ⊕ Q̃ into the unitary operator U ∈ B(N (DT ),N (DT ∗)) and the

pure contraction Q̃ ∈ B(DT ,DT ∗). Since DT ⊂ DT ∗ in this case, it follows that

V = J1U, Q̃ =

(
R

Q

)
: DT → DT ∗ = D⊥T ⊕DT ,

where J1 is the natural embedding of N (DT ∗) into N (DT ). Thus, by Proposition 3.8 and

Lemma 3.12 one obtains the following
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Corollary 3.13. Let T be a contraction on H and R,Q be the contractions given by

R = PN (I−ST )T |R(I−ST )
, Q = PR(I−ST )

T |R(I−ST )
.

The following are equivalent :

(i) The Harnack part of T contains a partial isometry and Q is a pure contraction;

(ii) ‖R∗R+Q∗Q‖ < 1.

Clearly, the above condition (ii) is stronger than ‖R‖ < 1 and ‖Q‖ < 1, while (i) does

not imply (ii) without the requirement that Q is pure, that is N (DT ∗) ⊂ N (DT ). This last

condition holds for a large class of contractions including hyponormal operators.

4. Connections with Shmul’yan-ter Horst domination of Schur class

functions

Recall that the condition (ii) in Lemma 3.12 has been used to described the Harnack

equivalence of a contraction T to a partial isometry in terms of contractions R and Q coming

from the matrix of T with respect to the decomposition H = N (DT )⊕DT . The Shmul’yan

equivalence of arbitrary two contractions can be described by their pure parts when the dual

condition of (ii) (that is, with T being interchanged with T ∗) is assumed, as follows.

Theorem 4.1. Let T be a contraction on H for which N (DT ) ⊂ N (DT ∗) and having the

decomposition T = U⊕Q into the unitary and pure parts. Then a contraction T ′ belongs to the

Shmul’yan part of T if and only if T ′ = U⊕Q′ relative to the same orthogonal decompositions

of H as for T , where Q′ is pure such that JQ and JQ′ are in the same Shmul’yan part in

B1(DT ), J being the natural embedding of DT ∗ into DT .

Proof. Assume that T and T ′ are in the same Shmul’yan part. By Theorem 3.7 they have

the decompositions T = U ⊕ Q, T ′ = U ⊕ Q′ with U unitary between N (DT ) = N (DT ′)

and N (DT ∗) = N (DT ′∗), and Q,Q′ pure from DT into DT ∗ . If J ∈ B(DT ∗ ,DT ) is given by

Jh = h, h ∈ DT ∗ and P = J∗ is the projection of DT to DT ∗ , then JQ and Q∗P are pure

contractions as Q,Q∗, and

DJQ = DQ, DJQ = DQ∗P = DQ = DT , DQ∗ = DT ∗ .

Now Q and Q′ are Shmul’yan equivalent, by Theorem 3.7, so there is an operator Z ∈
B(DQ,DQ∗) = B(DT ,DT ∗) such that

Q′ = Q+ (I −QQ∗)1/2Z(I −Q∗Q)1/2.

It is easy to see that the isometry J intertwines the operators I −QQ∗ and I −JQQ∗P , that

is J(I −QQ∗) = (I − JQQ∗P )J . Therefore we also have JDQ∗ = DQ∗PJ . Since DJQ = DQ

we get

JQ′ = JQ+DQ∗PJZDJQ = JQ+DQ∗PZ0DJQ,

where Z0 = JZ ∈ B(DT ) = B(DJQ,DQ∗P ). This means that JQ′ is Shmul’yan dominated

by JQ, and by symmetry we have that JQ and JQ′ are Shmul’yan equivalent.
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Conversely, let us assume that T ′ = U ⊕ Q′ as above and that the contractions JQ and

JQ′ are Shmul’yan equivalent in B1(DT ). Then there exists Z0 ∈ B(DJQ,DQ∗P ) = B(DT )

with JQ′ = JQ + DQ∗PZ0DJQ. As JP ∈ B(DT ) is the orthogonal projection on DT ∗ ⊂ DT
and (I − JQQ∗P )(I − JP ) = I − JP , we obtain as above that

JQ′ = JQ+ (I − JQQ∗P )1/2(JP + I − JP )Z0DJQ

= JQ+ J(I −QQ∗)1/2PZ0DJQ + (I − JP )Z0DJQ.

Also, as J is an isometry from DT ∗ into DT , by multiplying to the left side with J∗ = P we

deduce that

Q′ = Q+ (I −QQ∗)1/2Z(I −Q∗Q)1/2,

where Z = PZ0 ∈ B(DT ) = B(DQ,DQ∗). This means that Q′ is Shmul’yan dominated

by Q, and by symmetry one obtains the reverse domination of Q by Q′. Hence Q and Q′

are Shmul’yan equivalent in B1(DT ,DT ∗), which by Theorem 3.7 shows that T and T ′ are

Shmul’yan equivalent in B1(H). This ends the proof. �

Corollary 4.2. Let T be a contraction on H with N (DT ) ⊂ N (DT ∗) and having the form

T = U ⊕Q as above. Then the Shmul’yan part ∆Sh(T ) of T is

(4.1) ∆Sh(T ) = {T ′ = U ⊕ PZ ∈ B(H) : ‖T ′‖ ≤ 1, Z ∈ ∆Sh(JQ)},

where P is the projection of DT onto DT ∗.
Moreover, the relation φ(T ′) = Z for T ′ = U ⊕ PZ defines an injective (i.e., one-to-one)

mapping of ∆Sh(T ) onto ∆Sh(JQ).

Proof. Let T ′ ∈ ∆Sh(T ). By the previous theorem T ′ = U⊕Q′ with JQ′ ∈ ∆Sh(JQ). Letting

Z = JQ′ one has PZ = Q′, therefore T ′ = U ⊕ PZ with Z ∈ ∆Sh(JQ). Conversely, let

Z ∈ ∆Sh(JQ). Then Z = JQ+DQ∗JXDJQ for some operator X ∈ B(DJQ,DQ∗P ) = B(DT ).

Using the intertwining relation JDQ∗ = DQ∗PJ quoted in the previous proof, this gives

PZ = Q+ PDQ∗JXDJQ = Q+DQ∗PXDQ.

So PZ is Shmul’yan dominated by Q, and by symmetry these contractions are Shmul’yan

equivalent in B1(DT ,DT ∗). Then by Theorem 3.7 we have that the contraction T ′ = U +PZ

belongs to ∆Sh(T ), and we get the structure of ∆Sh(T ) from (4.1). The last assertion of

corollary is now obvious. �

Remark 4.3. The condition N (DT ) ⊂ N (DT ∗), which means that N (DT ∗) is invariant

for T ∗, or N (DT ∗) = N (I − ST ∗), covers a large class of non-normaloid contractions which

include the cohyponormal operators. A cohyponormal operator T can be decomposed as

T = W ⊕Q0 on H = N (I − ST )⊕N (ST ) with W unitary and Q of class C0·. In fact, if we

compare this decomposition of T with T = U ⊕ Q from N (DT ) ⊕ DT into N (DT ∗) ⊕ DT ∗
we have W = U |N (I−ST ) and Q = Q0|DT

. So TDT = QDT ⊂ DT ∗ ⊂ DT and Q1 := T |DT
=

JQ ∈ B1(DT ) is a pure contraction of class C0·. Then from Proposition 3.8 and Proposition

3.9 we infer that T belongs to the Harnack part of a partial isometry if and only if ‖Q1‖ < 1.
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In fact, this last condition is equivalent with that of Corollary 3.13 (ii) for the hyponormal

contraction T ∗.

Concerning the Shmul’yan-ter Horst relation we have the following result

Theorem 4.4. Let T be a partial isometry on the separable Hilbert space E. A contraction T ′

on E belongs to the Harnack part ∆(T ) of T if and only if there exist z0 ∈ D and F ∈ H∞1 (E)

such that F (0) = T and F (z0) = T ′. In this case we have F (D) ⊂ ∆(T ). The operator

T , viewed as a constant function in H∞1 (E), Shmul’yan-ter Horst dominates any function

G ∈ H∞1 (E) with G(D) ⊂ ∆(T ).

Proof. Assume T ′ ∈ ∆(T ). By (3.2) we have T ′ = T + DT ∗ZDT = U ⊕ Z with Z ∈
B(N (T ),N (T ∗)), ‖Z‖ < 1 and U a unitary operator from N (DT ) onto N (DT ∗). Since

I − Z∗Z is invertible in B(N (T )) we have DT = 0 ⊕ I = 0 ⊕ D−1Z DZ = (0 ⊕ D−1Z )DT ′ .

Therefore one obtains

T ′ = T +DT ∗ [0⊕ ZD−1Z ]DT ′ = T +DT ∗R
′DT ′ .

Hence T = T ′ + DT ∗RDT ′ , with R = −R′ = −ZD−1Z . We used here that DT ∗ = PN (T ∗).

By using this relation between T and T ′ one can prove as in the proof of Theorem 2.10

(implication (iv) ⇒ (v)) that there exist z0 ∈ D and F ∈ H∞1 (E) with F (0) = T and

F (z0) = T ′. This forces the inclusion F (D) ⊂ ∆(T ), F (D) being necessarily contained in

a Shmul’yan part (as it was mentioned in Remark 2.12), which coincides with the Harnack

part ∆(T ) by Proposition 3.8.

The last remark also proves that if T = F (0) and T ′ = F (z0) for some z0 ∈ D and F

as above, then T ′ ∈ F (D) ⊂ ∆(T ). In addition, in this case the function F is given by the

formula (see [5, Ch. XIII, 3])

F (λ) = T + λDT ∗F1(λ)[I + λT ∗F1(λ)]−1DT , λ ∈ D,

where F1 ∈ H∞1 (DT ,DT ∗). Since T is a partial isometry one hasDT ∗ = N (T ∗) so T ∗F1(λ) = 0

for λ ∈ D. Therefore, we have in this case

(4.2) F (λ) = T + λDT ∗F1(λ)DT , λ ∈ D,

with supλ∈D ‖λF1(λ)‖ ≤ 1. By applying [6, Theorem 2.6] this implies that F is dominated

by the constant function T in H∞1 (E).

Let now G ∈ H∞1 (E) be an arbitrary function with the range G(D) contained in ∆(T ).

Let λ ∈ D. Then by the above assertion for the above contractions T and G(λ) there exist

zλ ∈ D and Kλ ∈ H∞1 (E) such that Kλ(0) = T and Kλ(zλ) = G(λ). As above, there is a

function Fλ ∈ H∞1 (DT ,DT ∗) with

Kλ(z) = T +DT ∗Fλ(z)DT , z ∈ D.

For z = zλ this yields

(4.3) G(λ) = T +DT ∗Fλ(zλ)DT = T +DT ∗QλDT , λ ∈ D.

Here Qλ := Fλ(zλ) ∈ B(DT ,DT ∗) is such that ‖Qλ‖ ≤ 1 for λ ∈ D.



22 C. BADEA AND L. SUCIU

Notice that the contraction Qλ is uniquely defined by λ, G(λ), zλ and Kλ ∈ H∞1 (E) as

above. Indeed, assume that for λ ∈ D there are z′λ ∈ D and K ′λ ∈ H∞1 such that K ′λ(0) = T

and K ′λ(z′λ) = G(λ). Then K ′λ has the form of F in (4.2), hence there exists F ′λ ∈ H∞1 (E)

such that

K ′λ(z) = T +DT ∗F
′
λ(z)DT , z ∈ D,

which also gives for z = z′λ

G(λ) = T +DT ∗F
′
λ(z′λ)DT , λ ∈ D.

From this expression and that in (4.3) of G we infer

DT ∗(Qλ − F ′λ(z′λ))DT = 0, λ ∈ D,

that is F ′λ(z′λ) = Qλ = Fλ(zλ), λ ∈ D. Hence the mapping Q̃ from D into B(DT ,DT ∗) defined

by the formula

Q̃(λ) = Qλ, λ ∈ D,

is well-defined and bounded on D. Then by [6, Theorem 0.2] it follows that the function G

satisfying the relation (4.3) is dominated by the constant function T in H∞1 (E). This ends

the proof. �

Concerning the last assertion in Theorem 4.4 we remark that T is not dominated by

G ∈ H∞1 (E) with G(D) ⊂ ∆(T ), in general, that is the corresponding part of T in H∞1 (E)

does not contain all those functions G. For example, when E = C, the identity function

u(λ) = λ (λ ∈ D) satisfies u(D) ⊂ D (the Harnack part of the null operator 0C is the set of all

strict contractions [4]), and ‖u‖∞ = 1. But only functions f ∈ H∞ with ‖f‖∞ < 1 dominate

0C.

Consider now the equivalence class ∆∞(T ) in the sense of Shmul’yan-ter Horst of a partial

isometry T , as a constant function in H∞1 (E). The following result provides a description of

∆∞(T ) which is similar to that from Proposition 3.8.

Theorem 4.5. If T is a partial isometry on a separable Hilbert space E then

(4.4) ∆∞(T ) = {F (·) = T +DT ∗F0(·)DT ∈ H∞1 (E) : F0 ∈ H∞1 (DT ,DT ∗), ‖F0‖∞ < 1}.

Proof. Let F ∈ H∞1 (E)∩∆∞(T ), T being a partial isometry on E . Then by [6, Theorem 2.6]

there exists a norm bounded function F0(·) on D with values in B(DT ,DT ∗) such that

F (λ) = T +DT ∗F0(λ)DT , λ ∈ D.

Since F (λ) ∈ ∆(T ) we have by (3.2)

F0(λ) = P∗F (λ)|DT
, λ ∈ D,

where P∗ is the projection of E onto DT ∗ . In particular, F0 ∈ H∞1 (DT ,DT ∗). Identifying

canonicallyDT ∼ {0}⊕DT andDT ∗ ∼ {0}⊕DT ∗ into E = N (DT )⊕DT and E = N (DT ∗)⊕DT ∗
respectively, one can consider the function F1 ∈ H∞1 (E) having the representation F1(λ) =

0 ⊕ F0(λ) from N (DT ) ⊕ DT into N (DT ∗) ⊕ DT ∗ , for λ ∈ D. Obviously, one has F1
∞
≺ 0 in

H∞1 (E).
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On the other hand, as T
∞
≺ F in H∞1 (E) we have as above

T = F (λ) +DF (λ)∗F
′
0(λ)DF (λ), λ ∈ D

for some function F ′0 ∈ H∞1 (DT ,DT ∗). We have used here that DF (λ) = DT and DF (λ)∗ = DT ∗
for any λ ∈ D. Therefore we get

F0(λ) = P∗(F (λ)− T )|DT
= −P∗DF (λ)∗F

′
0(λ)DF (λ)|DT

= −DF0(λ)∗F
′
0(λ)DF0(λ),

for λ ∈ D. In other words we have

0 = F0(λ) +DF0(λ)∗F
′
0(λ)DF0(λ), λ ∈ D.

By the canonical identifications DT ∼ {0} ⊕ DT and DT ∗ ∼ {0} ⊕ DT ∗ this relation leads to

0 = F1(λ) +DF1(λ)∗F
′
0(λ)DF1(λ), λ ∈ D.

But this means that 0
∞
≺ F1 in H∞1 (E), and finally that F1 is equivalent in the Shmul’yan-

Horst sense with the null function in H∞1 (E). Then by [6, Corollary 2.7 (ii)] it follows that

‖F1‖ < 1 which means ‖F0‖∞ < 1. Thus, an inclusion for the equality (4.4) is proved.

The converse inclusion in (4.4) is immediate. Indeed, let F ∈ H∞1 (E) having the above

form with respect to T and with a function F0 ∈ H∞1 (DT ,DT ∗) such that ‖F0‖∞ < 1. Then

also ‖F1‖∞ < 1, F1 being as above, and by the same result in [6] we have that F1 is in the

equivalence class of the null function in H∞1 (E). Since F (λ)|N (DT ) = T |N (DT ), λ ∈ D, the

function F belongs to the equivalence class of T in H∞1 (E). This ends the proof. �

According to the terminology of [16] we conclude from (3.2) and (4.4) that the Shmul’yan

parts and Shmul’yan-ter Horst parts of partial isometries are centred quasi-balls in B1(E), and

respectively in H∞1 (E). This means that they have the form (3.2) with ‖Z‖ < ε, respectively

the form (4.4) with ‖F0‖∞ < ε, for some ε > 0. We do not have a characterization of all such

parts which are centered quasi-balls.
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