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3D Massive MIMO Systems: Modeling and

Performance Analysis

Qurrat-Ul-Ain Nadeem, Abla Kammoun, Member, IEEE,

Mérouane Debbah, Fellow, IEEE, and Mohamed-Slim Alouini, Fellow, IEEE

Abstract

Multiple-input-multiple-output (MIMO) systems of current LTE releases are capable of adaptation

in the azimuth only. Recently, the trend is to enhance system performance by exploiting the channel’s

degrees of freedom in the elevation, which necessitates the characterization of 3D channels. We present

an information-theoretic channel model for MIMO systems that supports the elevation dimension. The

model is based on the principle of maximum entropy, which enables us to determine the distribution of

the channel matrix consistent with the prior information on the angles. Based on this model, we provide

analytical expression for the cumulative density function (CDF) of the mutual information (MI) for

systems with a single receive and finite number of transmit antennas in the general signal-to-interference-

plus-noise-ratio (SINR) regime. The result is extended to systems with finite receive antennas in the low

SINR regime. A Gaussian approximation to the asymptotic behavior of MI distribution is derived for the

large number of transmit antennas and paths regime. We corroborate our analysis with simulations that

study the performance gains realizable through meticulous selection of the transmit antenna downtilt

angles, confirming the potential of elevation beamforming to enhance system performance. The results

are directly applicable to the analysis of 5G 3D-Massive MIMO-systems.
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Massive Multiple-input multiple-output (MIMO) systems, channel modeling, maximum entropy,

elevation beamforming, mutual information, antenna downtilt.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) systems have remained a subject of interest in wireless

communications over the past decade due to the significant gains they offer in terms of the

spectral efficiency by exploiting the multipath richness of the channel. The increased spatial

degrees of freedom not only provide diversity and interference cancellation gains but also

help achieve a significant multiplexing gain by opening several parallel sub-channels. Pioneer

work in this area has shown that under certain channel conditions, MIMO system capacity

can potentially scale linearly with the minimum number of transmit (Tx) and receive (Rx)

antennas [1], [2]. This has led to the emergence of Massive MIMO systems, that scale up the

conventional MIMO systems by possibly orders of magnitude compared to the current state-of-art

[3]. These systems were initially designed to support antenna configurations at the base station

(BS) that are capable of adaptation in the azimuth only. However, the future generation of mobile

communication standards such as 3GPP LTE-Advanced are targeted to support even higher data

rate transmissions, which has stirred a growing interest among researchers to enhance system

performance through the use of adaptive electronic beam control over both the elevation and the

azimuth dimensions. Several measurement campaigns have already demonstrated that elevation

has a significant impact on the system performance [4]–[7]. The reason can be attributed to its

potential to allow for a variety of strategies like user specific elevation beamforming and three-

dimensional (3D) cell-splitting. This novel approach towards enhancing the system performance

uncovers entirely new problems that need urgent attention: deriving accurate 3D channel models

that support the elevation dimension, designing beamforming strategies that exploit the extra

degrees of freedom, performance prediction and analysis to account for the impact of the channel

component in the elevation and finding appropriate deployment scenarios. In fact, 3GPP has

started working on defining future mobile communication standards that would help evaluate the

potential of 3D beamforming in the future [8].

A good starting point for the effective performance analysis of MIMO systems is the evalua-

tion and characterization of their information-theoretic mutual information (MI). The statistical

distribution of MI is not only useful in obtaining performance measures that are decisive on
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the use of several emerging technologies, but also provides a comprehensive picture of the

overall MIMO channel. This has motivated many studies on the statistical distribution of the MI

in the past decade. The analysis for 2D MIMO channels in different fading environments has

appeared frequently in literature [9]–[16]. Most of the work in this area assumes the channel

gain matrix to have independent and identically distributed (i.i.d) complex Gaussian entries and

resorts to the results developed for Wishart matrices. However, because of the complexity of the

distribution of a Wishart matrix, the study on the statistical distribution of MI becomes quite

involved. The characteristic function (CF)/moment generating function (MGF) of the MI has

been derived in [16]–[18] but the MGF approaches to obtain the statistical distribution of MI

involve the inverse Laplace transform which leads to numerical integration methods. However

in the large number of antennas regime, Random Matrix Theory (RMT) provides some simple

deterministic approximations to the MI distribution. These deterministic equivalents were shown

to be quite accurate even for a moderate number of antennas. The authors in [14] showed

that the MI can be well approximated by a Gaussian distribution and derived its mean and

variance for spatially correlated Rician MIMO channels. More recently, Hachem et al derived

a deterministic equivalent for the MI of Kronecker channel model and rigorously proved that

the MI converges to a standard Gaussian random variable in the asymptotic limit in [19]. The

Central Limit Theorem (CLT) was established with appropriate scaling and centering and the

convergence result is almost sure. More asymptotic results on the statistical distribution of MI

have been provided in [14]–[16], [18] that show the accuracy of the Gaussian approximation to

the distribution of the MI of 2D channels. However, the extension of these results to the 3D

case has not appeared yet.

In order to allow for the efficient design and better understanding of the limits of wireless

systems through the meticulous analysis of the MI requires accurate modeling and characteri-

zation of the 3D channels. Given the available knowledge on certain channel parameters like

angle of departure (AoD), angle of arrival (AoA), delay, amplitude, number of Tx and Rx

antennas, finding the best way to model the channel consistent with the information available

and to attribute a joint probability distribution to the entries of the channel matrix is of vital

importance. It has been shown in literature that the choice of distribution with the greatest entropy

creates a model out of the available information without making any arbitrary assumption on

the information that was not available [20], [21]. The authors in [22] showed the principle of
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maximum entropy to be an appropriate method of scientific inference for translating information

into probability assignment, as maximizing any other function might not satisfy the specified

consistency arguments and could lead to implicit assumptions that do not reflect upon our true

state of knowledge of the problem. In the context of wireless communications, the authors in [23]

addressed the question of MIMO channel modeling from an information-theoretic point of view

and provided guidelines to determine the distribution of the 2D MIMO channel matrix through

an extensive use of the principle of maximum entropy together with the consistency argument.

Several channel models were derived consistent with the apriori knowledge on parameters like

AoA, AoD, number of scatterers. These results can be extended to the 3D MIMO channel model,

which will be one of the aims of this work. As mentioned earlier, almost all existing system

level based standards are 2D. However, owing to the growing interest in 3D beamforming,

extensions of these channel model standards to the 3D case have started to emerge recently that

capture the 3D propagation effects of the environment as well as the spatial structure of the radio

channel [24], [8]. An important feature of these models is the vertical downtilt angle, that can

be optimized to change the vertical beam pattern dynamically and yield the promised MI gains

[25]–[28]. Although studies on 3D channel modeling and impact of antenna downtilt angle on

the achievable rates have started to appear in literature, but to the best of authors’ knowledge,

there has not been any comprehensive study to develop analytical expressions for the MI of these

channels, that could help evaluate the performance of the future 3D MIMO systems. Deriving

these expressions for the 3D entropy maximizing channel model is another aim of this work.

The aims of this paper are twofold. First is to provide an information-theoretic channel model

for 3D Massive MIMO systems and second is to predict and analyze the performance of these

systems by characterizing the distribution of the MI. We follow the guidelines provided in [23]

to present the entropy maximizing 3D channel model that is consistent with the state of available

knowledge of the channel parameters. The 3D channel used for the MI analysis is inspired from

the models presented in standards like 3GPP SCM [29], WINNER+ [24] and ITU [30]. These

geometry-based standardized MIMO channel models assume single-bounce scattering between

the transmitter and receiver, which allows us to assume the AoDs and AoAs to be fixed and

known apriori. The motivation behind this approach lies in the observation that when a single

bounce on a scatterer occurs, the directions of arrival and departure are deterministically related

by Descartes’s laws, and the channel statistics pertaining to AoD and AoA can be assumed
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not to change during the modeling phase. The maximum entropy 3D channel model consistent

with the state of knowledge of channel statistics pertaining to AoDs and AoAs, turns out to

have a systematic structure with a reduced degree of randomness in the channel matrix. This

calls for the use of an approach that does not depend on the more generally employed results

on the distribution of Wishart matrices for the characterization of MI. However, the systematic

structure of the model can be exploited to our aid in characterizing its MI. With this channel

model at hand, we derive analytical expressions for the cumulative density function (CDF) of

the MI in different signal-to-interference plus noise ratio (SINR) regimes. An exact closed-form

expression is obtained for systems with a single Rx and multiple Tx antennas in the general

SINR regime. The result is extended to systems with a finite number of Rx antennas in the low

SINR regime. We also present an asymptotic analysis of the statistical distribution of the MI and

show that it is well approximated by a Gaussian distribution for any number of Rx antennas,

as the number of paths and Tx antennas grow large. Finally numerical results are provided that

illustrate an excellent fit between the Monte-Carlo simulated CDF and the derived closed-form

expressions. The simulation results provide a flavor of the performance gains realizable through

the meticulous selection of the downtilt angles. We think our work contributes to cover new

aspects that have not yet been investigated by a research publication and addresses some of

the current challenges faced by researchers and industrials to fairly evaluate 3D beamforming

techniques on the basis of achievable transmission rates. The results have immediate applications

in the design of 3D 5G Massive MIMO systems.

The rest of the paper is organized as follows. In section II, we introduce the 3D channel

model based on the 3GPP standards and information-theoretic considerations. In Section III, we

provide analytical expressions for the CDF of the MI in the general and low SINR regimes for

a finite number of Tx antennas. In section IV, we provide an asymptotic analysis that holds for

any number of Rx antennas. The derived results are corroborated using simulations in section

V and finally in section VI, some concluding remarks are drawn.

II. SYSTEM AND CHANNEL MODEL

Encouraged by the potential of elevation beamforming to enhance system performance, many

standardized channel models have emerged that define the next generation 3D channels. We

base the evaluation of our work on these models while making some realistic assumptions on
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the channel parameters.

A. System Model

We consider a downlink 3D MIMO system, where the BS is equipped with NBS directional Tx

antenna ports and the mobile station (MS) has NMS Rx antenna ports. Denoting4h as the height

difference between the MS and the BS, and defining x and y as the relative distance between

the MS and the BS in the x and y coordinates respectively, the elevation line of sight (LoS)

angle with respect to the horizontal plane at the BS can be written as θLoS = tan−1 4h√
x2+y2

. In

addition, θtilt represents the elevation angle of the antenna boresight. The antenna configuration

we consider is shown in Fig. 1. Each antenna port comprises of M vertically stacked antenna

elements that determine the effective antenna port pattern. The antenna ports are placed at fixed

positions along êy, with the elements in each port aligned along êz. The same Tx signal is fed

to all elements with corresponding weights wk’s, k = 1, . . . ,M , in order to achieve the desired

directivity. The MS sees each antenna port as a single antenna because all the elements carry

the same signal.

Antenna port Antenna port 

k

w2(  tilt)

w1(  tilt)

wM(  tilt)

tilt

Antenna boresight

Fig. 1. Antenna configuration.
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B. 3D MIMO Channel Model

The mobile communication standards like 3GPP SCM [29], ITU [30] and WINNER [31]

follow a system level, stochastic channel modeling approach wherein, the propagation paths are

described through statistical parameters, like delay, amplitude, AoA and AoD. The extensions of

these 2D models to the 3D case have started to emerge recently [24], [32]. These geometry-based

stochastic models generate channel realizations by summing the contributions of N multipaths

(plane waves) with specific small-scale parameters like delay, amplitude, AoA and AoD in both

azimuth and elevation directions.

Based on the aforementioned standards and for the antenna configuration in Fig. 1, the effective

double directional radio channel between BS antenna port s and MS antenna port u is given by,

[H]su =
1

N

N∑
n=1

αn
√
gt(φn, θn, θtilt) exp (ik(s− 1)dt sinφn sin θn)

√
gr(ϕn, ϑn)

exp (ik(u− 1)dr sinϕn sinϑn) , (1)

where φn and θn are the azimuth and elevation AoD of the nth path respectively, ϕn and ϑn

are the azimuth and elevation AoA of the nth path respectively and θtilt is the elevation angle

of the antenna boresight, with θtilt = 90o corresponding to zero electrical downtilt. αn is the

complex random amplitude of the nth path. Also
√

gt(φn, θn, θtilt) and
√

gr(ϕn, ϑn) are the

global patterns of Tx and Rx antennas respectively. dt and dr are the separations between Tx

antenna ports and Rx antenna ports respectively and k is the wave number that equals 2π
λ

, where

λ is the wavelength of the carrier frequency. The entries [33],

[at(φ, θ)]s = exp (ik(s− 1)dt sinφ sin θ) , (2)

[ar(ϕ, ϑ)]u = exp (ik(u− 1)dr sinϕ sinϑ) (3)

are the array responses of sth Tx and uth Rx antenna respectively. Fig. 2 shows the 3D channel

model being considered.

This system level approach allows for paths to be described through statistical parameters.

For our work, we use the distributions given in the standards to generate the random correlated

variables that describe the paths. In the standards, AoDs and AoAs in the elevation (θn, ϑn) are

drawn from the Laplacian elevation density spectrum [24], [34], while those in azimuth (φn, ϕn)
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are drawn from the Wrapped Gaussian azimuth density spectrum [30], [35]. Once generated, the

angles are assumed to be fixed over channel realizations as justified in the next subsection.

To enable an abstraction of the role played by antenna elements, standards like 3GPP, ITU

approximate the global pattern of each port by a narrow beam as [30],√
gt(φn, θn, θtilt) =

√
[17dBi−min{−(AH(φ) + AV(θ, θtilt)), 20dB}]lin, (4)

where,

AH(φ) = −min

[
12

(
φ

φ3dB

)2

, 20

]
dB, (5)

AV (θ, θtilt) = −min

[
12

(
θ − θtilt
θ3dB

)2

, 20

]
dB. (6)

where φ3dB is the horizontal 3 dB beamwidth and θ3dB is the vertical 3 dB beamwidth. The

individual antenna radiation pattern at the MS gr(ϕn, ϑn) is taken to be 0 dB.

C. Maximum Entropy Channel

It was rigorously proved in [22] that the principle of maximum entropy yields models that

express the constraints of our knowledge of model parameters and avoid making any arbitrary

assumptions on the information that is not available. Maximizing any quantity other than entropy

would result in inconsistencies, and the derived model will not truly reflect our state of knowl-

edge. Motivated by the success of the principle of maximum entropy in parameter estimation

and Bayesian spectrum analysis modeling problems, the authors in [23] utilized this framework

y

Multipath n

Azimuth plane

tilt

Antenna boresight

Fig. 2. 3D channel model.
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to devise theoretical grounds for constructing channel models for 2D MIMO systems, consistent

with the state of available knowledge of channel parameters.

The geometry-based MIMO channel models presented in standards assume single-bounce

scattering between the transmitter and receiver, i.e., there is a one-to-one mapping between the

AoDs and AoAs, allowing several bounces to occur as long as each AoA is linked to only

one AoD [36]. Since the model presented in the last section assumes single-bounce scattering,

so φn, θn, ϕn, ϑn are assumed to be known apriori and fixed over channel realizations. The

motivation behind this lies in the observation that for single-bounce scattering channel models,

the directions of arrival and departure are deterministically related by Descartes’s laws, and the

channel statistics pertaining to AoD and AoA can be assumed not to change during the modeling

phase. Moreover the 3D channel model described by (1) is non-linear in the azimuth and elevation

AoD and AoA so the apriori knowledge of these parameters implies that we can condition on

the random variables (RV) that exhibit this non-linear dependence with the model. The only

random component in the 3D channel model is now αn, so a suitable distribution needs to be

assigned to it such that the obtained model is consistent with the information already available.

It was proved through an extensive analysis in [23] that in the presence of the prior information

on the number of propagation paths, AoDs, AoAs and transmitted and received power of the

propagation paths, the maximum entropy channel model is given by,

H = ΨP
1
2
Rx(Ω ◦G)P

1
2
TxΦ

H , (7)

where PRx and PTx contain the corresponding transmitted and received powers of the multipaths,

Ω is the mask matrix that captures the path gains, Ψ and Φ capture the antenna array responses

and ◦ is the Hadamard product. The solution of the consistency argument that maximizes the

entropy is to take G to be i.i.d zero mean Gaussian with unit variance [23], [36].

To represent the channel model in (1) with a structure similar to that of (7), we define A and

B as NBS ×N and NMS ×N deterministic matrices given by,

A =
1√
N

[at(φ1, θ1), at(φ2, θ2), ......, at(φN , θN)] ◦ (8)
√
g(φ1, θ1, θtilt1) . . .

√
g(φN , θN , θtilt1)

... . . . ...√
g(φ1, θ1, θtiltNBS

) . . .
√
g(φN , θN , θtiltNBS

)

 ,
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where at(φn, θn)=[[at(φn, θn)]s=1, ..., [at(φn, θn)]s=NBS
]H . Similarly,

B = [ar(ϕ1, ϑ1), ...., ar(ϕN , ϑN)], (9)

where ar(ϕn, ϑn) = [[ar(ϕn, ϑn)]u=1, ..., [ar(ϕn, ϑn)]u=NMS
]T .

Note that the array responses and antenna patterns are captured in A and B. Since the

transmitted and received powers are incorporated in the antenna patterns so PRx and PTx in

(7) are identity matrices. For the single-bounce scattering model, the mask matrix Ω will be

diagonal. Taking Ψ and Φ to be B and A respectively, the solution of the maximum entropy

problem for the NMS×NBS single-bounce scattering 3D MIMO channel model in (1) will have

a systematic structure as follows,

H =
1√
N

B diag(α)AH , (10)

where α is an N dimensional vector with entries that are i.i.d zero mean, unit variance Gaussian

RVs.

III. MUTUAL INFORMATION ANALYSIS IN FINITE NUMBER OF ANTENNAS REGIME

In this section, we explicitly define the MI for subsequent performance prediction and analysis.

We derive an analytical expression for the statistical distribution of the MI in the general SINR

regime for a single Rx antenna and any arbitrary finite number of Tx antennas. The result is

then extended to an arbitrary finite number of Rx antennas in the low SINR regime.

We consider a point-to-point communication link where H is a NMS ×NBS MIMO channel

matrix from (10). The channel is linear and time-invariant. A time-division duplex (TDD)

protocol is considered where BS acquires instantaneous channel state information (CSI) in the

uplink and uses it for downlink transmission by exploiting the channel reciprocity.

The received complex baseband signal y ∈ CNMS×1 at the MS is given by,

y = Hs + n, (11)

where s ∈ CNBS×1 is the Tx signal from the BS and n ∈ CNMS×1 is the complex additive noise

such that E[nnH ] = R + σ2I, where R is the covariance matrix of interference experienced by

the MS and σ2 is the noise variance at the MS.

In this context, the MI of the 3D MIMO system is given by,

I(σ2) = log det(INMS
+ (R + σ2INMS

)−1HHH). (12)

H is fixed during the communication interval, so we do not need to time average the MI.
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A. General SINR Regime

The exact MI given in (12) has been mostly characterized in literature for the cases when

HHH is a Wishart matrix [9]–[11], [13]. Wishart matrices are random matrices with independent

entries and have been frequently studied in the context of wireless communications. However the

special structure of our channel model reduces the degree of randomness as now H is a diagonal

matrix of random Gaussian RVs as opposed to the whole matrix having random entries, which

implies that we can not employ the results developed for Wishart matrices. However fortunately

for the single-bounce scattering model in (10), we can obtain results by exploiting the quadratic

nature of the entries of HHH . For the case, when MS is equipped with a single antenna, an

exact closed-form solution can be obtained and is provided in the following theorem.

Theorem 1: Let the MS be equipped with a single Rx antenna and the BS with any arbitrary

number of Tx antennas, then the statistical distribution of MI in the general SINR regime can

be expressed in a closed-form as,

P[I(σ2) ≤ y] = 1−
N∑
i=1

λNi
N∏
l 6=i

(λi − λl)

1

λi
exp

(
−(ey − 1)

λi

)
, (13)

where λi’s are the eigenvalues of C given that,

C =
1

N
(BHΩB) ◦ (AHA)T , (14)

where Ω = (R + σ2IMS)−1.

Proof: The proof follows from realizing that when the number of antennas at the MS is one,

(R+σ2INMS
)−1HHH is a scalar and can be expressed as a quadratic form in α. The MI is given

as a function of this quadratic form as,

I(σ2) = log (1 + αHCα). (15)

where C is given by (14).

This quadratic form in Normal RVs will play a crucial role in the subsequent analysis in this

work. The CF of a quadratic form in Normal RVs is given by [37], [38],

E[ej(α
HCα)] =

1

det[IN − j 1
N

((BHΩB) ◦ (AHA)T )]
. (16)

It is easy to see that the denominator of (16) can be equivalently expressed as
∏N

i=1(1− jλi),

where λi’s are the eigenvalues of C. (16) has a form similar to the CF of the sum of i.i.d
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unit parameter exponential RVs scaled by λi’s, i.e. αHCα ∼
∑N

i=1 λiExp(1). Consequently, the

closed-form expression of the statistical distribution of (R + σ2INMS
)−1HHH is given by [39],

P[αHCα ≤ x] = 1−
N∑
i=1

λNi
N∏
l 6=i

(λi − λl)

1

λi
exp

(
− x
λi

)
,

The rest of the analysis can be completed through the transformation log(1 + x).

P[I(σ2) ≤ y] = P[log(1 + x) ≤ y] = Fx(e
y − 1). (17)

The theoretical result coincides very well with the simulated CDF for the general SINR regime,

as will be illustrated later in the simulations section.

B. Low SINR Regime

It is well known that the performance of the channel can severely deteriorate in the low SINR

regime, unless intelligent precoding and signaling schemes are employed [40]. It is important

to develop analytical expressions for the MI of MIMO channels in this regime to allow for the

analysis of various signaling and precoding schemes. We develop such an analytical expression

for the 3D channel model in (10) by exploiting its structure. The closed-form expression for the

CDF of MI in the low SINR regime is now presented in the following theorem.

Theorem 2: In the low SINR regime, the approximate statistical distribution of the MI can be

expressed in a closed-form as,

P[I(σ2) ≤ x] = 1−
N∑
i=1

λNi
N∏
l 6=i

(λi − λl)

1

λi
exp

(
− x
λi

)
, (18)

where λi’s are the eigenvalues of C and,

C =
1

N
(BHΩB) ◦ (AHA)T , (19)

where Ω = (R + σ2INMS
)−1.

Proof: The proof of Theorem 2 follows from making use of the relation that for δ with

||δ||2 ≈ 0,

log det(X + δX) = log det(X) + Tr(X−1δX). (20)
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In the low SINR regime, ||(R + σ2INMS
)−1||2 ≈ 0 so taking δ as (R + σ2INMS

)−1HHH and X

as INMS
yields,

I(σ2) = Tr((R + σ2INMS
)−1HHH). (21)

Observe from (10) that the trace of HHH can be expressed as a quadratic form given by,

Tr(ΩHHH) = αHCα, (22)

where Ω is an arbitrary deterministic matrix and

[C]ij =
1

N
[BHΩB]ij ◦ [AHA]ji. (23)

Using (22), I(σ2) in (21) is a quadratic form in zero mean, unit variance Normal i.i.d RVs

α’s,

I(σ2) = αHCα, (24)

where C is given by (19). The rest of the proof follows from that for the general SINR regime,

where we already characterized the distribution of αHCα. The theoretical result coincides very

well with the simulated CDF for the low SINR regime, as will be illustrated later in the numerical

results.

IV. ASYMPTOTIC ANALYSIS OF THE MUTUAL INFORMATION

As explained earlier, the reduced degree of randomness in our model makes it difficult to

characterize the behaviour of the MI. The case for a single Rx antenna was dealt with in the last

section and a closed-form was obtained as a consequence of the quadratic nature of the entries of

HHH . Even when HHH is a Wishart matrix, the study of the exact statistical distribution of the

MI becomes rather involved because it often succumbs to taking the inverse Fourier transform of

the CF or applying Jacobian transformations on the eigenvalue distribution of Wishart matrices

[12], [13]. As a result, a lot of work resorts to the asymptotic analysis and provides Gaussian

approximations to the distribution of the MI. The asymptotic analysis provided here differs from

the previous analysis because of the non-Wishart nature of HHH and the incorporation of the

elevation dimension and antenna tilt angles in the channel model.
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In order to study the asymptotic approximation to the MI distribution, the following assumption

is required over the number of BS antennas and multipaths.

Assumption A-1. In the large (NBS, N) regime, NBS and N tend to infinity such that

0 < lim inf
NBS

N
≤ lim sup

NBS

N
< +∞, (25)

a condition we shall refer to by writing NBS , N →∞. The analysis stays valid for a moderate

number of NBS and N as well, as will be confirmed through the simulation results later.

A. Distribution of HHH

The analysis starts by characterizing the distribution of HHH , which would later be followed

by transformations to complete the characterization of MI. Defining b̄i as the ith row vector of

B in (9), the (k, l)th entry of HHH can be expressed as,

[HHH ]kl =
1

N
αH([b̄Hk b̄l] ◦ (AHA)T )α. (26)

To characterize the distribution, an additional assumption is required over the matrices that

form the quadratic forms in HHH . Denoting NMS by M , the assumption is stated as follows.

Assumption A-2. Under the setting of Assumption A-1,

||[b̄Hk b̄l] ◦ (AHA)T ||sp
||[b̄Hk b̄l] ◦ (AHA)T ||F

−→ 0, ∀k, l = 1, . . . ,M, (27)

where ||.||sp denotes the spectral norm and ||.||F denotes the Forbenius norm of a matrix.

Therefore HHH is a M ×M matrix of the following general form,

1

N


αHC1,1α αHC1,2α . . . αHC1,Mα

αHC2,1α αHC2,2α . . . αHC2,Mα
...

... . . . ...

αHCM,1α αHCM,2α . . . αHCM,Mα

 , (28)

where Ck,l = [b̄Hk b̄l] ◦ (AHA)T , ∀k, l satisfies assumption A-2. This is a technical assumption

required to observe the convergence behavior that will be discussed hereon.

We investigate the asymptotic behaviour of the joint distribution of the M2 entries of HHH

under the assumptions A-1 and A-2. Note that NBS needs to be of at least the same order as

N to prevent C’s from becoming ill-conditioned. This is definitely not a problem in Massive

MIMO systems where NBS is generally much higher than N . NMS can be any finite number as
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per the practical application. Denoting the (k, l)th quadratic term by T k,l = 1
N
αHCk,lα, every

quadratic term can be decomposed into its real and imaginary parts increasing the total number

of terms that constitute HHH to 2M2. These parts are also quadratic forms in α as shown below,

T k,l =
1

N
<(αHCk,lα) + j

1

N
=(αHCk,lα), ∀k, l = 1, . . . ,M, (29)

where,

<(αHCk,lα) = [<(α)T =(α)T ]

 <(Ck,l) −=(Ck,l)

=(Ck,l) <(Ck,l)

 <(α)

=(α)

 ,
= [<(α)T =(α)T ](Ck,l

< )

 <(α)

=(α)

 . (30)

=(αHCk,lα) = [<(α)T =(α)T ]

 =(Ck,l) <(Ck,l)

−<(Ck,l) =(Ck,l)

 <(α)

=(α)

 ,
= [<(α)T =(α)T ](Ck,l

= )

 <(α)

=(α)

 . (31)

Equivalently HHH can be written as a sum of two matrices containing the real and imaginary

parts of the quadratic terms.

HHH =
1

N


<(αHC1,1α) . . . <(αHC1,Mα)

<(αHC2,1α) . . . <(αHC2,Mα)
... . . . ...

<(αHCM,1α) . . . <(αHCM,Mα)

+
j

N


=(αHC1,1α) . . . =(αHC1,Mα)

=(αHC2,1α) . . . =(αHC2,Mα)
... . . . ...

=(αHCM,1α) . . . =(αHCM,Mα)

 .
(32)

Note that E[<(α)2] = E[=(α)2] = 1
2
. With this decomposition at hand, we now state in the

following theorem the asymptotic behavior of the joint distribution of the entries of <(HHH)

and =(HHH) stacked in vector x given by,

x = [vec(<(HHH))T vec(=(HHH))T ]T , (33)

where the operator vec(.) maps an M ×M matrix to an M2× 1 vector by stacking the rows of

the matrix.
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Theorem 3: Let H be a NMS ×NBS MIMO channel matrix from (10), then under the setting

of assumptions A-1 and A-2, x behaves as multivariate Gaussian such that the MGF of x has

the following convergence behavior,

E

[
exp

(√
NsT (x−m)√

sTΘs

)]
− exp

(
1

2

)
−→ 0, (34)

where,

m =
1

2N
[Tr(C1,1

< ) . . . T r(CM,M
< ), T r(C1,1

= ) . . . T r(CM,M
= )]T , (35)

and

Θ =



1
4N

[Tr(C1,1
< (C1,1

< )) + Tr(C1,1
< (C1,1

< )H)] . . . 1
4N

[Tr(C1,1
< (CM,M

= )) + Tr(C1,1
< (CM,M

= )H)]

1
4N

[Tr(C1,2
< (C1,1

< )) + Tr(C1,2
< (C1,1

< )H)] . . . 1
4N

[Tr(C1,2
< (CM,M

= )) + Tr(C1,2
< (CM,M

= )H)]
... . . . ...

1
4N

[Tr(CM,M
< (C1,1

< )) + Tr(CM,M
< (C1,1

< )H)] . . . 1
4N

[Tr(CM,M
< (CM,M

= )) + Tr(CM,M
< (CM,M

= )H)]

1
4N

[Tr(C1,1
= (C1,1

< )) + Tr(C1,1
= (C1,1

< )H)] . . . 1
4N

[Tr(C1,1
= (CM,M

= )) + Tr(C1,1
= (CM,M

= )H)]

1
4N

[Tr(C1,2
= (C1,1

< )) + Tr(C1,2
= (C1,1

< )H)] . . . 1
4N

[Tr(C1,2
= (CM,M

= )) + Tr(C1,2
= (CM,M

= )H)]
... . . . ...

1
4N

[Tr(CM,M
= (C1,1

< )) + Tr(CM,M
= (C1,1

< )H)] . . . 1
4N

[Tr(CM,M
= (CM,M

= )) + Tr(CM,M
= (CM,M

= )H)]



.

(36)

The proof of Theorem 3 is postponed to Appendix A. Note that this theorem can be used in

applications involving the statistical distribution of HHH other than the MI analysis.

B. Distribution of Mutual Information

After studying the asymptotic behaviour of <(HHH), =(HHH) for the proposed entropy

maximizing channel, the CDF of the MI is worked out. To this end, note that (12) can be

equivalently expressed as,

I(σ2) = log det((R + σ2IM) + HHH)− log det(R + σ2IM), (37)

Decomposing ((R + σ2IM) + HHH) into real and imaginary parts as,

(R + σ2IM) + HHH = <((R + σ2IM) + HHH) + j =((R + σ2IM) + HHH),

= Y + j Z, (38)
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and denoting the entries of R+σ2IM by ζij , we can extend the result of Theorem 3 to the entries

of <((R + σ2IM) + HHH) and =((R + σ2IM) + HHH), which will also show the convergence

behavior in (34) under assumptions A-1 and A-2 with mean vector m given by,

m = [<(ζ11) +
1

2N
Tr(C1,1

< ), <(ζ12) +
1

2N
Tr(C1,2

< ), . . . ,<(ζMM) +
1

2N
Tr(CM,M

< ),

=(ζ11) +
1

2N
Tr(C1,1

= ), =(ζ12) +
1

2N
Tr(C1,2

= ), . . . ,=(ζMM) +
1

2N
Tr(CM,M

= )]T (39)

and the same covariance.

The mean matrix M for ((R + σ2IM) + HHH) is expressed as,

M = M1 + j M2, (40)

where,

M1 =


<(ζ11) + 1

2N
Tr(C1,1

< ) . . . <(ζ1M) + 1
2N
Tr(C1,M

< )

<(ζ21) + 1
2N
Tr(C2,1

< ) . . . <(ζ2M) + 1
2N
Tr(C2,M

< )
... . . . ...

<(ζM1) + 1
2N
Tr(CM,1

< ) . . . <(ζMM) + 1
2N

(CM,M
< )

 , (41)

M2 =


=(ζ11) + 1

2N
Tr(C1,1

= ) . . . =(ζ1M) + 1
2N
Tr(C1,M

= )

=(ζ21) + 1
2N
Tr(C2,1

= ) . . . =(ζ2M) + 1
2N
Tr(C2,M

= )
... . . . ...

=(ζM1) + 1
2N
Tr(CM,1

= ) . . . =(ζMM) + 1
2N

(CM,M
= )

 . (42)

Before presenting the Gaussian approximation to the statistical distribution of the MI in the

asymptotic limit, we define a matrix M̃ and a 2M2 × 1 vector f(M̃) as,

M̃ =

 M1 −M2

M2 M1

 , (43)

f(M̃)|l+(k−1)M = [det(D1) + · · ·+ det(D2M)]|l+(k−1)M , k = 1, . . . , 2M, l = 1, . . . ,M, (44)

where Di is identical to M̃ except that the entries in the ith row are replaced by their derivatives

with respect to (k, l)th entry of

 M1

M2

. Every entry of the 2M2 × 1 vector, f(M̃) will involve

the sum of only two non-zero determinants as every (k, l)th entry occurs in only two rows.
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Additionally we make the following assumption,

Assumption A-3. In the large NBS, N regime presented in A-1,

lim inf f(M̃)T Θ f(M̃) > 0, (45)

where Θ is the covariance matrix from (36).

With all these definitions at hand, we now present in the following theorem the Gaussian

approximation to the statistical distribution of the MI in the asymptotic limit.

Theorem 4: Let H be a NMS×NBS MIMO channel matrix from (10), such that the assumptions

A-1, A-2 and A-3 hold, then the statistical distribution of I(σ2) can be approximated as,

P[
√
NI(σ2) ≤ x]− 1

2

(
1 + erf

(
x−
√
Nµ√

2σ2
a

))
−→ 0, (46)

where erf is the error function, µ = 0.5 log det M̃− log det(R + σ2IM) and σ2
a is given by,(

.5

det M̃

)2

× f(M̃)T Θ f(M̃), (47)

The proof of Theorem 4 is postponed to Appendix B. The approximation becomes more

accurate as NBS and N grow large but yields a good fit for even moderate values of NBS and N .

The Gaussian approximation to the MI is an effective tool for the performance evaluation of future

3D MIMO channels in Massive MIMO systems that will scale up the current MIMO systems by

possible order of magnitudes compared to the current state-of-the-art. However accommodating

more antennas at the MS introduces several constraints for practical implementations which

would not affect the presented results since the approximation is valid for any number of Rx

antennas

V. NUMERICAL RESULTS

We corroborate the results derived in this work with simulations. A simple but realistic scenario

shown in Fig. 3 is studied to help gain insight into the accuracy of the derived CDFs and the

impact of the careful selection of antenna downtilt angles on the system MI in the presence of

interfering BSs. This multi-cell scenario consists of a single MS and two BSs separated by an

inter-site distance of 500m. The BS height is 25m and MS height is 1.5m. The MS is associated

to BS 1 and can be located inside a cell of outer radius 250m and inner radius 35m. We will

study the worst case performance when the MS is at the cell edge. The MI given in (12) requires
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Fig. 3. Example scenario.
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Fig. 4. Comparison of Monte Carlo simulated CDF and

theoretical CDF derived in (13) for the general SINR

regime.

the computation of the interference matrix. The complex received baseband signal at the MS in

the multi-cell scenario will be given as,

y = Hx +

Nint∑
i=1

Hixi + n, (48)

where Nint is the number of interfering BSs (Nint=1 for the scenario in Fig. 3) and n is the

additive white Gaussian noise with variance σ2. The channel between the serving BS and MS

is denoted by H from (10) and the channels Hi between Nint interfering BSs and MS follow a

similar matrix representation. The resultant interference matrix is then given by,

R =

Nint∑
i=1

E[HiHH
i ], (49)

where,

E[HiHH
i ] =

1

N
Bidiag(diag(AH

i Ai))BH
i , i = 1, . . . , Nint. (50)

Since this paper largely focuses on the guidelines provided in the mobile communication

standards used globally, so it is important that we use the angular distributions and antenna

patterns specified in the standards for our analysis. In the standards, elevation AoD and AoA

are drawn from Laplacian elevation density spectrum given by,

fθ(θ) ∝ exp

(
−
√

2|θ − θ0|
σ

)
, (51)
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Fig. 5. Comparison of Monte Carlo simulated CDF and

theoretical CDF derived in (18) for the low SINR regime.
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Fig. 6. Comparison in a multi-cell environment for

different values of θtilt.

where θ0 is the mean AoD/AoA and σ is the angular spread in the elevation [34]. The charac-

teristics of the azimuth angles are well captured by Wrapped Gaussian (WG) density spectrum

[30], [35] which can be approximated quite accurately by the Von Mises (VM) distribution [41],

[42] given by,

fφ(φ) =
exp(κ cos(x− µ))

2πI0(κ)
, (52)

where In(κ) is the modified Bessel function of order n, µ is the mean AoD/AoA and 1
κ

is

a measure of azimuth dispersion. Since the channel assumes single-bounce scattering, so the

angles are generated once and are assumed to be constant over the channel realizations.

The radio and channel parameters are set as θ3dB = 15o, φ3dB = 70o, σBS = 7o, σMS = 10o,

κBS, κMS = 5 and µ = 0. Moreover θ0 is set equal to the elevation LoS angle between the BS

and MS. Two thousand Monte Carlo realizations of the 3D channel in (1) are generated to obtain

the simulated MI for comparison. In the simulations, SNR is used to denote 1
σ2 and is given in

dB. The closed-form expression of the CDF of MI provided in Theorem 1 (13) for the general

SINR regime is validated through simulation in Fig. 4 for NBS = 20 and NMS = 1. The number

of propagation paths N is assumed to be 40 and θtilt is set equal to the elevation LoS angle of

the BS with the MS. For this result, BS 2 is assumed to be operating in a different frequency

band as BS 1 so the MS does not face any interference and (R + σ2INMS
)−1 in (12) reduces

to 1
σ2 INMS

. The closed-form expression for the CDF provides a perfect fit to the MI obtained
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using Monte Carlo realizations of the channel in (1). In the next numerical result, we validate

the expression in (18) for the low SINR regime. The result is plotted for NMS = 2 in Fig. 5.

The approximation is seen to coincide quite well with the simulated results for the proposed 3D

channel model at low values of SNR. However for SNR level of 5 dB or above, the fit is not

very good as the approximation in (20) starts to become inaccurate.

In the next simulation, we investigate the impact of the downtilt angle of the transmitting

cell on the performance of the users at the cell edge in a multi-cell scenario, when both BSs

are transmitting in the same frequency band. The interference matrix R is computed from (50).

Note from Fig. 3 that the MS is in the direct boresight of the interfering cell and has θLoS of

95.37o with both the serving and interfering BS. It can be clearly seen from Fig. 6 that the

performance of the user at the cell edge is very sensitive to the value of the downtilt angle. The

simulation result illustrates that the MI of the system is maximized when the serving BS also

sets the elevation boresight angles of its antennas equal to the elevation LoS angle with the MS,

i.e. θtilt ≈ 96o. We plot the CDF for the exact expression of MI for a single Rx antenna provided

in (13) for SNR = 5dB. The perfect fit of the theoretical result to the simulated result for the

CDF of the MI is again evident.

We now validate the result obtained for the CDF of MI in the asymptotic limit, as NBS and

N grow large, for the cases with finite values of NBS and N . The first result deals with scenario

when the BS 2 is operating in a different frequency band as BS 1. Fig. 7 shows that there is

quite a good fit between the asymptotic theoretical result and the simulated result for finite sized

simulated system with NBS = 60, a reasonable number for large MIMO systems and NMS = 4.

The number of paths is taken to be of the same order as NBS . Even at the highest simulated value

of SNR, the asymptotic mean and asymptotic variance show only a 1.2 and 3.2 percent relative

error respectively. This close match illustrates the usefulness of the asymptotic approach in

characterizing the MI for 3D maximum entropy channels for any number of Rx antennas. Hence,

as far as performance analysis based on the ergodic MI is considered, the asymptotic statistical

distribution obtained can be used for the evaluation of future 3D beamforming strategies. Finally

the multi-cell scenario is considered in Fig. 8, where we plot the CDF of the MI achieved by

the proposed entropy maximizing channel in the asymptotic limit at different values of antenna

boresight angles of the serving BS. We again deal with the worst case scenario of the MS being in

the direct boresight of the interfering cell. Comparison with the simulated CDF of MI obtained
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Fig. 8. Comparison of Monte Carlo simulated CDF and

asymptotic theoretical CDF in a mutli-cell environment.

at SNR = 5dB validates the accuracy of the derived theoretical asymptotic distribution and

illustrates the impact 3D elevation beamforming can have on the system performance through

the meticulous selection of downtilt angles. For the case on hand, the MI of the system is again

maximized when the serving BS also sets its antenna boresight angles equal to the elevation

LoS angle with the MS.

VI. CONCLUSION

The prospect of enhancing system performance through elevation beamforming has stirred

a growing interest among researchers in wireless communications. A large effort is currently

being devoted to produce accurate 3D channel models that will be of fundamental practical

use in analyzing these elevation beamforming techniques. In this work, we proposed a 3D

channel model that is consistent with the state of available knowledge on channel parameters,

and is inspired from system level stochastic channel models that have appeared in standards

like 3GPP, ITU and WINNER. The principle of maximum entropy was used to determine the

distribution of the MIMO channel matrix based on the prior information on angles of departure

and arrival. The resulting 3D channel model is shown to have a systematic structure that can be

exploited to effectively derive the closed-form expressions for the CDF of the MI. Specifically, we

characterized the CDF in the general and low SINR regimes. An exact closed-form expression for

the general SINR regime was derived for systems with a single receive antenna. An asymptotic
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analysis, in the number of paths and BS antennas, of the achievable MI is also provided and

validated for finite-sized systems via numerical results. The derived analytical expressions were

shown to closely coincide with the simulated results for the proposed 3D channel model. An

important observation made was that the meticulous selection of the downtilt angles at the

transmitting BS can have a significant impact on the performance gains, confirming the potential

of elevation beamforming. We believe that the results presented will enable a fair evaluation of

the 3D channels being outlined in the future generation of mobile communication standards.

APPENDIX A

PROOF OF THEOREM 3

The mean and variance of every quadratic term T k,l can be computed as follows [43],

E[T k,l] =
1

N
E[|α|2] Tr(Ck,l). (53)

V ar[T k,l] =
1

N2
E[|α|2]2[Tr(Ck,lCk,l) + Tr(Ck,l(Ck,l)H)]. (54)

Similarly, the covariance between two entries of HHH is,

Cov[T k,lT k
′,l′ ] =

1

N2
E[|α|2]2[Tr(Ck,lCk′,l′) + Tr(Ck,l(Ck′,l′)H)]. (55)

Given the expressions for mean and covariances of quadratic forms in Gaussian RVs, the

Central Limit Theorem for the (k, l)th entry of HHH can be established from the result in [44]

under assumptions A-1 and A-2. Noting that E[α] = 0 and E[|α|2] = 1, this convergence implies

that the MGF of T k,l has the following behavior,

E

exp

s √N [T k,l − 1
N
Tr(Ck,l)]√

[Tr(Ck,lCk,l)+Tr(Ck,l(Ck,l)H)]
N

− exp

(
1

2
s2
)
−→ 0. (56)

We stack the entries of <(HHH), =(HHH) and their means in x and m respectively as,

x =
1

N
[<(αHC1,1α) . . . <(αHCM,Mα), =(αHC1,1α) . . . =(αHCM,Mα)]T ,

m =
1

2N
[Tr(C1,1

< ) . . . T r(CM,M
< ), T r(C1,1

= ) . . . T r(CM,M
= )]T . (57)

From [44], each term in x is asymptotically Normal. To characterize the joint distribution of the

entries of <(HHH), =(HHH), the behaviour of their linear combination, i.e. gT [x−m], where
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g is any arbitrary vector, is studied. The MGF of this linear combination is given by,

E
[
exp

(
gT [x−m]

)]
= E

exp

 1

N

[
<(α)T =(α)T

]
Ξ

 <(α)

=(α)

− gTm

 , (58)

where Ξ = [g1C1,1
< +...+gM2CM,M

< +gM2+1C1,1
= +...+g2M2CM,M

= ]. Note that
[
<(α)T =(α)T

]
Ξ

 <(α)

=(α)


is also a quadratic form in Normal RVs (<(α), =(α)). Extending the convergence result in (56)

for a quadratic form in Normal RVs with s = 1, E[|<(α)|2] = E[|=(α)|2] = 1
2
, we have

E

exp

 √
NgT [x−m]√

1
4N

[Tr(ΞΞ) + Tr(Ξ(Ξ)H)]

− exp

(
1

2

)
−→ 0, (59)

where,

1

4N
[Tr(ΞΞ) + Tr(Ξ(Ξ)H)] = gTΘg, (60)

and Θ is the 2M2 × 2M2 covariance matrix of the entries of vector
√
Nx given by,

Θ =



1
4N

[Tr(C1,1
< (C1,1

< )) + Tr(C1,1
< (C1,1

< )H)] . . . 1
4N

[Tr(C1,1
< (CM,M

= )) + Tr(C1,1
< (CM,M

= )H)]

1
4N

[Tr(C1,2
< (C1,1

< )) + Tr(C1,2
< (C1,1

< )H)] . . . 1
4N

[Tr(C1,2
< (CM,M

= )) + Tr(C1,2
< (CM,M

= )H)]
... . . . ...

1
4N

[Tr(CM,M
< (C1,1

< )) + Tr(CM,M
< (C1,1

< )H)] . . . 1
4N

[Tr(CM,M
< (CM,M

= )) + Tr(CM,M
< (CM,M

= )H)]

1
4N

[Tr(C1,1
= (C1,1

< )) + Tr(C1,1
= (C1,1

< )H)] . . . 1
4N

[Tr(C1,1
= (CM,M

= )) + Tr(C1,1
= (CM,M

= )H)]

1
4N

[Tr(C1,2
= (C1,1

< )) + Tr(C1,2
= (C1,1

< )H)] . . . 1
4N

[Tr(C1,2
= (CM,M

= )) + Tr(C1,2
= (CM,M

= )H)]
... . . . ...

1
4N

[Tr(CM,M
= (C1,1

< )) + Tr(CM,M
= (C1,1

< )H)] . . . 1
4N

[Tr(CM,M
= (CM,M

= )) + Tr(CM,M
= (CM,M

= )H)]


(61)

The entries of Θ are obtained using (55). Therefore,

E

[
exp

(√
N(gTx− gTm)√

gTΘg

)]
− exp

(
1

2

)
−→ 0. (62)

Since gTx behaves as a Gaussian RV with mean gTm and variance given by 1
N

gTΘg, so it

can be deduced that x behaves as multivariate Gaussian distribution with mean m and covari-

ance 1
N
Θ. Therefore under assumptions A-1 and A-2, the joint distribution of the entries of

√
N([vec(<(HHH))T , vec(=(HHH))T ]T −m) behaves approximately as multivariate Gaussian

with mean 0 and covariance matrix given by Θ. This completes the proof of Theorem 3.
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APPENDIX B

PROOF OF THEOREM 4

To complete the characterization of MI, the log det transformation needs to be applied on the

entries of Y and Z, i.e. <((R + σ2IM) + HHH) and =((R + σ2IM) + HHH) respectively. These

entries can be stacked in vector xn as,

xn = [<(ζ11) +
1

N
<(αHC1,1α) . . . <(ζMM) +

1

N
<(αHCM,Mα),

=(ζ11) +
1

N
=(αHC1,1α) . . . =(ζMM) +

1

N
=(αHCM,Mα)]T , (63)

To obtain the statistical distribution of MI from the joint distribution of the entries of xn, we

succumb to the Taylor series expansion of a real-valued function f(xn),

f(xn) = f(m) + 5Tf(m)(xn −m) +Rn, (64)

where m is the mean vector in (39) and Rn = o(||xn −m||2). We observe that o(||xn −m||2) is

o(1) because xn −m p−→ 0. Any mapping of xn −m will therefore be o(1) which implies that

Rn = o(1).

E[exp (f(xn)− f(m))] = E
[
exp

(
5Tf(m)(xn −m)

)]
+ o(1). (65)

Note that E[exp
(
5Tf(m)(xn −m)

)
] is analogous to E

[
exp

(
gT [xn −m]

)]
with g = 5f(m).

Now using the convergence result in (59) with (60) and invoking Slutsky’s Theorem, given that

lim inf 5Tf(m)Θ5 f(m) > 0 results in,

E

exp

 √
N [f(xn)− f(m)]√
5Tf(m)Θ5 f(m)

− exp

(
1

2

)
−→ 0. (66)

This is analogous to applying Delta Theorem on the entries of Y + jZ. Therefore for f(Y +

jZ) = log det(Y+jZ), we can say that
√
N(log det(Y+jZ)− log det(M1+jM2)) behaves as a

Gaussian RV under assumptions A-1 and A-2, with mean 0, and variance given by (5Tf(M)Θ5

f(M)).

Define a function h(xn) = f2 ◦ f1(xn), where f1(xn) = (det(Y + jZ))2 and f2(x) = 0.5 log x.

For this function the gradient is,

5h|xn=m = f ′2(det(M1 + jM2)
2)×5f1|Y=M1,Z=M2 . (67)
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We use the following to determine the expression for 5f1,

(det(Y + jZ))2 = det

 Y -Z

Z Y

 . (68)

Therefore the (l + (k − 1)M)th, k = 1, . . . 2M, l = 1, . . .M entry of the vector 5f1 is given

by [Ch 6, [45]],

5f1

 M1 −M2

M2 M1

∣∣∣∣
l+(k−1)M

= [det(D1) + · · ·+ det(D2M)]|l+(k−1)M , (69)

where Di is identical to

 M1 −M2

M2 M1

 except that the entries in the ith row are replaced by their

derivatives with respect to (k, l)th entry of

 M1

M2

, k = 1, . . . , 2M, l = 1, . . . ,M . Every entry of

5f1

 M1 −M2

M2 M1

 will involve the sum of only two non-zero determinants as every (k, l)th

entry occurs in only two rows and,

f ′2(det(M1 + jM2)
2) =

.5

det

 M1 −M2

M2 M1

 . (70)

Therefore from (66), in the asymptotic limit, the distribution of
√
N

(
log det((R + σ2IM)

+HHH) − 1
2

log det

 M1 −M2

M2 M1

) can be approximated by a Gaussian distribution with

mean 0 and variance given by,
.5

det

 M1 −M2

M2 M1





2

×5Tf1

 M1 −M2

M2 M1

Θ5 f1

 M1 −M2

M2 M1

 , (71)

under the assumption that lim inf 5Tf1

 M1 −M2

M2 M1

Θ 5 f1

 M1 −M2

M2 M1

 > 0.

Using this result together with (37), we can establish the statistical distribution of MI in the

asymptotic limit for 3D MIMO channels. This completes the proof of Theorem 4.
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