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Adaptive Road Profile Estimation in Semi-Active Car Suspensions

Juan C. Tudón-Martínez, Soheib Fergani, Olivier Sename, John J. Martínez, Ruben Morales-Menéndez, and Luc Dugard

Abstract—The enhancement of the passengers comfort and their safety are part of the constant concerns for car manufacturers. As a solution, the semi-active damping control systems have emerged to adapt the suspension features, where the road profile is one of the most important factors that determine the automotive vehicle performance. Because direct measurements of the road condition represent expensive solutions and, are susceptible to be contaminated, this paper proposes a novel road profile estimator that offers the essential information (road roughness and its frequency) for the adjustment of the vehicle dynamics by using conventional sensors of cars. Based on the Q-parametrization approach, an adaptive observer estimates the dynamic road signal, posteriorly, a Fourier analysis is used to compute online the road roughness condition and perform an ISO 8608 classification. Experimental results on the rear-left corner of a 1:5 scale vehicle, equipped with Electro-Rheological (ER) dampers, have been used to validate the proposed road profile estimation method. Different ISO road classes evaluate online the performance of the road identification algorithm, whose results show that any road can be identified successfully at least 70% with a false alarm rate lower than 5%; the general accuracy of the road classifier is 95%. A second test with variable vehicle velocity shows the importance of the online frequency estimation to adapt the road estimation algorithm to any driving velocity, in this test the road is correctly estimated 868 of 1,042 m (error of 16.7%). Finally, the adaptability of the parametric road estimator to the semi-activeness property of the ER damper is tested at different damping coefficients.

Index Terms—Road roughness, Semi-active suspension, Electro-rheological damper, Youla-Kučera parametrization.

I. INTRODUCTION

Because of the vehicle dynamics depend on tire/road contact forces and torques, the road profile is one of the most important factors that determine the vehicle performance and the automotive suspension design. The knowledge of the road profile (estimation or measurement) can be used to adapt the damping coefficient on active or semi-active suspension control systems to improve the ride comfort and handling of a car [1]–[4], such as the recent magic body control (look-ahead approach) in luxury cars of Mercedes-Benz™.

On the other hand, because in some cases the road geometries, irregularities and deformations are cause of vehicle collisions [5], whose associated rate of global mortality is around 2.2% according to the World Health Organisation (2013), car manufacturers use some road information to compute tire/road frictions, normal forces, etc. in order to increase the road holding through an electronic stability control.

Existing methods for estimating the road roughness are based either on visual inspections [2], [6] or on the use of a fully instrumented vehicle that can take direct measurements from road irregularities, e.g. profilographs [7] or profilometers [8]–[10], which commonly are used for road serviceability and road maintenance and are independent of the type of survey vehicle and of the profiling speed; the problem is that both methodologies are extremely expensive to be implemented and require a specialized operation, i.e. knowledge for sensors location, signal processing, etc. Moreover, during winter seasons with snowy environments, laser sensors are impractical. To overcome these drawbacks, methods with low cost instrumentation capable to be implemented on a fleet of vehicles have gained importance, e.g. road estimators based on accelerometers that are rugged, easy to mount and process.

Recently, [11] proposed a road roughness estimator based on standard vehicle instrumentation (acceleration measurements) easy to implement; however, the road estimation algorithm depends on a specific frequency, i.e. the approach is designed for a constant vehicle velocity and the result is not ensured when the velocity changes. Similarly, a road estimator based on the Fourier transform of the road, at constant vehicle velocity, is proposed in [1]. In [12] the road roughness is estimated at variable velocity by using different standardized roads (ISO 8608), but the ANN-NARX estimator could demand many computational resources for an online estimation; similarly [13] proposed an ANN for the road profile estimation by using 7 acceleration measurements as input vector, but for achieving a good classification, the vehicle behavior under each ISO road profile must be used in the learning phase. In [14] a sliding mode observer is proposed to estimate the road profile using a vehicle model of 16 degrees-of-freedom, by showing good simulation results; however, the complexity of the model, the extensive measurement vector (12 signals, including the heave, roll, pitch and yaw motions) and the assumption of constant vehicle velocity compromise its real time implementation. A Kalman filter is used to estimate the road input of an augmented Quarter of Vehicle (QoV) state space model in [15]; however, the road inclusion in the state vector is assumed as a quadratic signal and compromises the adaptation to the vehicle velocity, indeed the ISO 8608 establishes that real roads follow a sum of sinusoidal waves.
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Also, sophisticated road estimation methods have emerged; for instance, in [16] a road roughness monitoring system is proposed by using a Bayesian estimator that performs at variable velocity but, a priori information of the road is required. A novel approach based on the cross-entropy method that employs Monte Carlo simulations is proposed in [17] to obtain the optimal road profile estimation by using the sprung and unsprung mass accelerations; however this technique is practically impossible to implement for automotive suspension control purposes because the optimum requires too much computing time, e.g. 5 hours to estimate 100 m of road roughness. The use of microphones to measure the tire noise, in addition with acceleration measurements, allows the road profile classification [18]; however, a robustness study is needed because of the susceptibility of signal contaminations, the implementation of this strategy on a fleet of vehicles is imminently compromised.

By using classic and cheap car sensors (accelerometers), in [4] is proposed a road roughness estimator adaptive to the vehicle velocity based on an $H_{\infty}$ robust observer. Although the approach is feasible for a real time implementation, a state-space representation with knowledge on the vehicle parameters is needed. In order to reduce the computing cost and minimize the implementation complexity, in this paper the Youla-Kučera (YK) parametrization approach is used to estimate the road profile by considering an internal model of the disturbance into the observer through adjusting a parameter vector. The parametric adaptive algorithm used to estimate the road profile is inspired on the tracking control proposed to the disturbance rejection [19]–[21]. Once the road disturbance is estimated, an online Fourier analysis allows the road roughness estimation by using a fundamental frequency estimation module. Experimental results on a 1:5 scale vehicle have been used to evaluate the proposed road profile estimation method; for simplicity, a QoV is used as survey case. Several ISO 8608 road profiles, at different vehicle velocities, with diverse Electro-Rheological (ER) damping coefficients validate the feasibility of the proposed road profile estimation method to be implemented on real time.

The outline of this paper is as follows: in the next section, the design of the proposed road profile estimator is described. Section III illustrates the experimental-study platform; while the results are discussed in section IV. Concluding remarks are presented in section V. All variables of this study are defined in Table I.

## II. ROAD PROFILE ESTIMATION ALGORITHM

Before the decomposition of the road profile signal in frequency and amplitude to determine its roughness level, the estimation of the unknown transient response of the road is performed trough a parametric adaptive algorithm. Posteriorly, an online ISO 8608 road classification is possible by using the Power Spectral Density (PSD) of the estimated roughness.

### A. Parametric Adaptive Observation of Road Disturbances

Inspired on a regulation control scheme, it is possible to estimate the road disturbances which theoretically must be compensated. This paper makes use of the internal model principle [19] and the YK parametrization (known also as the Q-parametrization) to adjust a parametric vector $Q(z^{-1})$ that allows the online road estimation. Figure 1 illustrates a block diagram of the adaptive parametric observer using the Q-parametrization approach, the polynomials $R_0(z^{-1})$ and $S_0(z^{-1})$ represent a central controller which respects the reference-servo performances [22].

Because the road profile is deduced from the available car measurements, the observability condition must be guaranteed. In [15] is verified that the QoV model is fully observable when the sprung mass acceleration, suspension deflection or a combination between them is considered as measurement vector; even if the road disturbance model is a sum of sinusoidal waves, the Gilbert observability criterion assures full observability. In this study, the sprung mass position is considered as output vector ($y = z_s$) because has a softer transient response (more damped) than the sprung mass acceleration $\ddot{z}_s$ and offers sufficient information for a fully

### TABLE I  
**DEFINITION OF VARIABLES.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha, \beta$</td>
<td>Terms of the Fourier series</td>
<td>-</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Dirac impulse function, disturbance model input</td>
<td>-</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Adapting error in the Q-parametrization</td>
<td>m</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Adapting parameters</td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Forgetting factor in the adaptive algorithm</td>
<td>-</td>
</tr>
<tr>
<td>$A_{sr}$</td>
<td>Road profile amplitude</td>
<td>m</td>
</tr>
<tr>
<td>$c_r$</td>
<td>Roughness coefficient according to the ISO 8608</td>
<td>m m $^{-1}$</td>
</tr>
<tr>
<td>$d$</td>
<td>Integer time delay of the internal model</td>
<td>-</td>
</tr>
<tr>
<td>$e$</td>
<td>Estimation error</td>
<td>m</td>
</tr>
<tr>
<td>$F_r$</td>
<td>Adaptation gain</td>
<td>-</td>
</tr>
<tr>
<td>$F_{ER}$</td>
<td>Electro-Rheological damping force</td>
<td>N</td>
</tr>
<tr>
<td>$f_0$</td>
<td>Critical spatial frequency</td>
<td>m cycles</td>
</tr>
<tr>
<td>$f_s$</td>
<td>Sampling frequency</td>
<td>Hz</td>
</tr>
<tr>
<td>$f_{sr}$</td>
<td>Road profile frequency</td>
<td>Hz</td>
</tr>
<tr>
<td>$G_u$</td>
<td>Discrete transfer function of $y$ vs $u$</td>
<td>-</td>
</tr>
<tr>
<td>$J$</td>
<td>Error function cost</td>
<td>-</td>
</tr>
<tr>
<td>$P$</td>
<td>Characteristic polynomial of closed loop</td>
<td>-</td>
</tr>
<tr>
<td>$P_c$</td>
<td>Probability of correct classification</td>
<td>-</td>
</tr>
<tr>
<td>$P_t$</td>
<td>Probability of false alarms</td>
<td>-</td>
</tr>
<tr>
<td>$S_y$</td>
<td>Output sensitivity function</td>
<td>-</td>
</tr>
<tr>
<td>$S_{sr}$</td>
<td>Power spectral density of the road roughness</td>
<td>m $^{-1}$</td>
</tr>
<tr>
<td>$T_f$</td>
<td>Time window in the frequency estimation module</td>
<td>s</td>
</tr>
<tr>
<td>$T_s$</td>
<td>Sampling time</td>
<td>s</td>
</tr>
<tr>
<td>$u$</td>
<td>Road disturbances in the Q-parametrization</td>
<td>m</td>
</tr>
<tr>
<td>$v_u$</td>
<td>Longitudinal vehicle velocity</td>
<td>m/s</td>
</tr>
<tr>
<td>$w$</td>
<td>Adaptation vector in the Q-parametrization</td>
<td>m</td>
</tr>
<tr>
<td>$y$</td>
<td>Output vector in the Q-parametrization</td>
<td>m</td>
</tr>
<tr>
<td>$z_{de,f}$</td>
<td>Damper piston deflection</td>
<td>m</td>
</tr>
<tr>
<td>$z_r$</td>
<td>Road profile</td>
<td>m</td>
</tr>
<tr>
<td>$z_s$</td>
<td>Vertical position of the sprung mass</td>
<td>m</td>
</tr>
<tr>
<td>$z_a$</td>
<td>Vertical acceleration of the sprung mass</td>
<td>m/s $^2$</td>
</tr>
<tr>
<td>$z_{ua}$</td>
<td>Vertical position of the unsprung mass</td>
<td>m</td>
</tr>
<tr>
<td>$z_{as}$</td>
<td>Vertical acceleration of the unsprung mass</td>
<td>m/s $^2$</td>
</tr>
<tr>
<td>$A \in \mathbb{R}^{n_A}$</td>
<td>Denominator polynomial of the internal model</td>
<td>-</td>
</tr>
<tr>
<td>$B \in \mathbb{R}^{n_B}$</td>
<td>Numerator polynomial of the internal model</td>
<td>-</td>
</tr>
<tr>
<td>$D \in \mathbb{R}^{n_D}$</td>
<td>Denominator coprime polynomial in disturbance model</td>
<td>-</td>
</tr>
<tr>
<td>$N \in \mathbb{R}^{n_N}$</td>
<td>Numerator coprime polynomial in disturbance model</td>
<td>-</td>
</tr>
<tr>
<td>$Q \in \mathbb{R}^{n_Q}$</td>
<td>Adaptive parameter vector in the observer</td>
<td>-</td>
</tr>
<tr>
<td>$R_0 \in \mathbb{R}^{n_R}$</td>
<td>Polynomial in the central regulation controller</td>
<td>-</td>
</tr>
<tr>
<td>$R \in \mathbb{R}^{n_R}$</td>
<td>Polynomial of a stable controller</td>
<td>-</td>
</tr>
<tr>
<td>$S_0 \in \mathbb{R}^{n_S}$</td>
<td>Polynomial in the central regulation controller</td>
<td>-</td>
</tr>
<tr>
<td>$S \in \mathbb{R}^{n_S}$</td>
<td>Polynomial of a stable controller</td>
<td>-</td>
</tr>
</tbody>
</table>
where $S(z^{-1}) = S_0(z^{-1}) - z^{-d}B(z^{-1})Q(z^{-1})$ belongs to the family of stable controllers, in the $Q$-parametrization, that assign the closed loop poles defined by (3). On incorporating the internal model of the disturbance into the polynomial $Q(z^{-1})$, is established the diophantine equation [19]:

$$S_0(z^{-1}) - z^{-d}B(z^{-1})Q(z^{-1}) = S'(z^{-1})D(z^{-1})$$  \hspace{1cm} (7)$$

such that,

$$y(k) = \frac{S'(z^{-1})A(z^{-1})N(z^{-1})\delta(k)}{P(z^{-1})}$$  \hspace{1cm} (8)$$

whose unique solution for $Q$ and $S'$ allows to define a reference output model that implements a perfect disturbance rejection [19]–[21].

For this application problem, the road disturbance is a time-varying signal (in frequency and amplitude) and an adaptation of the internal model is needed to match the actual disturbance. Thus, the adaptation error is given by:

$$e(k) = y(k) - \hat{y}(k)$$  \hspace{1cm} (9)$$

Because $y(k)$ and $\hat{y}(k)$ can be represented by the parametric vector $Q(z^{-1})$ and $\hat{Q}(z^{-1})$ respectively using (6), the adaptation error (9), after some mathematical manipulations, becomes:

$$e(k) = \left[Q(z^{-1}) - \hat{Q}(z^{-1})\right]H(z^{-1})A(z^{-1})u(k)$$  \hspace{1cm} (10)$$

where $H(z^{-1}) = \frac{z^{-d}B(z^{-1})}{P(z^{-1})}$. Because in practice there is no information about the unknown optimal parameter $Q(z^{-1}) = \\theta_0 + \theta_1z^{-1} + \ldots + \theta_nQz^{-nQ}$ [20], the adaptation error $\epsilon$ proposed in [19] represents a solution to minimize the disturbance propagation, such that:

$$e(k) = \frac{S_0(z^{-1}) - z^{-d}B(z^{-1})\hat{Q}(z^{-1})}{P(z^{-1})}w(k)$$  \hspace{1cm} (11)$$

where $w(k)$ represents the effect of the road disturbance into the system output $y(k)$ coming from an output sensor, and it is given by:

$$w(k) = A(z^{-1})e(k) + z^{-d}B(z^{-1})u(k)$$  \hspace{1cm} (12)$$

By expressing the adaptation error $\epsilon$ directly in terms of the adaptation coefficients $\mathbf{\theta}$, (11) can be rewritten as:

$$e(k) = \frac{S_0(z^{-1})}{P(z^{-1})}w(k) - \mathbf{\hat{\theta}}^T\psi(k)$$  \hspace{1cm} (13)$$

where $\psi(k) = \begin{bmatrix} 1 & z^{-1} & \ldots & z^{-nQ} \end{bmatrix}^T H(z^{-1})w(k)$. By using a gradient algorithm to minimize the error function cost $J = \frac{1}{2}e^2(\hat{\theta})$, the parametric adaptation law is:

$$\dot{\mathbf{\theta}} = -\epsilon \frac{\partial e}{\partial \mathbf{\theta}} = -\mathbf{\epsilon} \cdot \psi$$  \hspace{1cm} (14)$$

In order to make $J$ small, the adaptation algorithm performs in the direction of the negative gradient with a velocity of adaptation $F$ [20], such that in discrete time the adaptation law becomes:

$$\hat{\mathbf{\theta}}(k+1) = \hat{\mathbf{\theta}}(k) + F\epsilon(k)\psi(k)$$  \hspace{1cm} (15)$$
From (12) and applying the YK parameterization, the adaptive estimation of the unknown road disturbance $\hat{z}_r(k) = \hat{u}(k)$ is given by:

$$\hat{u}(k) = \frac{1}{S_0(z^{-1})} \left[ \hat{Q}(z^{-1})w(k) + R_0(z^{-1})e(k) \right]$$

where $\phi(k) = \left[ 1 \ 1-z^{-1} \ldots \ z^{-nQ} \right] w(k)$. The adaptation gain must be chosen to increase the convergence time of the parameters but with sensitivity to noise around the optimum [22]; generally at the beginning of the algorithm, the gain is enough big and then is decreased. Based on a robust stability analysis with proof in [20], the adaptation gain is given by:

$$F(k+1) = \frac{F(k)}{\lambda + \psi^2(k)\psi(k)}$$

where $\lambda$ is the forgetting factor to weight older gain values.

In the narrow-band disturbance rejection problem, the parameter vector $\theta$ allows the determination of the disturbance frequency straightforwardly by $f_{z_r} = f_s \arccos(-\theta_1/2)$ where $f_s$ is the sampling frequency [20], [23], i.e. two coefficients in $\tilde{Q}$ are enough to characterize the frequency of an unknown sinusoidal disturbance. However, because the road profiles are composed by an indeterminate series of sinusoidal waves, the online estimation of the road frequency through the parameter vector $\theta$ is complex. Thus, a frequency estimation module based on the effective value of the road profile is considered.

B. Road Roughness Estimation and Classification

With the estimations of frequency and amplitude of the road disturbances, it is possible to define the standard type of road profile on which the vehicle is driven.

1) Frequency estimation of the road profile: According to the ISO 8608, a road profile satisfies a sinusoidal wave whose frequency depends on the vehicle velocity and road quality. Thus, by assuming an harmonic motion in the road, this unknown input could be represented by a sum of sinusoidal waves of the form:

$$z_r(t) \approx A_{z_r} \cdot \sin(2\pi \cdot f_{zr} \cdot t)$$

$$\dot{z}_r(t) \approx 2\pi \cdot f_{zr} \cdot A_{z_r} \cdot \cos(2\pi \cdot f_{zr} \cdot t)$$

where there is no feasible prior information of the road frequency $f_{zr}$, which depends on: 1) the road surface (number of waveforms), 2) tire dynamics and 3) vehicle velocity. In [24], it is shown that a sum of two or more sinusoidal waveforms with different amplitudes and frequencies can be obtained by the effective RMS value; thus, the road profile frequency can be estimated by the RMS values of the road disturbance computed by (16) and its numerical differentiation $f'(\dot{z}_r)$, such that:

$$f_{zr}(k) = \sqrt{f'(\dot{z}_r)^2(k) + f'(\dot{z}_r)^2(k-1) + \ldots + f'(\dot{z}_r)^2(k-n)} / \left[ z_r^2(k) + z_r^2(k-1) + \ldots + z_r^2(k-n) \right]$$

where $n$ is the number of samples in a time window which guarantees at least 2 cycles of the estimated frequency [25].

2) Amplitude estimation of the road profile: By using a Fourier analysis in discrete time of the estimated road signal $\hat{z}_r$ over a running window of one cycle of its fundamental frequency, it is possible to estimate the magnitude of the road by:

$$A_{z_r}(k) = \sqrt{\alpha^2(k) + \beta^2(k)}$$

where the terms of the Fourier series, related to the fundamental component, are:

$$\alpha(k) = \frac{1}{N} \sum_{n=0}^{N-1} \hat{z}_r(n) \cos \left( 2\pi \cdot f_{zr} \cdot nk \right)$$

$$\beta(k) = \frac{1}{N} \sum_{n=0}^{N-1} \hat{z}_r(n) \sin \left( 2\pi \cdot f_{zr} \cdot nk \right)$$

The on-line estimated frequency $f_{zr}$ is the fundamental frequency of the road over the running window, i.e. $N = 1/f_{zr}$. Thus, the estimations of the frequency and amplitude of the road disturbances are used to monitor its roughness. The roughness Power Spectral Density (PSD) function, $S_{z_r}(f_{zr})$, is used to characterize a road in the frequency domain, [26]:

$$S_{z_r}(f) = \frac{\hat{A}^2}{2\Delta f}$$

where $\Delta f$ is defined by the frequency range of interest. By using the limits of roughness for each type of standard road, defined by the ISO 8608, it is performed an online classification of the road on which the vehicle is driven. The thresholds are computed by using the vehicle velocity and the PSD of each road based on the limit of the roughness coefficient $(c_r)$ associated with the pavement quality. The lower/upper control limits for each road profile are given by:

$$S_{z_r\cdot T}(f_{zr}) = \frac{c_r}{v_x} \cdot \left( \frac{f_{zr}}{f_0-v_x} \right)^{n_r} \ [m^2/Hz]$$

where $f_{zr}$ is the on-line estimated frequency by using (20), $f_0$ is the critical spatial frequency made equal $1/2\pi$ cycles/m, $v_x$ is the longitudinal vehicle velocity and $n_r$ is a dimensionless constant related to the road waves [27]; for disturbances with high wave length (greater than 6 m) $n_r > 2$ [28]. Table II shows the $c_r$ coefficient used to define the thresholds of different ISO roads in the road identification algorithm.

<table>
<thead>
<tr>
<th>Type of Road</th>
<th>Class</th>
<th>Lower $c_r$</th>
<th>Upper $c_r$</th>
<th>$n_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth runway</td>
<td>A</td>
<td>1.6 x 10^{-4}</td>
<td>3.2 x 10^{-6}</td>
<td>3.8</td>
</tr>
<tr>
<td>Smooth highway</td>
<td>B</td>
<td>3.2 x 10^{-7}</td>
<td>1.2 x 10^{-6}</td>
<td>3.5</td>
</tr>
<tr>
<td>Highway with gravel</td>
<td>C</td>
<td>1.2 x 10^{-6}</td>
<td>5.1 x 10^{-6}</td>
<td>2.1</td>
</tr>
<tr>
<td>Rough runway</td>
<td>D</td>
<td>5.1 x 10^{-6}</td>
<td>2.0 x 10^{-5}</td>
<td>2.0</td>
</tr>
<tr>
<td>Pasture</td>
<td>E</td>
<td>2.0 x 10^{-5}</td>
<td>8.2 x 10^{-5}</td>
<td>2.0</td>
</tr>
<tr>
<td>Plowed field</td>
<td>F</td>
<td>8.2 x 10^{-5}</td>
<td>3.3 x 10^{-4}</td>
<td>1.6</td>
</tr>
</tbody>
</table>

III. EXPERIMENTAL SYSTEM: VEHICLE 1:5 SCALE

The experimental platform is composed by a host computer that is used to design and develop the proposed road profile estimation algorithm in Matlab/Simulink™. The host computer is communicated by a target computer by ethernet to run the Simulink™ development in real-time with a xPC Target.
sensors, actuators and their drivers

Matlab/simulink xPC Target, DAQ cards

In this experimental implementation, the transfer function $G_p(z^{-1})$, eq. (1), which describes the vertical dynamics of the vehicle with respect to (w.r.t.) the road disturbances, is obtained by the ARX model identification given by:

$$y(k) + a_1 y(k-1) + \ldots + a_n_A y(k-n_A) = b_1 u(k-d-1) + \ldots + b_{n_B} u(k-d-n_B) + \eta(k)$$

where $\eta(k)$ is the error between the experimental data and the model. In the identification process using least squares, $y(k)$ is the sprung mass position obtained from measurements as $z_s = z_{def} + z_{us}$ and $u(k)$ is the road profile measurement used as reference. Experimental data of different road sequences were used in the identification procedure, by considering a semi-active force at different damping coefficients. Figure 4 illustrates the identification performance of the parametric model $G_p(z^{-1})$, when the car passes on a road disturbance with soft roughness (type B, ISO 8608) and high roughness (type E, ISO 8608) at the same level of damping force in the ER shock absorber.

Figure 5 schematizes the real time validation of the proposed road profile estimation algorithm. The $Q$-parametrization allows the adaptive estimation of the road disturbance, and posteriorly this signal is used to determine its roughness and perform an ISO road classification.

IV. RESULTS

Different experiments were used to analyze the performance of the proposed road profile estimation strategy. Firstly, results of the $Q$-parametrization algorithm to estimate the road disturbances are discussed, a forgetting factor $\lambda = 1$ was used. Posteriorly, results of the road roughness estimation are presented through a classification analysis.
A. Performance of the Parametric Adaptive Observer of Road Disturbances

Test #1: Sinusoidal disturbance, passive car suspension:
In this test, a sinusoidal wave at constant frequency (7 Hz) is considered as road signal, and the automotive suspension system is at passive mode (without actuation). Figure 6a illustrates that the parametric adaptive algorithm allows a very accurate road estimation by using only two parameters in the $Q$ vector, as it is established in [20], [23]. Indeed, in around three seconds the parameters achieve their convergence value, Fig. 6b, by using a higher adaptation gain at the beginning of the algorithm which decreases once the $Q$-parameters values are being adapted, Fig. 6c. Note in Fig. 6a that meanwhile the parameter vector $Q$ is online adapted, the amplitude of the road signal is increasing until achieve the real value (10 cm).

Test #2: Abrupt disturbances, semi-active car suspension:
The road signal is composed by a series of five bumps in this test, which are considered abrupt impulse disturbances. Figure 7a shows that the road is well estimated by the $Q$-parametrization; only a small overshoot in the negative crests is presented, because the vehicle dynamics (e.g. $z_s$) has this behavior due to the rebound damping effect. As a sinusoidal wave, two parameters $\theta$ are enough in the parametric adaptive algorithm to estimate these kind of disturbances. Figure 7b illustrates that at time when the bumps occur, the parameters are online readapted.

It is important to say that in this case, the sprung mass position $z_r$ used in the $Q$-parametrization, is result of the closed loop transient response of the semi-active suspension control system, e.g. using the classical Sky-Hook control approach. Thus, the controller output does not affect the parametric adaptive algorithm; although the damping coefficient modifies the vehicle dynamics, the transfer function $G_y(z^{-1})$ between the sprung mass position and the road includes the effect.
of sinusoidal waves, twelve $Q$-parameters are used in the parametric adaptive algorithm, Fig. 8c. All of them, quickly reach their convergence values (before 3 seconds), using a sufficiently high adaptation gain $F$ as initial value, Fig. 8d, bounded by $2 \left[ \psi(k) \psi(k) \right]^{-1}$ [20]. The number of parameters in the vector $Q$ was obtained experimentally because it is completely unknown the number of waves that determine the road profile, their frequency and their contribution to the road roughness. In this study, 12 parameters represent the sum of six sinusoidal waves and the addition of more parameters is not justified by the obtained estimation performance.

On the other hand, considering only two $Q$-parameters in the adaptive algorithm, it is not possible to represent the road profile disturbance. Figure 9a shows that the estimation result with $nQ = 2$ is very poor, even the estimated disturbance reaches until 5 cm of height when the real data do not overshoot neither 1.5 cm; also it is possible to see that the estimated signal has more frequency contents than the real one. In contrast, with $nQ = 12$ the estimated disturbance follows correctly the experimental signal in frequency and amplitude.

Test #4: A random sequence of road profile disturbances (at constant vehicle velocity), semi-active car suspension: This test allows the evaluation of the $Q$-parametrization to adapt the disturbance estimation along a random road sequence among different ISO roads. The random sequence has a duration of 260 s at constant vehicle velocity ($v_x = 30$ Km/h), i.e. representing around 2,167 m of path; the suspension system is semi-active at constant damping (without controller). Figure 10a illustrates the road estimation result; the circles show an enlargement of the $Q$-parametrization performance at different ISO roads, in all cases the estimation follows the experimental road signal, used as reference.

Figure 10b displays the online adaptation of the parameter vector $Q$. Note in this plot that at the beginning of the adaptive algorithm (during the road type A), the parameters converge almost to the same value; then, all parameters values are adapted again and dispersed when the car passes on a rougher road (type D). Posteriorly, the parameter vector maintains almost constant values because the next roads have less roughness that the road D. When the car is driven on the road E at $t = 100$ s, the parameters are adapted again with more dispersion and much more even when the road F is present at $t = 138$ s. From $t = 160$ to 250 s, the path is less rough than the road F and consequently the current parameter vector $Q$ can estimate correctly these disturbances without a readaptation. Finally, when occurs again the road F at $t = 250$ s, the parameters are slightly modified.

B. Road Roughness Estimation

In order to perform the Fourier analysis used in the roughness estimation, it is necessary firstly the computing of the road frequency considered as the fundamental frequency in the Fourier series. With the estimated road disturbance by the $Q$-parametrization and its numerical differentiation, the road frequency was estimated by using eq. (20). Figure 11 shows the effect of the time window $T_f$ to compute the discrete RMS values in the frequency estimation module. In this study, a chirp road signal of 5 mm of amplitude with stepped frequency from 1 to 12 Hz was used, Fig. 11a, each frequency has a period of 10 s. Experimentally has been
validated that a time window of $T_f = 1$ s, with a sampling frequency of 200 Hz, is the best period to compute the frequency of the road disturbances. Figure 11b displays the estimated frequency with $T_f = 0.5$ s (100 samples in the time window), note that with this window length, the frequency estimation module has drawbacks to represent frequencies greater than 5 Hz, e.g. the enlargement graph at 11 Hz shows that the estimation does not reach the real frequency, and the signal is not stable; moreover, in some cases the estimated frequency overshoots the real frequency value, as the enlargement graph at 3 Hz. On the other hand, with $T_f = 1$ s (200 samples in the time window), the frequency is correctly estimated along the frequency range of interest, Fig. 11c, and it is not necessary to increase the time window size.

It is important to say that the addition of time delay caused by the frequency estimation (in this case, 1 s) is negligible for a suspension controller during normal driving over a continuous rough road, such as as an ISO 8608 road.

Figure 12 illustrates the capability of the frequency estimation module to determine the frequency of a sum of sinusoidal waves. In this case, three sine waves compose the road disturbances, which have the same amplitude but different frequency: 3, 8 and 12 Hz. Figure 12b shows that after 1 s (length of time window), the estimated frequency is around the arithmetic average of the three periodic waves. Similar results are obtained when the sine signals have different amplitudes.

With the estimated frequency, the road roughness estimation was performed through a Fourier analysis. In this survey, a classification analysis is used to quantify the performance of the road estimation algorithm in real time. Two experiments with ISO 8608 road profiles were used in this study.

Test #1: Random sequence of ISO road profiles (at constant vehicle velocity), semi-active car suspension: This test corresponds to the test #4 in the $Q$-parametrization evaluation. By using the estimated road signal, illustrated in Fig. 10a, and its frequency estimation, the on-line road roughness estimation outcome is presented in Fig. 13a by considering the $\log$ operator on $S_{zr} \times f_{zr}$, additionally the thresholds $S_{zr}^{r_{TH}}$, which are computed online by using the limits of $c_r$ for each road, eq. (24), are used to obtain the road classification result displayed in Fig. 13b. The computation of the PSD road roughness uses the $RMS$ value of $\hat{A}_{zr}(k)$ in a time window of 1 s in order to have a softer road identification outcome (blue solid line in Fig. 13a).

Figure 13b shows qualitatively that in general, all roads are well classified only with some misclassifications among the neighbors roads. In order to determine a quantitative performance, each road was studied individually by a binary
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Fig. 13. Online estimation of road roughness, and classification outcome.

classifier system (i.e. a two-class classification problem: positive or negative result). Figure 14 illustrates the basic concept of a confusion matrix used to determine the evaluation metrics of the road classifier.

Fig. 14. Confusion matrix of the test outcome of a classifier.

where, for each road class there exist four classification outcome states:

- True Positive (TP). The road is well classified.
- False positive (FP). It is the error type I, the road is identified in the outcome but experimentally the reference is negative.
- False Negative (FN). It is the error type II, experimentally the road occurs but in the outcome is not identified.
- True Negative (TN). The road, correctly, is not classified because it is not present.

By using these outcome states, it is possible to determine the stronger metrics of a classifier: (1) the sensitivity degree of the classifier for each road, i.e. probability of correct classification Pc, (2) the specificity degree associated to the probability of false alarm Pfa, and the accuracy degree that quantifies the general performance of the classifier. On plotting the sensitivity vs specificity degree, named Receiver Operating Characteristic (ROC) curve, it is possible to quantify the performance of the classifier; the best possible result of classification generates a point in the upper left corner or coordinate (0,1) of the ROC space, representing 100% sensitivity (no false negatives) and 100% specificity (no false positives).

With the use of the confusion matrix, it was determined the probability Pc and Pfa for each ISO road profile, and posteriorly it was built the ROC space in the classifier. Figure 15 shows that the classification outcome for all ISO roads was successful, all points are above the diagonal which represents a random outcome. Indeed, the classification outcome for all roads presents a probability of correct classification greater than 70% with minimal false alarm rate (Pfa lower than 8%). Table III shows that the accuracy degree of the classifier, in general, is greater than 90% for all road classes, the easier roads to classify are the type A and F.

![ROC curve for the classification of ISO 8608 road profiles.](image)

**TABLE III**

<table>
<thead>
<tr>
<th>Road profile</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy degree (%)</td>
<td>98.7</td>
<td>94.7</td>
<td>90.5</td>
<td>90.8</td>
<td>96.6</td>
<td>99.5</td>
</tr>
</tbody>
</table>

Test #2: Rough road profile at variable vehicle velocity, semi-active car suspension: This test is used to evaluate the adaptation of the road estimation algorithm to the vehicle velocity. Firstly the car is driven on the road A at low velocity (30 Km/h) and after 15 s, the vehicle passes on the road D at the same velocity; posteriorly, at t = 45 s, a step increment of the vehicle velocity (from 30 to 80 Km/h) is considered keeping the same road class D. Figure 16a shows that at both velocities, the estimation of the road profile through the Q-parametrization correctly follows the road measurement. Note in Fig. 16a that when the vehicle is driven at greater velocity, the road frequency is increased but the amplitude is maintained. The online estimation of the PSD road roughness is inside the road type D area independently of the vehicle velocity (30 or 80 Km/h), Fig. 16b. Indeed, the classification outcome in Fig. 16c shows the same misclassification degree from the reference at 30 or 80 Km/h. Figure 17 shows the performance of the classification outcome in this test, the classifier has an accuracy degree of 83.30%, i.e. the road was well classified during 62 of 75 s (868 m of the total path, 1,042 m). The probability of classification is around 78% with a negligible probability of false alarms (Pfa = 0.2%).

The obtained experimental results support the effectiveness of the proposed road profile estimation algorithm, in comparison with other published approaches. For instance, in [11] the “simulation” results are highly accurate when the vehicle speed is equal to the used calibration speed in the algorithm; however, the error begins to increase considerably when the
model of this disturbance into the observer through adjusting a parameter vector. The estimated transient response of the road is used to extract its frequency and amplitude in order to compute online the road roughness by performing a Fourier analysis. A road classification algorithm, according to the power spectral density of the road roughness estimation, is used to determine in real time the road on which the car is driven.

The rear-left corner of an experimental car of 1:5 scale has been used to evaluate in real time the proposed approach. Experimental results show that the parametric estimation of the road is adaptive to the damping level in the semi-active shock absorber and, to the roughness level in the road irregularities. The adaptation reaches the optimal $Q$-parameters in less than 3 s. Also, experimentally it was analyzed the sensitivity of the number of parameters in the $Q$ vector to estimate standardized road disturbances (ISO 8608). A time window of 1 s guarantees the online estimation of the road frequency, which it is considered as the fundamental component in the Fourier series, making to the proposal adaptive to the vehicle velocity.

Two experimental tests have been performed to validate the road roughness estimation. In the first test, a random sequence of 6 different ISO road profiles is used to evaluate the performance of the road estimation algorithm through a classification study. All roads showed a probability of correct identification greater than 70% with minimal false alarm rate (lower than 8%), the general accuracy of the road classifier was 95% (i.e. good estimation during 247 of 260 s). The second test was performed with the same road quality (type D) at two different vehicle velocities (30 and 80 Km/h) to validate the online adaptation of the approach to the vehicle velocity. The road estimation error was 16.7%, this means a good estimation during 62 of 75 s, i.e. 868 m of the total path of 1,042 m.

A future work consists on develop a semi-active suspension controller with online road adaptation, capable to manage the tradeoff between comfort and road holding, and experimentally validated on the 1:5 scale car.
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