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Validation of a near-body and off-body grid partitioning
methodology for aircraft aerodynamic
performance prediction

David HUE, Ludovic WIART, Elie GOURNAY?, Olivier ATINAULT*,
Stéphanie PERONPascal RAUB, Christophe BENOIT, and Julien MAYEUR
ONERA-The French Aerospace Lab, 92190 Meudon, France

This article describes a methodology based on oveitsgrids that enables to simplify and
shorten the mesh generation process for aircraft edigurations. It is based on the key-
concept of partitioning the computational domain: he near-body areas are meshed by a set
of body-fitted structured grids while the off-body domain is meshed by an automated octree-
based Cartesian grid approach. This state-of-thera combination allows to consider a
complex configuration as the sum of simple elementsuch as fuselage, wing, winglets,
tailplanes... As a consequence, the method exhibiseveral decisive advantages: easiness,
flexibility, rapid implementation, Cartesian grid adaptation... In order to apply and validate
the overall approach, a well-known configuration, he NASA Common Research Model, has
been chosen. It is an open geometry representatieé current wide-body commercial aircraft
which has been used in the international Drag Predtion Workshops. In this paper, the
complete building of two sets of overset grids ise$cribed. Then, for near-field and far-field
drags as much as for local analyses, the results tamed with this new overset strategy are
compared to the data produced by the common point-atched Drag Prediction Workshop
grids and a very satisfactory agreement is observedMoreover, some advantages of

Cartesian grid adaptation are highlighted.
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alpha

AR

CDf
CDff
CDi
CDnf
CDp
CDsp
CDv
CDvwp
CDw
Cf
CL
CM
Cp
Ma
Re
Sef

u, v, w

Nomenclature

angle of attack

aspect ratio

wing span

wing chord

friction drag coefficient
far-field drag coefficient
lift-induced drag coefficient
near-field drag coefficient
pressure drag coefficient
spurious drag coefficient
viscous drag coefficient
viscous pressure drag coefficient
wave drag coefficient

skin friction coefficient

lift coefficient

pitching moment coefficient
pressure coefficient

Mach number

Reynolds number
reference surface area

X, 'Y, Z velocity components
normalized first cell height
fraction of wing span

subscript for freestream state value



[. Introduction

OMPUTATIONAL Fluid Dynamics (CFD) has successfufyown over the past decades, in particular for
C:aircraft design. Since Reynolds-averaged Naviekeé®dRANS) simulations are nowadays performed withi
an acceptable time frame, configurations that enellsted tend to become more and more complex,Ning

bodies in relative motion or with geometrical dital hus, the mesh generation process for indliswigfigurations
still remains challenging; it is time-consuming aeduires very specific skills.

For that matter, overset grid methods, also knosv€limera approaches [1], have been used for meamg yn
the CFD community as a means to reduce the mestrg@n effort, in particular for structured grif#53]. Then,
Cartesian grids have been introduced within thersmtegrid framework in order to mesh the off-bodymdin,
whereas near-body regions can be meshed by overtappabutting body-fitted grids extending to aghdistance
from body surfaces [4,5,6,7]. At ONERA, an octreesdéd Cartesian mesh generation and adaptation geas b
implemented in Cassiopée modules [8,9], enablingd@pt locally the Cartesian grid refinement tormzady grid
density levels. Once the near-body and off-body @iosrare meshed, the overset grid assembly cartiermed
prior to the CFD solver using packages such as desgi 0], Pundit [11], Suggar++ [12], and Cassiofgeor
within the CFD solver (Overflow [13EsA [14,15]).

In the present paper, this near-body/off-body npeestitioning of the computational volume is applestd each
element of the aircraft configuration (fuselagengui.) is meshed separately with the commercial softw
Pointwise [16]. Then, off-body adaptive Cartesiaitgare generated using the octree approach blailathe in-
house Cassiopée modules. Finally, overset gridn#ldyeis achieved using the module Connector of Dpse,
according to assembly rules between pairs of elesnfly,18]. All these tools used together allowgenerate
satisfactory meshes and then to perform the negepsa-processing within a short time frame. Fumtthare, along
the whole CFD procedure, from the meshing stefhéodomputation post-processing, only the CGNS foiisa
used, which clearly allows to simplify the user wor

Recently, several studies have been successfultiedaout with this ONERA meshing method [19,20,2lh]
order to demonstrate its capabilities in this &fithe NASA Common Research Model (CRM) used & ldtest

Drag Prediction Workshops (DPW-4/5) has been ch¢22h The CRM is an open geometry representative o



current wide-body commercial aircraft [23], for whia wealth of experimental and numerical datavailable.
This configuration has been deeply studied at ONERA25,26].

The paper is organized as follows: first, the CB&metry is briefly described. Then, the referegitds and
results from DPW-4 and DPW-5 will be presented;ythnégll be used for comparison purposes. The neat an
Cartesian off-body grid method in itself will bepained and the associated grids will be showra &hort section,
the ONERA CFD software used for the RANS computetiand post-processing will be described. Findheg,
results obtained by this innovative meshing stmategll be analyzed and commented. Some numerical

considerations involving multigrid techniques amidl g@daptation will be addressed.

II. The CRM as a Multi-Element configuration

A. CRM Geometry

In the context of DPW-4 and DPW-5 studies, the CRMg-body (WB) configuration has respectively been
used either with a Horizontal Tail Plane (HTP) dthaut. This relevant geometry was designed by e&SNA
Boeing Technical Working Group. As a result, theMCRas the following characteristics: conventiorakiwing
configuration, possible nacelle/pylon installatioshesign Mach number of 0.85, fuselage represeetabiv a
wide/body commercial aircraft. The reference geoynet defined by mean-aerodynamic charg 7.00532 m,
reference surface ar&@aef = 383.68956 m(full-model), half-sparb/2 = 29.38145 m, aspect ratkR = 9.0, and
moment centeXref = 33.67786 mYref = 0.0 m, andZref = 4.51993 m. In this study, the HTP setting isasv0°.

As mentioned in recent articles [27], studies earout by NASA in 2012 revealed that the experimlemodel
and the numerical geometry provided by the DPW Citaeenhave different wing twists at the design poin this
article, even if experimental data is used for s@wm@parisons, only the original wing of the DPW-&/# be used.

Fig. 1 shows the complete configuration.



Fig. 1 The Common Research Model in meters.

As it can be noticed, the CRM exhibited in Fig.dslta Vertical Tail Plane (VTP). The VTP geometrg hat
been provided by the DPW Committee: it has beeigded by the Applied Aerodynamics Department of GME
Indeed, with the authorization of NASA, the ONERAflanning to carry out test campaigns using its @RM
model. This configuration will be used as a refeeemodel for the largest ONERA wind tunnel (S1).this
context, the design of a VTP has been completeé Cbmputer-Aided Design (CAD) geometry of this new
element has been recently shared with NASA.

In Fig. 1, it can be observed that the originaMC&eometry already includes a functional area @nupper part
of the rear fuselage which perfectly correspondsht location of a VTP. This hollow partly competesathe
volume effect of the vertical tail on the fuselatgys mitigating local drag rise and flow sepamatiisk. The VTP
planform defined at ONERA has the following chaeaistics: projected surface of 56 m?, a root ctafrd.935 m, a
tip chord of 2.576 m, a leading edge sweep angld46°, and a trailing edge sweep angle of 22.25.8A
consequence, the VTP is about 10 meters high. @mcplanform has been set, a NACA-64A011 airfotiibiing
13.42% of relative thickness has been chosen tergén the three-dimensional (3D) shape. This &iifoi

considered as suitable for such purposes, having@mum thickness close to the mid chord.



B. CRM Element by Element

All the CRM elements (fuselage, wing, HTP at 0°,RyTmentioned in the former paragraph will be usethis
paper. As said previously, these basic pieces lvéllmeshed independently. To illustrate this apgro&ig. 2
exhibits the CRM breakdown: each element is coms@tiseparately. Moreover, as it can be noticednfeshing

purposes, a part of the fuselage surface will leel irs order to build the near-body grids of thecotblements.

z z

- o

Fig. 2 The CRM as a multi-element configuration.

I1l.  Reference Grids and Data

In order to compare and validate the results obthiwith the ONERA meshing approach presented i thi
article, some reference grids and data are requikednentioned in the introduction, the literatfmeusing on the
CRM is abundant. In the framework of the Drag Restalh Workshops, many grids and results have beadem
available for all the DPW community.

Concerning grids, the family of point-matched mhltick meshes provided by the DPW-5 Committee fer th
CRM wing-body configuration will be used [28]. Tkestructured grids have produced very satisfacesylts and
quite good agreement with the National Transonicilfsa (NTF) experimental data [25]. The different

characteristics of these meshes are indicatedbfeTa



Table 1 Common multi-block grids for the WB configuation

Level Name Number of cells (millions) Y*
L1 Tiny 0.64 2.00
L2 Coarse 2.16 1.33
L3 Medium 5.11 1.00
L4 Fine 17.25 0.67
LS Extra-Fine 40.89 0.50
L6 Super-Fine 138.02 0.33

Sizes of these grids range from 638,976 to 13881B3¢ells, exhibiting a grid size ratio of 216. Jtee O-type
grids obtained by an hyperbolic mesh generatiohdtaoting from a discretization of the surfacese(&ig. 3). They
are made of 5 structured blocks. Grid quality, ggd spacing, stretching ratio and grid orthogdgals well
controlled using this mesh generation method. Téight of the first cell next to the walbries fromY" = 2.00 for
the tiny grid toY" = 0.33 for the super-fine mesh. The mesh extegtésater than 100 mean-aerodynamic chords.
An illustration of the refinement levels is givem kig. 3. If the expected accuracy for drag préalicts below the
count (1 drag count £0™), the grid convergence study shown in [25] indésahat the fourth refinement level (L4

/ 17 million elements) is sufficient to evaluate therodynamic coefficients correctly.

T

Fig. 3 Common multiblock meshes: refinement levelsl, L3, L5.



Concerning reference data for the wing-body comfijan at the design poinMa = 0.85,Re = 5 millions,CL =
0.5), the experimental measurement in NTF [29] giaadrag level of 248 counts. However, as saidipusly, the
NTF model and numerical CAD have slightly differevihg twists. Furthermore, in the experiments, lzamizones
were present up to 10% chord while the DPW comjautatare fully turbulent. These discrepancies tjearpact
the agreement that can be achieved, as shown jnA2@ consequence, the closest reference datadahabe used
for this paper correspond to the numerical resabtained with the DPW-5 common grids described ab&ome of
these outcomes are presented in [25], they inchede-field and far-field components. Since the graverged
value of drag obtained by ONERA is equal to the GR&dian of all DPW-5 participants [30], the confide in the
following values can be considered as satisfactting expected total drag value for the CRM wingibod
configuration is 250 drag counts: 135 counts ekpure drag, and 115 counts of friction drag.

To evaluate the results which will be obtained wité Horizontal Tail Plane, the ONERA results ot in the
context of DPW-4 will be considered. The drag véoia observed in [24] when adding the HTP to thagabody
will be used as reference value. Moreover, the &ta, which includes test configurations with thig will also
be given.

Concerning the Vertical Tail Plane, as no datatexixday, the validation of results will have toitithe coming
ONERA test campaigns. Nevertheless, it is usebigdrticle for two reasons: first, to highlighetfiexibility of the

chosen mesh strategy and then to share this new &&fent with the community.

IV. Near-body and Cartesian Off-body Grids: an OversefApproach

A. Steps and Advantages of the Approach
Since the concept of near-body/off-body mesh paniitg of the computational domain is describecdthin
introduction, only the main steps are presented:her
1) A set of near-body structured grids is builtuard each element of the configuration by using chted
software. The grids defining the different elemantsy exhibit overlapping areas;
2) Off-body Cartesian grids are automatically gatext;

3) Overset grid assembly between overlapping gridained in steps 1 and 2 is completed.



This approach has several advantages:

1) Volume grids are obtained by extruding surfabatting grids defining each element, resultin@itype
or C-type meshes: no expertise is required to defie blocking of the whole configuration, as ibshl be done
when using transfinite interpolation method. Ascasequence, in comparison with a good-quality messhg a
structured classical multiblock approach, the ngegteration step is significantly reduced.

2) Since the present approach takes advantade dfeiibility of the overset method, it is perfigcsuitable
for handling configurations where elements suchaésplanes, nacelles or winglets are likely to dmded or
removed, whereas the whole mesh should be relsilgwa multiblock approach.

3) Cartesian off-body grids are adapted to theiapeesolution of near-body grids at their extérparders,
where overset interpolations occur, ensuring aeobigrid assembly between near and off-body grids.

4) Cartesian off-body grids can be easily adapiambrding to physical criteria, resulting in a bettapture
of flow features, such as wakes and shocks.

To conclude, since this meshing approach is basedverset techniques, it must be said that aioerta
expertise in this field is required in order to Bpip efficiently. The interactions (overset intetptions) between

the near-body and Cartesian grids should be manzayefllly.

B. Near-body Grids

To illustrate the generation of the body-fitted\élimear grids, the CRM elements which have beesented in
section Il will be used as examples. This step khbe realized using dedicated meshing softwarehik study,
Pointwise [16] has been used. It is an efficientshieg tool which allows to generate satisfactory gids
(automatic extrusion) from a surface discretizati@fined by the user. All the near-body grids pntéed here are
basic O-type grids but C-type grids can be donwealk As it has been proved as sufficient, thenefnent of the
mesh L4 has been used as an example for the sgpfidsawhich are shown below.

Because of its importance in terms of aerodynanties mesh around the wing is the first to be priesknThe
2D surface discretization which has been imposegivisn in Fig. 4 and Fig. 5. The chord is defingdls5 points
while there is 150 points in the spanwise directitime refinement of the latter is greater in thet @nd tip areas. As
mentioned previously, the mesh around the wing neat against the fuselage surface in order toesemt the

wing-body junction; otherwise, a collar grid wolld necessary. A particular aspect of this areactwisi visible in



Fig. 5, is the fact that the spanwise and normaitpdistributions at the root both start with mioretric cells. The
mesh topology is quite different in thefamily: the micrometric distribution is imposed thre bisector of the wing
body junction (see Fig. 3). It will be demonstratbat this difference has an impact on the sidbeafy flow

separation prediction. If configurations more r&idi are considered, this type of junctions (cashenay be

smoothed with fillets but it would not affect theethodology: the near-body grid of the wing woulddemerated

according to the specific junction.
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Fig. 5 Wing-body junction: micrometric distribution s in spanwise and normal directions.
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A close-up view of the resulting mesh around thegain a section along the span is displayed in &ighowing
the structure of the O-type mesh. As it can be esk very satisfactory grid orthogonality to thalls is ensured.
Directly at the skin, the extrusion is performedaimvay such that several cell layers have the dwight. Then, a
low stretching ratio (1.15) is applied to build thells aimed at describing the boundary layer (Bhtg in the
normal direction). Finally, cell layers are addedtljust the mesh extent. As it can be seen in Grighe cell height
is quite uniform at external borders of near-bodggy in order to ensure good-quality overset tienssfrom off-
body to near-body grids. For the wing, the meslemxis quite large. Indeed, in transonic conditjasupersonic
zone going over the curvilinear mesh might be ifisightly described under certain circumstancesolider to
prevent this, the extent has been chosen sucheasubersonic areas remain deeply inside the nefr-tnesh.
Furthermore, a special care has been given tadiimg edge area refinement, as is the case ®Ltfiamily (see
Fig. 3). The close-up view in Fig. 6 shows that tefnement on the blunt trailing edge (9 pointaposes a high
point density in the rear part of the airfoil: tlaspect is of prime importance for O-type gridse Tomplete wing
mesh is shown in Fig. 7. Several cuts represenOtgeids around different wing sections and thétrigand side
figure exhibits the global outer border. It cannogiced that the wing mesh extent is significanéiguced at the root
in order to match the surface fuselage used fowihg-body junction. In practice, the required tifreme to realize

such a mesh is one day. It is composed of aboutli®melements.
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Fig. 6 O-type mesh around the wing airfoil: closequ view at the blunt trailing edge.
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Fig. 7 Full near-body mesh of the CRM wing.

The grids of the horizontal and vertical tailplaaes generated using the same method as for the Wimce the
surface mesh is defined, the extrusion is perforinextder to obtain a satisfactory 3D mesh. Fos¢helements, as
no shocks exist at the design point, the extenteamore limited. The HTP mesh is made of aboutfilidon cells.

It is shown in Fig. 8 and Fig. 9.

In terms of topology and aspect, the vertical taile grid shape is equivalent to the HTP mesh. Neskess,
the refinement level is lower for the VTP. It onhcludes 0.8 million elements. This is due to thetfthat fewer
aerodynamic interactions are expected in this akeather difference with the wing and HTP gridshie fact that a
symmetry plane condition is needed here, the VTiRghas the fuselage, a half configuration. Fig.shows the

complete mesh of the vertical tail. For sake ofitstathe cut at mid-chord is blanked after mid4spa

12
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Fig. 9 Complete HTP mesh.
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Fig. 10 Complete VTP mesh.

The fuselage mesh generation is clearly the lesgptEx since no junction exists. As it can be seehkig. 11,
this mesh is simply a semi-cylinder surrounding sheface. Nevertheless, the point distributionhia kongitudinal
direction must be refined enough to ensure a geedset assembly with the grids defining the otihements. This
can be an iterative process. In practice, meshieh a simple geometry with Pointwise software regguless than

half a day. The mesh presented in Fig. 11 is coeghby 4.6 million cells.

Fig. 11 Complete fuselage mesh.
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To conclude about the near-body grid mesh generatiee extrusion process described for the winghmes
identical for all the CRM elements which have beeesented above (good mesh orthogonality, sevkialcell
layers of same height, a low growth ratio, aboutcg&0s in the boundary layer, an adjusted extehi§o, with
efficient software, clean CAD models, and a ligtkpertise, the meshing step consisting in create®y-body grids

for the WB-HTP-VTP configuration can be completeddss than a week.

C. Off-body Cartesian Grids

The off-body Cartesian mesh overlapping near-baiisgs generated automatically using Cassiopeetifums
[9]. The skeleton of the Cartesian set of unifomidgrelies on an octree unstructured mesh, adetkia [8]. This
octree mesh is built from the surfaces definedhgywall borders of the near-body grids. A spaciagameter is
then required in the vicinity of each surface atsb dhe extent of the computational domain, wheli®0 mean
aerodynamic chords in this case (i.e. about 70CGmetEach element of the unstructured octree rdefhes a
Cartesian elementary grid. Finally, Cartesian gadsabutting in a patch-grid fashion, as describdeig. 12. The
largest cells are 52 m long while the smallest ared.2 m long. In this process, it is importankeéep in mind that
the size of the smallest Cartesian cells must losearh similar to the cell size at external bordénsear-body grids.
This is ensured by the generation of the octreg. E8 shows the Cartesian mesh around the aingoaition. As
expected, the Cartesian box exhibits a strong eafant close to the near-body meshes. Furthermweesdll size
between near-body and Cartesian grids is of sangmitu@e in regions where overset interpolationsexygected, in
order to keep interpolation errors as small asiplesduring overset transfers.

Since the input surfaces provided to generate thgeSian box are defined by the aircraft surfaceshis
example, the Cartesian grid gets coarser a fewrmdtavnstream of the plane, as it can be seenkigth13 and
Fig. 14. Depending on the type of studies whichcamgied out, this particularity might be a proble#s it will be
shown thereafter, a feature-based Cartesian meghaiibn is a way of handling this aspect.

In practice, the time frame required to generagedti-body Cartesian mesh is not significant orfee gurfaces
provided to generate the octree are defined (anfi@awates). The resulting Cartesian mesh for the ORMg-Body
configuration is composed by about 6 million cellhie number of points slightly grows for the CRM WH P-

VTP configuration.

15



i

Fig. 12 Cartesian mesh: the whole box.

Fig. 13 Cartesian mesh: zoom on the CRM WB positiofwithout and with near-body grids).
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Fig. 14 Cartesian mesh: coarsening in the CRM WB wkee (with near-body grids).

D. Overset Grid Assembly

Once the near-body grids and Cartesian box ardadl@i the overset assembly needs to be complétad.
assembly is performed using Cassiopée modules3]9, 1

First, grid cells that lie inside bodies are blatilout according to assembly rules, as detailddidh A slice in
the spanwise direction is displayed in Fig. 15,ileitimg the large overlapping between the Cartesiad the near-
body meshes around the wing. In order to mark Ginegrid cells as solid points inside the bodg, wing surface
is defined as the blanking body. To prevent ovdrgetpolations from occurring in the boundary laytee blanking
region can be enlarged of a distance delta. Thitante is provided to the blanking function as empe&ter. The
result of this operation is given in Fig. 16. lmstapproach, two layers of interpolated cells afngd at the fringe
of blanked cells, and at external borders of neatylgrids. Consequently, the delta parameter pealioly the user
must be carefully chosen to ensure a grid overfapfiiat enables to find valid donor cells for bgths.

As an alternative way to extend the blanked regim,overlap optimization can be performed to reduce
automatically the overlapping between grids. Thepsenables to limit the areas of co-existent swhst which
usually improves the convergence of the CFD contjmutaas it will be demonstrated thereafter.

The overlap optimization algorithm is based on dlgorithm developed in Pegasus [10], giving prioti the

cells of smallest volume in overlapping regionsic8ithe smallest cells can be alternatively inid gr another grid

17



locally, resulting in spots of computed regionsbisth grids, an element can be of higher priorityareing other
elements. For instance, the wing mesh can be diehigriority than the fuselage, then, its grid £elte favored in
wing / fuselage overlapping regions. When applyimgysame priority to some elements, the critertofator a grid
cell to another one is based on the smallest valimpractice, the overlap optimization method ésfprmed in a
sequential mode. Thus, with the grids presented,hiecan last more than one hour, whereas thekislgritself

requires only a few minutes.

The result of the blanking followed by the overlaptimization between the wing and the Cartesianhe®s
(with a priority given to the wing mesh) is dispéalyin Fig. 17, showing that the overlapping reg®aignificantly
reduced. No orphan cell appears due to this oveddpction and overset transfers between both gradsir far
from the boundary layer. Note that cell sizes dreame magnitude in interpolation areas.

When walls are described twice by overlapping grfds example the wing-body junction with two difémt
near-body grids of fuselage and wing, a projectgorithm is performed to correctly compute doneliscand

overset interpolation coefficients. This kind ofti@ique is described in [31].

¥

B
1
=i

i
1

-1
!
feisiEsr:
e
:
tit

3 ¥
1 i
iT 1
I NEES
1
raT

Fig. 15 The overlapping issue.

18



e e .
L TN s AT s e BEes =
i T ENEEes
i milninsaTasE 7 5 faEiEe
{ T AN
: S thikden S 2Siis=n
1
L Z=its=s
% iEieain =
s sisimim s
= E2 =
. o . . = j:: e
e
e e~
£ =
ssiEt = SisisiS=s
iSiE i i EmsiS S
B SN SSSee
FHH SSiagiSi
T IR SiSdrdEiTiS S ar
e i S
I I e T A
i RisEE! IR SAN SN
s o & SiEN
i it T TSRS SSnes
il IS ay A
T TV VR i

Fig. 16 Blanking of Cartesian grid cells.

= pes e
7 T i
o s
saia i
e e
T
5 H
4 TEHEE .
H I
H
1
3
1]
7l lf
a2k EE==2 "
i i
1
i R
..... R
R e
.................

Fig. 17 Overlap optimization.

E. Sets of Grids used in this Study

1. 1st Setof Grids
The first set of grids used in this paper corresisotm the meshes which have been shown to expiaimear-

body / Cartesian off-body mesh partitioning of doenputational domain.
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Depending on the elements and blanking methodshndrie used, several global meshes can be createdtie
pieces which have been presented above. The fiest which will be called Ql corresponds to the Wing-Body
configuration without overlap optimization (Fig.)1@he second mesh which is considered is O1.:stilisthe WB
configuration but with overlap optimization (Fig7 3. The results obtained with these two grids bardirectly
compared to the studies which have been carrieding the Lfamily. Then, the mesh O2 is composed of the WB
configuration on which the HTP is added. Finallye tmesh O3 corresponds to the full configuratiorB-WTP-
VTP. An illustration is given in Fig. 18. An ovegdaptimization has been applied for these gride ptority order
for the overlap optimization is the following (diag by the highest priority): Wing, HTP, VTP (f@3), Body,
Cartesian mesh.

The Cartesian mesh is used in all these grids.rTdfeiracteristics are summarized in Table 2. Asait be

observed, these grids are comparable to the L4 mdshm of number of cells.

L
Fig. 18 Full mesh for the configuration WB-HTP-VTP (O3).

Table 2 ONERA overset grids

Name Configuration Number of cells (millions) Y*
01, WB w/o overlap optimization 16.60 0.41to0 0/6
o1 wWB 16.60 0.41t0 0.6
02 WB-HTP 18.96 0.4t0 0.6
03 WB-HTP-VTP 20.17 0.4t00.4
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2. 2nd Set of Grids

This second set of grids is based on the same mheth@reviously. Some of these have already beanrsim
the reference [25]. They are a combination of tfRAB5 common multi-block grids and ONERA Cartesiainlg
As a consequence, only the Wing-Body configurai®ieoncerned. These grids are used in this artaldéwo
reasons. First, since the near-body grids are giggly identical to the ones of the family, the comparison is
meaningful. In addition, in this study, Cartesiaaesim adaptation has been performed on these meshes.

As these grids are mixed DPW-ONERA meshes, thely heilnamed DO. Two refinement levels have been
tested: DO1 and DO2. The near-body grids have lbettly extracted from the common grids L2 and L4
respectively (see Table 1). Unlike the first setradshes, the Wing-Body is described by a singldibtotk near-
body mesh. The extent of the near-body mesh sudingrthe aircraft is equal to one meter, as itlvambserved in
Fig. 19. Due to this small extent, no overlap optation is performed between near-body and off-bgdgs. The
Cartesian mesh of DOL1 is obtained by coarsenin@tréesian mesh of DO2 by a factor 2 in all thedions (Fig.
20). Besides, the DO1 Cartesian mesh has beeneabaptording to the turbulent viscosity, in ordecompensate
the small extent of near-body grids and the ramglthesh is then called DQResults obtained with this adaptation
will be shown in section VI.C. The global mesh extdor all refinement levels is greater than 100ame
aerodynamic chords. The different characteristicthe DPW-ONERA meshes are indicated in Table 3.thes
Cartesian mesh is set to be very refined heraritbe noticed that DO1 and DO2 are respectivelgtgrehan L2
and L4 in term of number of cells (see Table 1).tm other hand, the Cartesian adaptation exhébitsasonable

cost in terms of additional cells (+ 30%).

Table 3 DPW-ONERA overset grids

Name Configuration Number of cells Y*
DO1 WB w/o overlap optimization 3.98 1.33
DO1, | WB w/o overlap optimization w/ adaptation 5.15 1.33
DO2 WB w/o overlap optimization 31.46 0.67
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body mesh of DO1 corresponding to thE"' meter of L2.

Fig. 19 Near

Fig. 20 Refinement levels of DO1 and DO2.

-Processing

Field Post

V. Solver and Far

A. ONERA - elsASolver

Structured RANS computations were performed with@NERAe€lsA Navier-Stokes solver [14]. This software

uses a cell-centered Finite-Volume discretizatiorsguctured point-matched and overset meshes. ifitegration

is carried out by a backward-Euler scheme with iaifpLU-SSOR relaxation. Spatial discretizationashieved
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using a ¥ order centered scheme of Jameswral. [32]. Multigrid techniques are used to accelertite
convergence. In this study, turbulence effectssameilated by the one-equation Spalart-Allmaras rhg83.
All the elsA simulations were executed on a Silicon Graphiastel (SGI ICE 8200). The overset computations

carried out for this work have been performed sirtdhuted mode, using 48 cores.

B. ONERA —ffd72 Post-Processing Code: the Far-Field Approach

The far-field method consists in integrating valireshe flow domain whereas the near-field approasbs skin
integrations only. The formulations and methodsitre¢ to the far-field theory have been presentedormer
publications [24,34,35,36]. In this study, all tfae-field analyses are carried out with the dratyaotion software
ffd72. It is entirely based on the formulations givenhiege references.

This code was developed to provide a physical ragkdown into viscous, wave, and lift-induced comgnts
and therefore to eliminate the spurious drag bfetéhce with the near-field drag coefficient. lmagtice, different
volumes are defined around the aircraft so thatditag productions can be integrated (see Fig. Pi&. control
volumes W and Mw, respectively used to calculate the viscous andewdrag componentsare defined
automatically with physical criteria. They encapgelthe viscous layers (boundary layer and waké) slrocks.
Then, the volume which is considered for the lifthiced drag integration is specified by geometoigstraints as

shown in [24].

SA
\SU .
" N
: .

Fig. 21 Control surfaces and volumes for far-fieldlrag integration.
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With its capability of quantifying the spurious drdfd72 is perfectly suitable for evaluating the qualitiyeo
mesh. Indeed, a mesh of poor quality will ineviyabkhibit a strong spurious drag. By extensions tfaol is a
precious ally in order to validate a meshing sgptdfd72 is used at the end of the CFD process. It is & pos
processing code working on the numerical solutiprevided by the solver. The different drag coeéfits which

are used in this article are defined here:

CD, =CD, +CD, (1)

CD, =CD, +CD,, +CD, (2)

CD_ =CD,, -CD, (3)

P

While the first equation represents the classicabkdown of the near-field drag into pressure aiatidn
components (which requires surface integrationy)prthe second exhibits the far-field drag coeéfits. The
spurious drag is then defined as drag generateddghrentropy or stagnation enthalpy variations @lstneamlines
outside physical viscous layers and shocks, andeasofting from vortex decay. It is generally prodd in regions

of strong pressure gradients via the addition tficial dissipation.

Moreover, the viscous pressure diQvp is also defined. It is the part of the viscousgdndnich is not due to

the friction drag (displacement effect, flow sepiara..):
CD, =CD,, +CD; (4)
The far-field formulation allows for the followingear-field/far-field drag balance:

CD, +CD, =CD, +CD,, +CD, +CD,, (5)
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Fig. 22 shows some of the capabilities of the faldfcodeffd72. It gives the integration volumes of the viscous
drag (around the plane boundary layer and wake)oanlke wave drag (in black along the upper patthefwing)
for the CRM configuration in cruise conditions. Asplained, these volumes allow to calculate thefigdd drag
productions but moreover, they also enable to eotla@m around the aircraft. For a perfect undedatgnabout the
far-field integration volume features, see [24]. Rig. 22, a specific point which can be noticedthiat some

Cartesian cells are inside the viscous volume (wiage).

Fig. 22 WB-HTP-VTP (03),Ma = 0.85,Re= 5 x 10, CL = 0.5:ffd72 integration volumes.
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VI. Numerical Considerations and Results

A. General Numerical Considerations

Before presenting the RANS computations which hasen carried out, some points concerning the naaileri
convergence will be addressed. Indeed, severac&span affect or improve the convergence prodesst, the
multigrid techniques can accelerate it. Neverttelélse issue of multigrid methods applied on outegs&ls is
known to be tricky (problems of blanking or intelgions on coarse grids). As a consequence, eveonie tests
have been done with two multigrid levels (i.e. teaarse levels generated from the initial mesh) ctiraputations
with only one multigrid level have been preferrd@then, as already said, the choice of blanking nietfwath or
without overlap optimization) can have a significenpact on the computation convergence.

The tests which have been performed are summairizeg). 23. The first set of grids described abbes been
used (O3, 01, and 02). It is important to underline that thle computations concerning the CRM WB
configuration shown in Fig. 23 converge to almantical drag coefficients at the design point.iAsan be
observed, the multigrid method (even with only éesel) significantly improves the convergence bébavOn the
other hand, the time needed here for one solvetita is nearly doubled using one multigrid leirekomparison
with a computation with no multigrid accelerati@chnique.

What is remarkable in Fig. 23 is the fact that ¢lerlap optimization dramatically accelerates tbhevergence
in this case. Despite this step can be long, itnseguite relevant, especially if many calculatians to be done. The
number of computed cells is slightly lower using tbverlap optimization, but this does not improkie time
required to perform one iteration, since blankegiaes are not removed from the global mesh. Thienam be

noticed that adding elements (such as the HTP) doksffect the good convergence which is observed.
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Fig. 23 Numerical convergence behaviors at the degsi point.

To conclude, in order to reach a satisfactory |®faonvergence, the iterations were continuedelgrgfter the
fluxes were stable enough to observe a lift variatnferior to +/- 0.001 and a drag variation infeto one count as

it is displayed in Fig. 24 for the WB-HTP with blang and overlap optimization (O2) using one muitigevel.
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Fig. 24 WB-HTP (02):

convergence of the fluxes ahe design point.
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B. 1st Set of Computations
The results given in this section correspond toQMNERA overset grids presented in Table 2. Firstgarisons

involving the global aerodynamic coefficients wile carried out. In a second time, some local aralysill be

shown.

1. Global Analyses

This part starts with the results obtained with #hing-Body configuration. As a consequence, thst fir
computations which are presented have been cartiedsing Olo and O1 grids. Their size is simitathte size of
the L4 mesh of the common DPW-5 mesh family. Thaneefit will logically be used for validation purpes.
Furthermore, to make the comparisons more complateyalues obtained with the finest mesh of thiainily will
be added. L4 and L6 results are directly extraétech reference [25]. Both mesh groups, @d L) have been
treated with the same solver settings: Spalart-Aths turbulence model, Jameson scheme with saifieiadrt

dissipation, one multigrid level...

Table 4 WB configuration, Ma = 0.85,Re= 5 millions, CL = 0.5,elsAand ffd72 results

01, o1 L4 L6

Alpha (°) 2.129 2.121 2.153 2.153
CDnf 250.3 250.1 2498 2497
CDp 135.2 135.1 135.1 134.7
CDf 115.1 115.0 114.7 115.0
CDvp 40.8 40.7 40.7 40.2
CDv 155.9 155.7 155.4 155.2
CDw 35 35 3.7 3.9
CDi 90.3 90.4 90.4 90.6
CDff 249.7 249.6 2494 249.7
CDsp 0.6 05 0.4 0.0

Table 4 exhibits the solver and far-field post-msging outcomes at the design poivia = 0.85,Re = 5
millions, CL = 0.5. The following comments can be made:

1) Before focusing on the mesh comparisons, itliaobserved that the aerodynamic coefficients onbthfor
the CRM WB are typical of today's commercial aiftrihe total drag is close to 250 counts: 54% refspure drag

and 46% of friction drag. The viscous drag alorresents 62% of total drag. On the other handCiRM wing
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exhibits a very low wave drag level (less than 2¥je lift-induced drag component is close to 36%hef overall
value which is an expected proportion for this tgaircraft in transonic conditions.

2) The last two columns of Table 4 confirm that tiemesh is fine enough to achieve a satisfactocycy.
Indeed, the differences observed between L4 (1l{omitells) and L6 (138 million cells) for each éfeent are
below 0.5 drag count. As a consequence, the sizéheofgrids Od and O1 should be large enough to obtain
equivalent results.

3) Considering numerical aspects, it can be notibhatlall the meshes shown in Table 4 produce Msvievels
of spurious drag. As this coefficient is a goodidgatbr of the mesh quality, this fact is a firstigation point for the
grids O} and O1.

4) Focusing now on the values obtained with @id O1, it can be seen that both blanking metfiod8y give
very similar results in this case. Indeed, the dgmamic coefficients of the first two columns atmast identical.
Besides, the agreement which is observed with tHarhily is very satisfactory: the differences olveer for each
component are clearly below the drag count.

5) Even if the agreement between thea®d L; grids is remarkable, a small difference appearcearing the
CDv andCDw coefficients. Indeed, it seems that the ONERAgpkdict a lower wave drag while the viscous drag
is slightly stronger. Nevertheless, the amplitufi¢hcs transfer is so limited (less than 0.5 coytitst it might be
impossible to determine which outcome should bé&epred.

6) Finally, in order to add experimental data tis thalidation process, it is recalled that the Nirkg value for
the CRM WB configuration at the design point is Z8nts [29]. As a consequence, the drag prediatiose to
250 counts obtained with the grids £dnd O1 could be considered as satisfactory. Nesieds, this agreement
between numerical and experimental sources hidedatt that at least two phenomena compensate atheh.
First, as mentioned previously, the wing twistlué £xperimental model was different from the onthefnumerical
geometry: considering the wind tunnel twist implaesost of 4 drag counts (50/50 contribution dfitiduced and
wave components). Then, in the experiments, thg flow was laminar up to 10% chord which representiag
reduction of about 6 counts. Besides, support systffects are not taken into account. More detziluda CRM WB

numerical and experimental comparisons is availab]26].
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As it has been shown that the ONERA grids of thed\Body configuration produce satisfactory restihe
meshes including the horizontal tailplane can nenebaluated. In Table 5, the O2 mesh of the WB-Itiddel is
compared to the O1 mesh. The drag variation dikeadiTP is therefore evaluated. The delta which eeerved

in DPW-4 studies [24] is recalled in the last cotum

Table 5 HTP, Ma = 0.85,Re= 5 millions, CL = 0.5,elsAand ffd72 results

A HTP with A HTP from
02 01 ONERA grids DPW4
Alpha (°) 2.280 2.121 0.16 0.13
CDnf 270.5 250.1 20.4 19.7
CDp 143.3 135.1 8.2 7.3
CDf 127.2 115.0 12.2 12.3
CDvp 46.4 40.7 5.7 5.0
CDv 1735 155.7 17.8 17.3
CDw 5.6 35 2.1 2.1
CDi 90.9 90.4 0.5 0.3
CDff 270.1 249.6 20.5 19.6
CDsp 0.4 0.5 -0.1 0.1

Concerning Table 5, it can be said that:

1) Due to the fact that the HTP produces a negdiftyehe incidence which is necessary to re@th= 0.5 is
increased. This has a negative impact on drag ptafu The total drag with HTP exhibits a valuesd to 270
counts. A great part of this additional drag is dmehe friction component which is directly reldt® the wetted
area. Over 20 counts of penalty, the friction dragresents a 60% contribution. Concerning presdtag, the
viscous pressure coefficient is increased of 5uhto(28%) and the wave drag is submitted to aifsignt growth
of 2.1 counts (10%). As expected, the wave drageiy sensitive to the wing loading. Moreover, thetfthat the
spurious level remains almost identical signifieattthe addition of the HTP mesh does not detagdte whole
mesh quality.

2) When the delta due to the HTP of ONERA gridedmpared to the values given by the DPW-4 mesheani
be observed that the agreement is very good. Tiferelices coefficient by coefficient are below trag count.
This can be considered as a quite satisfactorgatdin since the meshing approaches are complditfgrent.
Indeed, for the DPW-4 common studies, the compmunatiwere carried out with point-matched C-type grod

about 11 million cells and generating at least cment of spurious drag.
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3) Concerning wind tunnel data (NTF), the drageatéhce measured between the run 197-44 (WB) andithe
197-97 (WB-HTPO0®) is close to 21 counts. Therefohe, experimental and numerical drag variations tuthe
addition of the HTP exhibit a very good agreement.

To conclude on the global comparisons of ONERA BRIV grids, it has been shown that the near-body/off
body mesh partitioning is perfectly suitable fopgucing very satisfactory results in agreement wlih today's

CFD accuracy standards.

As specified previously, even if no other data exéoncerning the vertical tailplane, the resultgclv have been
achieved with the full CRM configuration will begwented. In Table 6, the values correspondinge®@t® mesh are
compared to the WB-HTP configuration. Consequeritig, delta due to the VTP can be quantified. Asait be
noticed, the total drag penalty reaches about lihtso This is mainly due to the friction drag irese (77%). A
simple verification can be done considering thetedeireas. The VTP planform is basically 1.5 tige=ater than
the one of HTP (trapezium surface law). Howeverpaly a half configuration is computed, the VTPfaae is
close to 75% of the HTP wetted area. Since theidricdrag increase due to the HTP is close to 1thtsp the
expected friction drag cost coming from the VTPdbde close to 9 counts. As it can be noticedabl& 6, this is
verified. Furthermore, the obstruction caused lR/\AP implies that the negative lift level genedalby the HTP is
weaker. As a consequence, the incidenc€lat 0.5 is 0.045° lower with the O3 mesh. It causes-negligible
reductions of the wave and lift-induced drag caidfits. These outcomes will have to be comparetigéduture

ONERA wind tunnel tests involving the CRM verti¢allplane.

Table 6 VTP,Ma = 0.85,Re= 5 millions, CL = 0.5,elsAand ffd72 results

A VTP with
03 02 ONERA grids
Alpha (°) 2.235 2.280 -0.045
CDnf 281.6 270.5 11.1
CDp 145.7 143.3 2.4
CDf 135.8 127.2 8.6
CDvp 50.0 46.4 3.6
CDv 185.8 173.5 12.3
CDw 4.8 5.6 -0.8
CDi 90.5 90.9 -0.4
CDff 281.1 270.1 11.0
CDsp 0.5 0.4 0.1
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2. Local Insights

As it has been announced, in addition to the glabatparisons, local analyses confronting ONERA BRYV
grids will be presented.

The first aspect which will be addressed is theesifibody flow separation prediction. As mentionied
paragraph IV-B, the Cand L families have different topologies at the wing-bgdnction (see Fig. 3 and Fig. 5).
As it can be observed in Fig. 25, the ONERA O1 meshuch more refined in the spanwise and nornralctibns
than the L4 mesh. As a consequence, the flow résolin this area cannot be similar. Besides, evban only the
L; family is considered, it has been demonstratetittteaflow separation increases with the mesh wtisol (with
the standard Spalart-Allmaras model, see [25])itA®n be noticed in Fig. 26, the topology of ONER¥erset
grids at the root is clearly favorable for the agmamce of larger flow separations. Neverthelesshawn in Table 4,
the impact of this greater side-of-body separatiemains negligible in terms of global drag coeéids.
Furthermore, some tests have shown that the UQECE corrections [37] leads to smaller corner fl@parations

even in presence of fine meshes.

o ey P

Fig. 25 Mesh topologies of L4 and O1 at the wing-ldy junction trailing edge.
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Fig. 26 Side-of-body flow separations obtained witthe grids L4 and O1 at the design point.

Then, still focusing on the WB configuration, theegsure distributions have been investigated. Tdlaeg
obtained with the L4 and O1 meshes at 50 and 95%irggspan are given in Fig. 27. It can be obserhed the
agreement is very good at midspan. On the othed,lar95% span, some small discrepancies are @isibthe first
part of the upper side. Nevertheless, these diffae are very limited in amplitude. In [26], it cha seen that the
difference of wing twist values between the expenial and numerical models reveals much more $ogmif
discrepancies on pressure distributions at winijigm what is shown in Fig. 27. This area of thegnsknown to
be very sensitive. As a conclusion on pressureibligions, the agreement between the ONERA ovenssthes and

the common DPW family of meshes is satisfactory.

50% wingspan slice 95% wingspan slice

Fig. 27 Numerical Cp distributions obtained with the grids L4 and O1 atthe design point.
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To conclude this section, some far-field local geat are presented. The productions of the vispoessure
and wave components in the spanwise direction lemesis in Fig. 28. The results obtained with the Odsmare
compared to the values of the L4 mesh extractad {&6]. As in Table 4, it can be seen that bothhmeesproduce
almost the same outcomes. In order to add a cosgragoint, which allows to show that the discreesbetween
L4 and O1 are very limited, the spanwise produstigiven by the O3 mesh are also visible. Sincedtigiguration
includes the horizontal and vertical tailplaneg, pinofiles concerning O3 are significantly differeDue to the HTP
position, the viscous pressure production in thet 80% of the span is much greater than it isHerWB geometry.
Considering the wave drag production, the fact that coefficient obtained with the O3 mesh (4.8nte)is
stronger than the one given by O1 mesh (3.5 cousts)early explained by Fig. 28. For the lattére tshock

produces lower drag in the middle part of the wing.

Spanwise CDvp / CDw productions

* - cdvp(y) - L4

. - cdw(y) - L4
v cdvp(y) - O1

weE -+ === = = = ———— cdw(y) -01|—
* ® cdvp(y) - 03

. cdw(y) - 03

cdvp, cdw

Fig. 28 CDvpand CDw spanwise productions obtained with L4, O1, and O&eshes at the design point.

C. 2nd Set of Computations
The results shown in this section correspond to rttieed DPW-ONERA grids of the WB configuration
presented in Table 3. The objective here is touatal the influence of the off-body Cartesian medhptation,

when near-body grids extend to a distance thatashort downstream of the wing. The chosen sdiedrfor this
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adaptation is the turbulent viscosity. Initiallfaet Cartesian off-body mesh is refined in the vigif the bodies
only, and not in the wake of the wing. After aficomputation performed with the initial mesh, &rtesian grid is
adapted according to the octree approach desciibf®]. The converged previous solution is projelctmto the
adapted mesh, and the computation is restarted.

Fig. 29 illustrates the result of one adaptatiopliead on the coarsest grid of the pPf@mily. As it can be
observed with the DO1 mesh, the wing wake is siyodissipated when crossing coarser Cartesian.d®lsthe
other hand, the wake resolution is much more satisfy with the DO2 mesh. However, as indicated able 3,
this better resolution implies a mesh size which ba prohibitive. The mesh D@#xhibits a good compromise:
limited cost in term of grid size but a wake resioln almost as satisfactory as the one of the Engesh. As it can
be noticed, the adaptation algorithm has imposeduketéer refinement rightly located in the wake ar@a. a

consequence, in this zone, the refinements of x@d DO2 are equivalent.

COARSE | | T ADAPTED |

Fig. 29 Flow resolution in the wake of DO1, DOl and DO2 wings.

In order to evaluate the impact of such an adaptatin the global drag coefficients, Table 7 sumnearithe
results obtained with the D@mily. L2 and L4 meshes are also presented asribar-body grids have been used
to generate the mixed DPW-ONERA grids. It can bseobed that the results given by the coarse DOhraes
quite satisfactory compared to the results obtaimithdl the L2 mesh. Nevertheless, there is an unetepetransfer
from the lift-induced drag to the viscous presstoeponent. This small anomaly disappears with t bnesh.
The latter produces results which are in good ages with the reference L4: the discrepancies betvfar-field

coefficients are below the drag count. Considetirgadapted DQInesh, the values displayed in Table 7 allow to
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state that the adaptation has helped improvingticeracy of drag prediction. Indeed, the drag kweéltained with
DO, are clearly between the outcomes of DO1 and D@&.lift-induced and viscous pressure drag predistiare
more accurate with DQIlthan with DO1. As a conclusion, the Cartesian maghptation based on turbulent

viscosity has led to a better resolution of thegmiveke without deteriorating the accuracy of thegdorediction.

Table 7 DPW-ONERA grids,Ma = 0.85,Re= 5 millions, CL = 0.5,elsAand ffd72 results

DO1 DOl, L2 DO2 L4
Alpha (°) 2.170 2.170 2.181 2.150 2.153
CDnf 252.1 250.7 253.0 251.4 249.8
CDp 137.8 136.4 139.1 136.6 135.1
CDf 114.3 114.3 113.9 114.8 114.7
CDvp 43.9 42.0 42.7 41.1 40.7
CDhv 158.2 156.3 156.6 155.9 155.4
CDw 4.0 4.0 3.9 3.5 3.7
CDi 88.8 89.5 90.09 90.9 90.4
CDff 251.0 249.8 251.4 250.3 249.4
CDsp 11 0.9 1.6 11 0.4

VII. Conclusions

This article is focused on a methodology relyingtloa partitioning of the computational domain inar-body
and off-body regions. Off-body regions are meshgdCartesian grids that can be adapted accordinfjow
features, whereas near-body grids are defined dreach element of the configuration. The objectiwas to
demonstrate that using this approach with ONERA utesland a relevant near-body mesh generatioratimols to
complete the pre-processing of a quite complex GiRlation within a few days, with good-quality véts.

In order to validate this approach, the well-knoMASA Common Research Model has been chosen.
Furthermore, in the idea of highlighting the flakilp of the approach, the vertical tailplane desd at ONERA for
the CRM has been used as an additional overseteaten$till for validation purposes, both numerieaid
experimental data have been considered. The nushe@ata which has been employed is based on tla gneount
of results obtained in the context of DPW-4 and DBWn particular, an intensive use of the commamip
matched multiblock mesh family provided by the DBVWommittee has been done. The wind tunnel measuntsm

which have been used are from the National Tracdeacility.
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The meshing method has been precisely describedditantages have been highlighted: easinesshifigxi
rapid implementation, Cartesian grid adaptatiorchEstep has been explained in detail: creatioreaf4body grids
with commercial meshing software, Cartesian gridegation, and overset assembly with the in-housssiGpée
modules. Guidelines have been proposed. Thenwihaets of overset grids used in this study haea lpeesented.
The first one corresponds to ONERA grids createdhfzero. The following configurations have beenradsed:
Wing-Body, Wing-Body with HTP, and Wing-Body withTH# and VTP. The second set is made of mixed DPW-
ONERA grids for which Cartesian mesh adaptationethmeen performed.

Once the ONERA€IsA solver and far-field post-processing cdifig’2 have been described, some numerical
considerations concerning especially the topicafvergence were discussed. Then, the results ebitaiith the
first set of grids have been given. The global Hedd and far-field drag coefficients have beeagemted for all the
geometries mentioned above: the agreement whictbéas observed between the grids generated foltpitia
ONERA meshing approach and the common DPW meshemarkable. On the WB configuration for instartbe,
differences for each drag component are clearlgvbéhe count. The delta in drag due to the HTPinbthwith the
ONERA overset grids has been confirmed by DPW-dggand NTF data. Concerning local analyses, sinee t
topology of ONERA grids leads to very strong refitents close to the element junctions, the sideedfiylflow
separations can be slightly larger. On the otheddha good agreement is observed for pressurebditoms and
local drag productions. Considering the secondgerids and results, it has been shown that theS€ian mesh
adaptation based on turbulent viscosity enablegttetbresolution of the wakes without deterioratthg drag
prediction.

Today, this approach is more and more used at ONERias already been applied to more complex aircr

configurations than the CRM and has allowed toiabtary accurate performance predictions.
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