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Abstract

In this paper, we present a complete system to monitor the growth of tomatoes from images acquired in open fields.
This is a challenging task because of the severe occlusion and poor contrast in the images. We approximate the
tomatoes by spheres in the 3D space, hence by ellipses in the image space. The tomatoes are first identified in the
images using a segmentation procedure. Then, the size of the tomatoes is measured from the obtained segmentation
and camera parameters. The shape information combined with temporal information, given the limited evolution
from an image to the next one, is used throughout the system to increase the robustness with respect to occlusion
and poor contrast.
The segmentation procedure presented in this paper is an extension of our previous work based on active contours.
Here, we present a method to update the position of the tomato by comparing the SIFT descriptors computed at
predetermined points in two consecutive images. This leads to a very accurate estimation of the tomato position,
from which the entire segmentation procedure benefits. The average error between the automatic and manual
segmentations is around 4 % (expressed as the percentage of tomato size) with a good robustness with respect to
occlusion (up to 50 %).
The size estimation procedure was evaluated by calculating the size of tomatoes under a controlled environment. In
this case, the mean percentage error between the actual radius and the estimated size is around 2.35 % with a
standard deviation of 1.83 % and is less than 5 % in most (91 %) cases. The complete system was also applied to
estimate the size of tomatoes cultivated in open fields.

Keywords: Image segmentation, Parametric active contours, Shape constraint, Precision farming, Metric
measurement

1 Introduction
Monitoring the growth of crop provides important infor-
mation about the status of the crop and helps the farmer
in better managing resource requirements (such as stor-
age requirements, transportation) after the harvest. It also
allows better planning and marketing well in advance, as
well as better negotiating terms and condition for crop
insurance. Moreover, any abnormal growth of the crop
can be determined through crop continuous monitoring
during the entire agriculture season [1].
Existing methods for monitoring the growth of crops

can be broadly divided into two categories. In the first cat-
egory, the growth of the crop is monitored and the yield of
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the field is estimated based on remote sensing data [2, 3].
Various vegetation indices such as normalized difference
vegetation index (NDVI) and vegetation condition index
(VCI) are used to calculate the growth stage of the crop
and then estimate the yield. However, the quality of the
acquired data may decrease due to adverse climatic con-
dition (such as clouds) [3]. Moreover, since NDVI is based
on reflected radiation in the near-infrared and visible
wavelengths, the condition of the soil could result in unre-
liable measured indices. Crop growth modeling is another
method used to model the growth of the crop based on
crop variety, soil, and weather information [4]. The draw-
back of this method is that it considers an ideal scenario
with no infection in the field. In case of an infection, the
estimatedmodel would not accurately represent the actual
growth status of the crop.

© 2015 Verma et al.Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International
License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any
medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons
license, and indicate if changes were made.

http://crossmark.crossref.org/dialog/?doi=10.1186/s13640-015-0087-0-x&domain=pdf
mailto: ujjwal.verma@manipal.edu
http://creativecommons.org/licenses/by/4.0/


Verma et al. EURASIP Journal on Image and Video Processing  (2015) 2015:33 Page 2 of 23

There exist few studies where the growth of the crops
is monitored based on captured images of the field [5, 6].
For instance, the authors in [5] proposed to detect apples
cultivated in apple orchards and then measure their size
based on morphological operations. However, the pro-
posed method does not take into account any possible
occlusion, which may be a strong limitation. The authors
in [6] developed a model that can predict the yield of
the field at harvest, given the flower density calculated
from the captured image. In order to have maximal con-
trast in the image and least influence of sunlight condi-
tion, a black screen made of textile was placed behind
the trees, which is a heavy and painful task. Moreover,
the yield of the field at harvest depends not only on
the flower density but also on the meteorological condi-
tions during the season. These methods are limited to a
controlled environment where there is little occlusion and
little movement between consecutive images.
This study proposes an innovative system for monitor-

ing the growth of tomatoes cultivated in open fields, from
images acquired at regular time intervals by two cam-
eras. The purpose is to estimate the size of the tomatoes
remotely, all along their maturation (from flowers to ripe
fruits), in order to detect any abnormal development and
predict the yield of the field. No specific installation is
required to control the environment. The two cameras are
placed in the open field and the images are transferred to
a central server via a wireless network (2G, 3G, 4G). The
data are stored and analyzed at the central server. Note
that a judicious amount of data should be transferred to
the central server in order to minimize the cost. From
the estimated sizes, any abnormal development can be
deduced and an estimate of the yield of the field can be
computed remotely.
The growth monitoring and yield estimation require

identifying the tomatoes in the images and performing
quantitative measurements based on calibrated acquisi-
tions. Figure 1 shows typical images of the field using a
two-camera acquisition system. Given the challenges of

the system (see Section 2), we suppose that a tomato can
be modeled as a sphere in the 3D space. Therefore, the
tomatoes are first identified in the images using a seg-
mentation procedure, which exploits shape information
combined with temporal information, given the limited
evolution from an image to the next one. The size of
the tomatoes is then measured from the obtained seg-
mentation and camera parameters. We chose to capture
and analyze images of the tomatoes during their whole
development while keeping costs as low as possible. We
chose to process one pair of images per day, as analyzing
images more frequently would increase the cost of trans-
mission and processing, without bringing significant extra
information.
This work is an extension of our previous works [7, 8]

which presented the segmentation procedure only. In con-
trast, this paper presents the complete system to follow
the growth of tomatoes, which consists in segmenting the
tomatoes and then estimating their sizes. Furthermore, we
propose a more accurate method for estimating the posi-
tion of the tomato as compared to our previous works
[7, 8], thereby improving the obtained segmentation and
leading to more accurate experimental results.
As it can be observed from Fig. 1, detecting the toma-

toes is a very challenging task. This point is discussed in
Section 2, and the model we propose to overcome the
difficulties is presented in Section 3. Sections 4 and 5
describe the proposed methods for the two parts of the
system: segmentation procedure and size estimation pro-
cedure. Experimental results obtained with our complete
system on data acquired in open fields are presented in
Section 6.

2 Challenges of the system
One of the major challenges of the system results from
occlusion. Most of the tomatoes are either partially or
completely hidden by other tomatoes or branches/leaves.
Figure 2 shows images of three different tomatoes. It is
worth noting the variation in the amount of occlusion. In

Fig. 1 Images of the scene acquired using two cameras
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Fig. 2 Variation in the amount of occlusion

some cases, due to severe occlusion, it is impossible to
correctly detect the tomatoes even manually.
Color information is not very useful as the tomatoes and

leaves are almost of the same color during a major part of
the agriculture season (Fig. 1). Moreover, the position of
the tomato is not fixed during an agriculture season. This
might be due to external climatic condition (wind, rain) or
due to the increasing weight of the tomato as the season
progresses.
Since the images are acquired in open fields, we do

not have any control on the external illumination of the
scene. As a result, a shadow is observed in some images
(Fig. 3). Moreover, due to the presence of neighboring
tomatoes in the background, a portion of the contour is
blurred (Fig. 3). This results in an imprecision regarding
the delineation of the actual position of the contour.
In order to measure the size of the tomato, we need to

determine the image points in the two images correspond-
ing to the same point in the 3D space. This correspon-
dence problem is another very challenging task given the
complexity of the scene.
In order to overcome all these problems, we propose

to exploit available a priori information. The next section
introduces our system and describes how this information
is integrated.

3 Proposed system
We suppose that the tomato is a sphere in the 3D space.
Using the properties of projective geometry, it can be
shown that the image of a sphere in the 3D space is an
ellipse (Section 3.1). Moreover, we found experimentally
that the ellipse parameters vary slowly from one day to the
next one, allowing us to introduce temporal knowledge in
our models (Section 3.2). All this information is used all
along our segmentation method which relies on an active
contour model with shape constraint (Section 3.3). The
complete workflow is introduced in Section 3.4.
Figure 4 shows the geometry of the acquisition sys-

tem. The camera parameters (intrinsic and extrinsic) were
computed by observing a calibration pattern at different
locations and orientations in the scene [9].

3.1 Geometric model
The contour generator � of a surface Qr of the 3D space,
in general, is a space curve, composed of all points X situ-
ated on the surface at which the imaging rays are tangent.
The apparent contour Cn is the image of this contour
generator.
Under the camera projection matrix P, the apparent

contour of the quadric Qr (a surface in the 3D space) is
the conic Cn defined as:

Fig. 3 Imprecision on the actual position of the contour due to shadow (left) and blurring (right)
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Fig. 4 The acquisition system consists of two cameras installed in an open field

Cn∗ = PQr∗PT (1)

where M∗ represents the adjoint of M or M∗ ∝ M−1

for a non-singular matrix M, where ∝ denotes equality
up to a scale factor. Note that a dual conic Cn∗ is used
here because apparent contour arises from tangency (see
Chapter 8 in [10]).
In our case, the contour generator � of a sphere is a cir-

cle whose center is the centerXc of the sphere (Fig. 5). The
curve � is included in the plane � orthogonal to the line
joining the center of the sphere Xc and the camera center
C. The rays from the camera center C and tangent at the
contour generator � form a cone, with the camera center
as its vertex. The intersection of the image plane with the
cone gives the image of the contour generator. Therefore,
the apparent contour of this contour generator (circle) is
an ellipse.
Introducing this a priori shape information in the seg-

mentation procedure increases the robustness of the seg-
mentation with respect to occlusion. Besides, this also
simplifies the size estimation procedure since the radius of
the sphere can be estimated without a full 3D reconstruc-
tion of the scene.

Fig. 5 The image of a sphere is an ellipse

3.2 Temporal model
As discussed earlier, there is little growth of the tomato
in a given day. Therefore, only two images are acquired
every day, one for each camera. This creates a sequence of
images for a given tomato. We manually segmented five
tomatoes and approximated the delineated contour by an
ellipse. We then studied the evolution of the length of
their major and minor axes for the entire agriculture sea-
son. This study confirmed that there is little growth in the
tomato during a given day [7].
Moreover, it was observed that under normal circum-

stances, there is a little movement of the tomato as the
season progresses. However, this movement is not uni-
form and very difficult to predict especially in case of
strong winds or heavy rains, which led us to propose a new
algorithm for tomato detection, presented in Section 4.2.
This a priori temporal information is integrated in the

segmentation algorithm by defining intervals which rep-
resent the acceptable variation of the ellipse parameters in
a given day. The admissible range of variation of the ellipse
parameters is quite wide and defined as follows:

− 0.1 <
ai+1 − ai

ai
< 0.2 (2)

−0.1 <
bi+1 − bi

bi
< 0.2 (3)

−0.1 <
SAi+1 − SAi

SAi < 0.25 (4)∣∣∣∣∣Ecc
i+1 − Ecci

Ecci

∣∣∣∣∣ < 0.1 (5)

∣∣∣∣ϕi+1 − ϕi

ϕi

∣∣∣∣ < 0.2 (6)

where ai, bi,ϕi, SAi, and Ecci are the semi major axis
length, semi minor axis length, orientation, area, and
eccentricity of the ellipse in the previous image (ith image),
respectively.
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3.3 Active contour with shape constraint
The proposed segmentation procedure is based on an
active contour model [11] with shape constraint. A brief
description of the proposed active contour model [7] is
presented below.
As discussed, the image of the tomato is assumed to be

an ellipse. Thus, we propose to use a parametric active
contour with an elliptic shape constraint, derived from
a reference ellipse. Assuming the center of the reference
ellipse as the origin, a point z(θ) on the evolving contour
can be defined as:

z(θ) = r(θ)ejθ (7)

where θ is the angular coordinate and r(θ) is the radial
coordinate. Similarly, a point situated on the reference
ellipse can be denoted as ze(θ) = re(θ)ejθ. The energy
functional with shape prior is defined as:

ETotal(r, re)=
∫ 2π

0

(α

2
|r′(θ)|2

)
dθ+

∫ 2π

0
EImage(r(θ)ejθ )dθ

+ ψ

2

∫ 2π

0
|r(θ)−re(θ)|2dθ

(8)

In the above equation, the internal energy is repre-
sented by the first term and the external energy by the
last term, which restricts the evolution of the contour with
respect to the reference ellipse. The coefficient α controls
the variations of r and makes it regular, while ψ con-
trols the influence of the shape prior on the total energy.
In our application, these two parameters were set exper-
imentally (α = 10,ψ = 0.5) on some examples and the
same values were used for all images. The second term,
the image energy term, is calculated using gradient vector
flow (GVF) [12]. The minimization of Eq. 8 is classically
performed thanks to an iterative algorithm. The reference
ellipse is regularly updated, based on both the position
of the current curve z(θ) and the knowledge of the final
ellipse in the previous image (temporal model).

3.4 Summary of the proposed algorithm
Here, we briefly present the main steps for processing
a tomato in a series of images captured by the left and
right cameras. The global system is composed of twomain
steps: tomato segmentation and size estimation (Fig. 6).
We assume that the images of a given day (i+1), Imi+1

l and
Imi+1

r , are processed knowing the elliptic approximations,
Ellil and Ellir , found in the previous day (i).
We first summarize the segmentation procedure applied

to the left and right images separately (Fig. 7). Since the
position of the tomato is not fixed in the image as the
season progresses, we first update it (Section 4.2). Then,
gradient information is combined with region informa-
tion in order to propose a first elliptic approximation
of the tomato boundary, from which the active contour
with elliptic shape constraint can be applied. Finally, four
ellipse estimates are computed from which the opera-
tor has to select the best one as the final segmentation
(Section 4.3).
In order to perform metric measurements in the scene,

we need to determine the camera projection matrices
for the two cameras (P,Q). These matrices are com-
puted using the method presented in [9]. Then, from the
obtained segmentation in the two images

(
Elli+1

l , Elli+1
r

)
and the camera projection matrices, the set of 3D space
points situated on the contour generator is computed
(Section 5.1). From the two sets of 3D space points cor-
responding to the left and the right cameras, we then
estimate the radius of the sphere using least square min-
imization techniques (Section 5.2). Finally, a joint opti-
mization is performed to obtain the final radius estimate
of the sphere (Section 5.3).

4 Segmentation procedure
This section presents the proposed algorithm for detect-
ing the tomatoes. Let us denote by Imi+1 the (i + 1)th
image (left or right) in which we wish to identify the
tomato. In our sequential approach, the contour in the
(i + 1)th image is computed based on the information
present in Imi+1 and the contour of the tomato in the

Fig. 6 The proposed system
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Fig. 7 Different steps of the segmentation procedure

ith image (Imi) which has been validated by the opera-
tor (Fig. 7). So, in the following steps, it is assumed that
the contour representing the tomato in the ith image is
available and reliable. It is denoted by the ellipse Ellif =[
xcif , yc

i
f , a

i
f , b

i
f ,ϕ

i
f

]
where Ci

f =
[
xcif , yc

i
f

]
represents the

center of the ellipse whose semi major and minor axes
lengths are aif and bif , respectively, and which has a rota-
tion angle of ϕi

f .

4.1 Pre-processing
Color information is not very useful since the tomatoes
turn to red only at the end of the season. However, the
edges of the tomatoes are more contrasted in the red com-
ponent of the image, even during the first stages of the
maturation. Hence, only this component is considered.
A contrast stretching transformation is applied to this
image.

4.2 Tomato localization
We first update the position of the tomato in the current
image ((i+1)th) using a descriptor-based approach. Given
the complexity of the scene, detecting interest points
in the entire image and then matching their descriptors
would be a computationally expensive task. Instead, we
propose to compare the descriptors computed at a pre-
determined set of points in the previous (ith) and current
((i + 1)th) images. The points in the ith image are com-
puted from the final segmentation validated by the opera-
tor (Section 4.3.3). As such, these points are very likely to
be situated on the actual boundary of the tomato, or they
are very close to it otherwise. In the (i + 1)th image, the
candidate points are computed based on gradient magni-
tude and direction; they may or may not lie on the actual
boundary of the tomato. By matching these two sets of
descriptors, we then compute the translation undergone
by the tomato from the ith image to the (i + 1)th image.

4.2.1 Selection of relevant points in the ith image
Considering the final segmentation vif (output by the
active contour algorithm) and its least square estimate Ellif
in the ith image (Fig. 8), the first step aims at selecting from
vif a set P

i of points that are surely situated on the tomato.

For each candidate point Piv,h of vif , h = 1, . . . , niPv , the
nearest point Qi

v,h situated on the ellipse Ellif is first deter-
mined. The normal to the ellipse Ellif at the point Qi

v,h is
calculated and denoted by nih.
In order to search out the points in the neighborhood

of Piv,h, with prominent gradient magnitude and whose
gradient direction is normal to the ellipse Ellif, an inten-
sity profile is created between Pih,1 and Pih,2, where P

i
h,1 =

Piv,h − 0.25 rif n
i
h and Pih,2 = Piv,h + 0.1 rif n

i
h, with

rif =
aif + bif

2
(9)

If we denote by Pih,max the point with maximum gradi-
ent magnitude along the segment

[
Pih,1P

i
h,2

]
, then Piv,h is

selected as a point situated on the actual contour of the
tomato if:

d
(
Pih,max,P

i
v,h

)
< 2 (10)

where d represents the Euclidean distance. Hereinafter,
the set of points situated on the actual contour of the
tomato computed using the above condition is repre-
sented as Pi = {

Pih, h = 1, 2, . . . niP
}
, where niP ≤ niPv .

Figure 9 shows the points detected in the 17th image of
sequence S = 7. Most of the non-occluded contour points
of the tomato have been selected using this approach.

Fig. 8 (left) Selecting the points situated on the actual boundary of
the tomato in the ith image; (right) Detecting the candidate points of
strong gradient
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Fig. 9 The two sets of points to be matched: (left) Pi in S = 7, i = 17, (right) Pi+1
c in S = 7, i = 18

4.2.2 Selection of candidate points in the (i + 1)th image
Wenowwish to compute a set of candidate contour points
in the (i+1)th image.We first roughly determine the posi-
tion of the tomato in the (i + 1)th image, based on the
pattern matching method presented in [7]. Let us denote
by Cm =[xm, ym] the estimated position. The purpose of
the proposed method is to refine this position.
Using a polar representation with Cm as the origin, let

us denote by
{
Pi+1
u,c = ρi+1

u,c ejθ
i+1
u,c , c = 1, . . . , ni+1

Pu

}
the set

of points situated inside two concentric circles (Fig. 8)
whose radii are respectively 0.5rif and 1.5rif . Points from
this set are selected as candidate points if they satisfy the
following two conditions:

∣∣arg (∇Imi+1 (
Pi+1
u,c

)) − θ i+1
u,c

∣∣ ≤ δθmax (11)∣∣∇Imi+1 (
Pi+1
u,c

)∣∣ > η (12)

where arg
(∇Imi+1 (

Pi+1
u,c

))
and

∣∣∇Imi+1 (
Pi+1
u,c

)∣∣ are
respectively the angle and magnitude of the gradient at
Pi+1
u,c in imi+1.
The threshold values have been determined experimen-

tally (η = 0.2 pixels, δθmax = π
8 rad). The above con-

ditions can be viewed as selecting the points with strong
gradient whose gradient direction is within an acceptable
limit with respect to the normal vector to a circle with
radius rif . Finally, for every angle θ i+1

u,c , if several points sat-
isfy the criteria defined in Eqs. 11 and 12, only the closest
to the center point Cm is retained. Thus, at most, one can-
didate point is retained by angle. This allows reducing the
number of candidate points to be processed, in a way that
is consistent with the fact that the non-occluded pixels of
the tomato do not have prominent gradient.
Hereinafter, the set of candidate points in the (i + 1)th

image is denoted by P i+1
c =

{
P i+1
c,l , l = 1, . . . , ni+1

P

}
,

ni+1
P ≤ ni+1

Pu .

Figure 9 shows the set of points Pi+1
c detected for the

18th image of sequence S = 7. Note that the points lying
on the actual contour of the tomato have been detected
along with several other points lying on the adjacent
leaves.

4.2.3 Descriptormatching
Next, we wish to match the descriptors computed at these
two sets of points. Let us denote by DPi and DPi+1

c
the

scale invariant feature transform (SIFT) descriptors [13]
computed at Pi and Pi+1

c , respectively. For every interest
point of Pi, the best match is determined by minimizing
the Euclidean distance between the two descriptor vectors
(using the keypoint matching approach presented in [13]).
Let us suppose that the kth point of the setPi matches with
the lth point in the setPi+1

c . The corresponding translation
Ti
k is then computed as:

Ti
k = Pi+1

c,l − Pik , k = 1, . . . , niP (13)

Now, we wish to determine which translation among the
niP possible candidates represents the actual movement of
the tomato. For each candidate, we define the translated
set of points Pi

Tk
=

{
PiTk,h

}
where

PiTk,h
= Pih + Ti

k , h = 1, . . . , niP (14)

Among the niP possible translations, we first select
nh

(
nh < niP

)
translations which maximize the number of

inliers. An inlier is defined as a point of Pi
Tk

whose dis-
tance to a point of Pi+1

c is less than 5 pixels. However,
due to the high variability that can generally be observed
between two consecutive images, selecting a translation
based only on the maximization of the number of inliers
would not give optimal results. Hence, we propose to
introduce additional information.
We first compute the region representing the tomato

in the ith image using a classical region growing algo-
rithm, with seed calculated from the brightest pixels and
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growth limited to the region inside Ellif . We thus obtain
the region ωi

t representing the non-occluded part of the
tomato in the previous image (Fig. 10). This region is used
as a reference for computing the optimal translation.
We then apply the region growing algorithm in the

(i + 1)th image, considering every preselected translation
(translation of seed and of the limiting area). We denote
by ωi+1

k the binary image so obtained corresponding to a
particular Tk .
Let us define νk , the ratio of the two regions as:

νk =
∣∣∣ωi+1

k

∣∣∣∣∣ωi
t
∣∣ (15)

where |A| represents the cardinality of set A.We retain the
translation Tf (Fig. 11) which maximizes νk , among the
translations that satisfy two preliminary conditions:

νk > 0.65 (16)

1∣∣∣ωi+1
k

∣∣∣
∑

(x,y)∈ωi+1
k

Imi+1(x, y)>0.65
1∣∣ωi
t
∣∣ ∑

(x,y)∈ωi
t

Imi(x, y) (17)

The first condition eliminates those cases where there
is an inconsistency between the size of the region repre-
senting the tomatoes in the two consecutive images. The
second condition ensures that the mean gray level mea-
sured in the (i + 1)th image on an area which is supposed
to be a non-occluded part of the tomato is consistent with
the one found in the previous image.

Fig. 10 ωi
t : region representing tomato in ith image

Due to the varying configurations of occlusion, it might
be possible that none of the nh preselected translations,
which maximize the number of inliers, represent the
actual translation of the tomato. This scenario is gener-
ally detected by the above two conditions. In that case, all
the niP initial translations are tested. We denote by Ci+1

t
the updated location of the tomato center in the (i + 1)th
image:

Ci+1
t = Ci

f + Tf (18)

4.3 Estimation of the tomato boundary
In order to reduce the region to be analyzed, a smaller
image ImSi+1 is extracted from Imi+1 with its center as
Ci+1
t . A contrast stretching transformation is then applied

to ImSi+1.
The segmentation procedure is based on our active con-

tour model with elliptic shape constraint (Section 3.3).
It leads to a better robustness with respect to occlu-
sions and lack of contrast. However, given the complexity
of the scene, a good initialization is required; other-
wise, the active contour will not converge towards the
searched contours but will get trapped in another local
minimum of the energy functional. Thus, the tomato
detection procedure presented in Section 4.2 is of major
interest as compared to our previous work [7, 8], as
it improves the accuracy of the initialization algorithm
(Section 4.4.1) and consequently the global performances
(Section 4.4.2).
A brief overview of the initialization procedure is pre-

sented in Section 4.3.1. More details can be found in [7,
8]. Then, additional information about the active contour
model is given in Section 4.3.2.

4.3.1 Initialization of the active contourmodel
We use both gradient and region information to deter-
mine the initial position of the active contour model.
First, the method described in Section 4.2.2 (Eqs. 11 and

12) is applied in order to determine a set of candidate
points, based on gradient magnitude and direction. Since
the position of the tomato center is detected more accu-
rately than in our previous work, it has been possible to
restrict the size of the region of interest, which now lies
inside two concentric circles with radius 0.9bif and 1.1aif
instead of 0.5rif and 1.5rif (Fig. 12).
Due to the presence of outliers, even small, a least

square estimate of an ellipse from all of the candi-
date points would not accurately represent the tomato
boundary. Consequently, a RANSAC estimate based on
an elliptic model is used to determine the parameters
of several candidate ellipses. In this step, only those
ellipses which satisfy the temporal constraint formulated
in Section 3.2 are considered. Thus, a total of Na = 20
ellipses, Elli+1

u ,u = 1, . . . ,Na, are retained: the ellipses
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Fig. 11 Translated points

with the largest number of inliers and whose parameters
are compatible with the ones of the tomato in the previous
image (Fig. 12). Note that both spatial regularization
and temporal regularization have been used in this step,
increasing the reliability of the segmentation procedure.

The third step of the initialization procedure aims at
introducing region information, in order to select the best
ellipse among the Na previously retained. For that, we
apply a region growing algorithm, whose seed is formed
from the brightest pixels inside the intersection of all

Fig. 12 Initialization of the elliptic active contour model. (upper left) Selection of candidate contour points; (upper right) selection of Na ellipses,
through RANSAC algorithm; (lower left) detection of the non-occluded parts of the tomato, ωi+1

t , through region growing algorithm; (lower right)
initialization of the elliptic active contour model
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the candidate ellipses. The result is a binary image ωi+1
t

(Fig. 12), where the pixels set to 1 correspond to non-
occluded parts of the tomato. Then, for every candidate
ellipse Elli+1

u ,u = 1, . . . ,Na, we compare the region ωi+1
t

with the region inside the considered ellipse, denoted by
ωi+1
u , by calculating the following index:

τ(u) =
∣∣∣ωi+1

u ∩
(
1 − ωi+1

t

)∣∣∣ +
∣∣∣ωi+1

t ∩ (
1 − ωi+1

u
)∣∣∣∣∣∣ωi+1

t ∩ ωi+1
u

∣∣∣
(19)

where |A| represents the cardinality of a set A. The ratio
τ(u) measures the consistency between the segmenta-
tion obtained through the contour analysis

(
ωi+1
u

)
and the

region analysis
(
ωi+1
t

)
. It reaches a minimum (zero) when

ωi+1
u and ωi+1

t match perfectly.
Let us denote by ai+1

u and bi+1
u the semi axis lengths of

the candidate ellipse Elli+1
u . The final elliptic initialization

Elli+1
v (Fig. 12) is selected among the ellipses for which

a good match is achieved (Eq. 20), considering another
regularization condition which imposes that the size and
shape of the ellipse in ImSi+1 are close to the ones in ImSi
(Eq. 21):

Sτ =
{
u ∈[1,Na] | τ(u) ≤ 1.1 min

w∈[1,Na]
τ(w)

}
(20)

v = argmin
u∈Sτ

(
ai+1
u − ai

)2 + (
bi+1
u − bi

)2 (21)

Combiningωi+1
v andωi+1

t enables us also to determine the
region of potential occlusions.

4.3.2 Applying the elliptic active contourmodel
The elliptic active contour model (Section 3.3) is then
applied from the initialization Elli+1

v . During the first nstart
iterations, the parameter ψ is set to zero, so that z moves
towards the most prominent contours. Then, the ellip-
tic shape constraint is introduced for nellipse iterations
(ψ 	= 0) in order to guarantee robustness with respect to
occlusion. Finally, the shape constraint is relaxed (ψ = 0)
for a few nend iterations, which allows reaching the
boundary more accurately, as a tomato is not a perfect
ellipse (Fig. 13).
During the nellipse iterations, the reference ellipse is reg-

ularly and automatically updated from the current curve
z. Again, a least square estimate calculated from all the
points of the curve z is not relevant because some of them
may lie on false contours (e.g., leaves). So a procedure,
similar to the one described in Section 4.2.1, is applied in
order to select a subset of points that are very likely to
lie on the boundary of the tomato. From these points, the
parameters of the reference ellipse are optimized in a root

mean square error sense and so automatically updated
every 10 iterations. Note that the length of the major and
minor axes are estimated only once, at the beginning of
the process, as the initial values are supposed to be very
close to the actual values (temporal regularization), con-
trary to the other parameters of the ellipse, which are
much more unstable due to the global movement of the
tomato.
It is also worth noting that the image forces are not con-

sidered in the regions of occlusion, in every step of this
process.

4.3.3 Final elliptic approximation
Finally, four elliptic estimates (Fig. 13) of the tomato
boundary are determined: points that are likely to be on
the actual boundary are extracted based on several selec-
tion criteria [7, 8]; then, the RANSAC algorithm or a least
square estimation [14] are applied to get the four elliptic
approximations from the sets of selected points. In gen-
eral, the four ellipses are almost the same in the case of
little occlusion while they may differ more significantly
in the case of higher occlusion. The operator has only to
select the best estimate, if he considers it correct, or man-
ually define a better elliptic approximation, otherwise. The
latter case is however very rare and arises when the tomato
is highly occluded (see the experimental results presented
in Section 4.4).

4.4 Evaluation of the segmentation procedure
We first compare the proposed descriptor-based method
to update the position of the tomato (Section 4.4.1) with
our previous work. We then evaluate the segmentation
procedure by comparing the obtained segmentations with
manual segmentations (Section 4.4.2).
The proposed segmentation procedure was evaluated

on the images acquired during three agriculture seasons
(April–August, 2011–2013). Although a variety of the
tomatoes was the same, a difference in vegetation was
observed due to external climatic conditions. We identi-
fied 21 tomatoes for our study covering different sites and
different seasons, thus ensuring a good representation of
the variability. Analyzing only one pair of images a day
for each tomato, we created therefore 21 pairs of image
sequences.
Not all flowers develop into tomatoes at the same time.

Besides, some tomatoes may be totally hidden by other
tomatoes or leaves. As a result, the total number of days
a particular tomato can be observed is not identical for
all the 21 tomatoes. Flowers that mature to tomato early
and are not hidden by leaves/tomatoes can be observed
for a maximum number of days, thus creating a maximum
number of images in the corresponding tomato sequence.
It is difficult to evaluate the segmentation procedure

on the entire image dataset, given the variable degrees
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Fig. 13 Tomato segmentation. (upper left) Result provided by the elliptic active contour model; (upper right)(lower left) two sets of contours points
extracted from (upper left); (lower right) four elliptic approximations

of occlusion. Therefore, the influence of the amount of
occlusion on the final radius estimate was studied, and the
image dataset was then divided into three categories [7, 8]:

category=
{1, if the amount of occlusion is less than 30 %
2, if the amount of occlusion is between 30 and 50%
3, if the amount of occlusion is more than 50 %.

(22)

Our evaluation is based on the comparison of the auto-
matic segmentation results with elliptic approximation of
manual segmentations. We denote the manual segmen-
tation of the ith image of a given sequence by Ellis =[
xcis, ycis, ais, bis,ϕi

s
]
where Ci

s = [
xcis, ycis

]
represents the

center of the ellipse whose semi major and minor axes are
ais and bis, respectively, and which has a rotation angle of
ϕi
s. Results are presented for category 1 and category 2

separately. Note that only images acquired from the left
camera are presented in this section. Indeed, the images
acquired using the left and the right cameras exhibit simi-
lar characteristics, in overall, even if different percentages
of occlusion can be observed for some pairs.

4.4.1 Tomato localization
In this section, we compare the proposed descriptor-
based approach to update the position of the tomato with

the pattern matching approach presented in our previous
work [7, 8]. For this, we measure the distance between
the estimated center of the tomato obtained with the two
approaches with the actual center of the tomato given by
the manual segmentation.
Let us define for any image i two distance measuresDi

pm
and Di

desc:

Di
pm = d

(
Ci
m,Ci

s
)

(23)

Di
desc = d

(
Ci
t ,Ci

s
)

(24)

Di
pm and Di

desc represent the error on the estimation
of the tomato center for the pattern matching method(
Ci
m

)
and the descriptor-based method

(
Ci
t
)
, respectively.

Tables 1 and 2 show the percentage of images in a given
sequence for which the distance measure Di

pm or Di
desc is

less than 10 pixels, r
i
s
4 and ris

2 , where r
i
s = ais+bis

2 .
For the images of category 1, the position of the tomato

was precisely detected in 97 % of the images using
the descriptor-based approach (Di

desc < 10 pixels) as
compared to 65 % in case of pattern matching. This
demonstrates a significant improvement regarding the
accuracy of the tomato localization. Moreover, almost
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Table 1 Percentages of images in category 1 where the distance measure Di
pm or Di

desc is less than a given threshold (10, r
i
s
2 and ris

4
pixels). Also shown is the total number of images (N1) for each sequence in category 1

Percentage of images with

N1 Ddesc < 10 Dpm < 10 Ddesc < rs
4 Dpm < rs

4 Ddesc < rs
2 Dpm < rs

2

Sequence 1 26 100.00 57.69 100.00 100.00 100.00 100.00

Sequence 2 4 100.00 100.00 100.00 100.00 100.00 100.00

Sequence 3 21 100.00 19.05 100.00 47.62 100.00 100.00

Sequence 4 14 92.86 78.57 100.00 100.00 100.00 100.00

Sequence 5 5 100.00 100.00 100.00 100.00 100.00 100.00

Sequence 6 0 – – –

Sequence 7 25 100.00 24.00 100.00 76.00 100.00 100.00

Sequence 8 20 100.00 60.00 100.00 90.00 100.00 100.00

Sequence 9 1 100.00 0 100.00 100.00 100.00 100.00

Sequence 10 5 100.00 20.00 100.00 100.00 100.00 100.00

Sequence 11 4 50.00 25.00 100.00 75.00 100.00 100.00

Sequence 12 19 100.00 84.21 100.00 94.74 100.00 94.74

Sequence 13 5 80.00 20.00 80.00 20.00 100.00 20.00

Sequence 14 4 100.00 100.00 100.00 100.00 100.00 100.00

Sequence 15 0 – – –

Sequence 16 21 100.00 95.24 100.00 95.24 100.00 100.00

Sequence 17 20 95.00 100.00 95.00 95.00 95.00 100.00

Sequence 18 23 86.96 91.3 86.96 91.3 86.96 91.3

Sequence 19 0 – – –

Sequence 20 5 100.00 100.00 100.00 100.00 100.00 100.00

Sequence 21 25 100.00 100.00 100.00 100.00 100.00 100.00

247 96.76 65.28 97.98 88.05 98.38 94.78

all tomatoes (98 %) are correctly detected
(
Di
desc <

ris
2

)
based on this method with a significant improve-
ment (+3.6 %) as compared with the pattern matching
approach.
The images of category 2 contain a significant amount

of occlusion, with more than 30 % of the elliptical con-
tour hidden. Therefore, the pattern matching approach
fails to find the position of the tomato

(
Di
pm >

ris
2

)
in

9 % of cases. However, the descriptor-based approach cor-
rectly detects the position of the tomato for 96.5 % of
the images with a significant improvement (+5.1 %). For
instance, in sequence 13, the position of the tomato was
correctly detected

(
Di
pm <

ris
2

)
in only 76 % of the images

by the pattern matching approach, against 100 % with the
new one. Moreover, as in the case of images of category
1, a significant improvement regarding the accuracy of
the estimated position of the tomato is observed. Using
the descriptor-based approach, the position is accurately
detected for 85 % of the images (Di

desc < 10 pixels),
compared to 59 % with pattern matching.

The pattern matching approach [7, 8] is based on the
detection of the non-occluded region. In case of partial
occlusion, the maximum of correlation may be rather
far from the actual center of the tomato. Moreover, it
cannot provide an accurate estimation when several toma-
toes overlap. The descriptor-based approach overcomes
these difficulties since it relies on both region and con-
tour information. The movement of the tomato can be
accurately estimated by matching feature vectors calcu-
lated on contour points. Overall, the descriptor-based
approach is more robust to occlusion and provides a more
accurate estimation of the tomato center. This benefits
to the complete segmentation procedure, as the detec-
tion of the candidate contour points is then much more
reliable, leading to a better initialization of the elliptic
active contour model.

4.4.2 Tomato segmentation
In order to evaluate the segmentation procedure, the
obtained segmentation A (one of the four final estimates
Ellif 1, Ell

i
f 2, Ell

i
f 3, or Ellif 4) is compared with the manual
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Table 2 Percentages of images in category 2 where the two distance measures Di
pm,D

i
desc is less than a given threshold (10, r

i
s
2 and ris

4
pixels). Also shown is the total number of images (N2) of category 2 in each sequence

Percentage of images with

N2 Ddesc < 10 Dpm < 10 Ddesc < rs
4 Dpm < rs

4 Ddesc < rs
2 Dpm < rs

2

Sequence 1 2 100.00 100.00 100.00 100.00 100.00 100.00

Sequence 2 3 66.67 66.67 100.00 66.67 100.00 100.00

Sequence 3 16 93.75 31.25 100.00 56.25 100.00 87.5

Sequence 4 13 92.31 61.54 100.00 100 .00 100.00 100.00

Sequence 5 12 75 25 83.33 50.00 100.00 100.00

Sequence 6 6 83.33 33.33 83.33 50.00 100.00 100.00

Sequence 7 12 50.00 25.00 66.67 50.00 83.33 83.33

Sequence 8 14 100.00 50.00 100.00 78.57 100.00 100.00

Sequence 9 14 100.00 14.29 100.00 35.71 100.00 92.86

Sequence 10 3 66.67 0 66.67 0 66.67 66.67

Sequence 11 5 20.00 0 40.00 20.00 100.00 80.00

Sequence 12 0 – – –

Sequence 13 17 94.12 64.71 94.12 64.71 100.00 76.47

Sequence 14 16 87.5 100.00 87.5 68.75 93.75 100.00

Sequence 15 13 100.00 100.00 92.31 92.31 100.00 100.00

Sequence 16 0 – – –

Sequence 17 1 100.00 100.00 100.00 100.00 100.00 100.00

Sequence 18 1 100.00 100.00 100.00 100.00 100.00 100.00

Sequence 19 10 90.00 50.00 90.00 50.00 90.00 50.00

Sequence 20 10 90.00 100.00 90.00 90.00 100.00 100.00

Sequence 21 1 100.00 100.00 100.00 100.00 100.00 100.00

169 84.70 59.04 89.15 66.99 96.51 91.41

segmentation Ellis by computing the average Di
mean and

the maximum Di
max distance between A and Ellis for every

tomato image i. These distance measures, expressed in
pixels, are normalized with respect to the size of the
tomato

(
ris

)
in order to better interpret the results. The

normalized distance measures are defined as:

Di
meanR = Di

mean
ris

100 (25)

Di
maxR = Di

max
ris

100 (26)

Tables 3 and 4 present the mean and the standard devi-
ation of Di

meanR and Di
maxR for the images of category 1

and category 2, respectively. These tables do not consider
the images with incorrect estimation of the tomato posi-
tion (i.e., Di

desc >
ris
2 ). Moreover, two series of results

are presented: the statistics computed for Ellif 4, which
would correspond to a fully automatic process, and the
statistics computed with the best estimate Elliopt (i.e. min-
imizing Di

meanR), which, in practice, would be selected by
an operator among the four possibilities.

For the images of category 1, very good results (Fig. 14)
were obtained in most of the sequences with μDmeanR less
than 10 % for all the sequences. The mean error aver-
aged on all images is less than 5 % (even for Ellf 4, without
manual selection), which fits the requirements of the final
user. Moreover, a lower σDmeanR demonstrates the robust-
ness of our method. Even if the occlusion degree is less
than 30 %, many images present a blurred contour or low
contrast, due to shadowing effects or overlap with nearby
tomatoes. However, a good segmentation is obtained in
even these challenging cases (Fig. 14b, c). For the images
acquired in the agriculture season 2013 (Sequence 12–
21), the size of the tomatoes is smaller compared to
the seasons 2011 and 2012. This accounts for slightly
higher relative distance measures for these sequences
(Fig. 14d).
For the images of category 2, which contain a signifi-

cant amount of occlusion (30 to 50 %), good results are
observed with μDmeanR less than 10 % in case of Ellf 4 for
almost all sequences (except sequence 10). When con-
sidering the optimal ellipse Ellopt, μDmeanR is less than
10 % for all the sequences and less than 5 % for 60 %
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Table 3 Distribution of Di
meanR and Di

maxR computed assuming Ellif4 or Ell
i
opt as the final segmentation for the images of category 1.

Also shown are the total number of images (N1) of category 1 for each sequence and the number of images Nc where the position of

the tomato is correctly estimated
(
Di
desc <

ris
2

)
. Only four images were discarded using this criterion

N1 Nc Ellf4 Ellopt

μDmeanR σDmeanR μDmaxR σDmaxR μDmeanR σDmeanR μDmaxR σDmaxR

Sequence 1 26 26 2.86 1.81 8.73 5.93 1.79 1.22 5.57 4.1

Sequence 2 4 4 1.85 0.35 5.24 1.59 1.4 0.69 3.9 1.15

Sequence 3 21 21 1.28 2.68 10.99 6.49 3.46 2.43 9.45 7.48

Sequence 4 14 14 3.99 1.4 10.36 4.01 2.4 1.11 6.76 3.21

Sequence 5 5 5 3.51 1.5 10.42 3.82 3.15 1.2 8.87 2.69

Sequence 6 0 0 – – – – – – – –

Sequence 7 25 25 1.89 0.88 5.45 3.09 1.48 0.55 4.43 1.84

Sequence 8 20 20 3.53 2.38 9.58 7.11 3.21 2.06 9.13 6.02

Sequence 9 1 1 2.87 0 9.03 0 2.61 0 8.55 0

Sequence 10 5 5 1.76 0.95 5.28 3.3 1.46 0.76 4.31 2.71

Sequence 11 4 4 4.6 3.94 15.39 14.65 4.06 3.73 14 14.03

Sequence 12 19 19 4.66 1.62 12.61 4.55 4.09 1.36 11.06 3.67

Sequence 13 5 5 9.88 5.98 15.87 15.24 9.72 5.98 25.87 15.9

Sequence 14 4 4 7.63 0.29 20.18 3.57 6.24 1.74 15.57 2.79

Sequence 15 0 0 – – – – – – – –

Sequence 16 21 21 3.63 1.21 8.83 2.46 3.46 1.14 8.51 2.55

Sequence 17 20 19 8.12 2.53 17.62 5 7.79 2.41 17.01 4.45

Sequence 18 23 20 6.23 1.75 17.91 6.58 5.38 1.65 15.79 6.61

Sequence 19 0 0 – – – – – – – –

Sequence 20 5 5 6.44 5.42 19.07 18.98 6.12 5.34 17.47 16.49

Sequence 21 25 25 3.75 1.42 9.38 2.79 3.65 1.38 9.38 2.79

247 243 4.29 2.77 11.35 7.39 3.97 1.93 9.95 7.06

of them. The results have been significantly improved
compared to our previous work, thanks to the more accu-
rate detection of the position of the tomato. Figure 15
shows some examples where a good segmentation is
obtained even in the presence of noise and blurred
contour and/or low resolution, in addition to severe
occlusion.
The significant segmentation errors occur when the

presence of the neighboring leaves and/or branches pro-
duces strong gradients near the desired contour which
misleads the movement of the active contour. This effect
is prominent in sequence 13, which results in higher dis-
tance measures for this sequence (Fig. 16a). Other typical
cases of errors result from blurring due to tomato overlap
combined with partial occlusion (Fig. 16b).
Finally, it is worth noting that it may be very diffi-

cult to determine the contour position at some places
even manually, because of blurring, shadowing (Fig. 17a,
b) or the presence of leaves near the “head” of the
tomato at the beginning of the maturation (Fig. 17c). This

imprecision can also explain middling results in some
cases.
Table 5 compares the statistics obtained for the two

methods, the one presented in [7, 8]
(
μo
meanR, σ o

DmeanR

)
and the new one proposed in this paper

(
μmeanR, σDmeanR

)
.

For each method, the images considered in the table are
only the ones where the position of the tomato is cor-
rectly detected (Di

pm <
ris
2 ,D

i
desc <

ris
2 , respectively), since

the segmentation algorithm does never provide correct
results otherwise. In this way, more images

(
Nc > No

c
)

can be processed with the descriptor-based approach,
which shows better robustness with respect to occlusion
(+8 % for images of category 2). The descriptor-based
approach provides a significant benefit when the image
quality is poor or the tomato is highly occluded (e.g.,
sequences 3, 4, 10, 11, 14, 15, 17, 20, 21). Similar results are
obtained otherwise. This detailed study demonstrates that
the update of the tomato position is a crucial step which
conditions the quality of the final segmentation.
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Table 4 Distribution of Di
meanR and Di

maxR computed assuming Ellif4 and Elliopt as the final segmentation for the images of category 2.
Also shown are the total number of images (N2) of category 2 for each sequence and the number of images Nc where the position of

the tomato is correctly estimated
(
Di
desc <

ris
2

)
. Only five images were discarded using this criterion

N2 Nc Ellf4 Ellopt

μDmeanR σDmeanR μDmaxR σDmaxR μDmeanR σDmeanR μDmaxR σDmaxR

Sequence 1 2 2 4.61 2.02 14.45 7.13 2.14 0.57 4.93 1.85

Sequence 2 3 3 2.32 0.91 5.4 2.42 1.84 0.81 5.24 2.51

Sequence 3 16 16 6.54 4.9 17.85 13.42 5.22 4 15.42 13.01

Sequence 4 13 13 4.77 2.18 13.66 7.19 4.39 2.17 12.55 7.27

Sequence 5 12 12 4.59 3.11 14.31 9.23 3.37 2.13 11.26 7.75

Sequence 6 6 6 2.64 1.7 7.75 4.76 2.49 1.71 7.1 4.7

Sequence 7 12 10 6.49 5.04 18.12 15.27 4.27 4.55 12.71 13.79

Sequence 8 14 14 5.4 2.1 15.13 7.18 4.35 1.95 12.96 7.45

Sequence 9 14 14 6.68 3.99 17.18 9.63 5.06 4.07 13.32 10.61

Sequence 10 3 2 12.18 5.64 31.36 9.57 1.82 5.85 31.37 8.73

Sequence 11 5 5 5.41 2.42 19.39 10.84 4.86 2.66 17.6 12.5

Sequence 12 0 0 – – – – – – – –

Sequence 13 17 17 9.19 4.54 23.59 11.65 7.76 3.51 22.9 12.77

Sequence 14 16 15 8.28 3.31 21.56 10.12 7.23 3.17 21.15 11.31

Sequence 15 13 13 3.57 1.84 9.7 4.55 3.04 1.4 8.42 3.74

Sequence 16 0 0 – – – – – – – –

Sequence 17 1 1 7.71 0 22.23 0 7.36 0 22.23 0

Sequence 18 1 1 6.78 0 17.4 0 6.78 0 17.4 0

Sequence 19 10 9 5.76 4.13 14.2 10.63 4.85 3.28 11.8 7.31

Sequence 20 10 10 5.8 2.84 14.48 6.16 4.64 1.54 11.01 3.21

Sequence 21 1 1 2.95 0 9.36 0 2.79 0 8.88 0

169 164 6.06 3.84 16.41 10.37 4.43 2.28 14.27 10.46

5 Size estimation
In this section, we wish to estimate the size of the tomato
approximated by a sphere in the 3D space. In order to
calculate the parameters of the sphere, it is assumed that
the camera projection matrices, P and Q for the left and
right cameras respectively, as well as the parameters of the
apparent contours (ellipse) in the two images, have been
calculated.
The camera parameters are determined once, at the

beginning of the season, by observing a calibration pat-
tern at different positions and orientations in the scene, as
described in [9]. Note that the acquisition system is firmly
fixed to the ground, so that the calculated projection
matrices P and Q are valid throughout the agricultural
season. The parameters of the apparent contours of the
tomatoes in the left and right images are provided by the
segmentation procedure, after validation by an operator
(Section 4.3.3).
In the following, we use bold letters to denote vec-

tors (X) and italics to denote scalars (X). Quantities in

the 3D space are denoted by upper case letters (X, X)
while image quantities are denoted by lower case let-
ters (x, x). Finally, points lying on the ellipses obtained
from the segmentation algorithm are now denoted by
xo,l and xo,r , o = 1, . . . ,N , for the left and right
images respectively.
From the segmentation in the two images, we first

recover the ellipse centers, xl in the left image and xr in
the right image. It is assumed that these are the image
points of the sphere center Xct , which is then determined
based on a triangulation procedure [9]. Using the property
presented in Section 3.1, a set of 3D space points lying
on the contour generator is determined from the points
on the elliptic contour, for each image (Section 5.1). From
the two sets of 3D space points, corresponding to the
left and right images, two values for the radius of the
sphere are computed based on a least squareminimization
approach (Section 5.2). Finally, a joint functional is mini-
mized in order to obtain an estimate of the sphere radius
(Section 5.3).
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Fig. 14 Original image (left) and final segmentation (right) shown in red obtained on images of category 1. The contour in cyan represents the
manual segmentation. The distance measures (DmeanR , DmaxR) are (top to bottom) (1.06 %, 2.98 %), (2.12 %, 4.79 %), (1.12 %, 3.25 %), (5.08 %, 13.38 %).
Note that even in the presence of occlusion (a), smoothed contour (b, c), a good segmentation is obtained. Also notice the small size of the tomato
which results in higher relative distance measure (d)

5.1 3D space points lying on the contour generator
Let us first consider the left image and the image points
xo,l, o = 1, . . . ,N . The 3D space points lying on the

contour generator are computed as the intersection of the
rays back projected from the image points and the plane
�l which contains the sphere centerXct and is orthogonal
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Fig. 15 Original image (left) and final segmentation (right) shown in red obtained on four (a-d) images of category 2. The contour in cyan represents
themanual segmentation. The distance measures (DmeanR , DmaxR) are (top to bottom) (1.25 %, 2.74 %), (5.50 %,17.71 %), (2.08 %, 5.89 %), (1.20 %, 3.74 %)

to the line joining the camera center Cl (deduced from the
projection matrix P) and Xct . Its equation is given by:

AX + BY + CZ + D = 0, (27)

where

N =[A,B,C]T = Xct − Cl
‖Xct − Cl‖ ,D = −AXct − BYct − CZct .

(28)
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Fig. 16 Original image (left) and final segmentation (right) shown in red obtained on two (a-b) images of sequence 13. The contour in cyan
represents the manual segmentation. The distance measures (DmeanR , DmaxR) are (top to bottom) (10.39 %, 37.76 %), (19.87 %, 50.23 %)

The 3D space point Xo,l =[Xo,l,Yo,l,Zo,l]T is projected
to its corresponding image point xo,l = [xo,l, yo,l]T via the
projection matrix P as:

β
[
xo,l yo,l 1

]T = P
[
Xo,l Yo,l Zo,l 1

]T (29)

where β is an unknown non-zero scalar factor. By expand-
ing the above equation and eliminating the unknown β ,
two equations are obtained in the unknowns Xo,l,Yo,l,Zo,l.
Moreover, it is assumed that Xo,l lies on plane �l (Eq. 27).
This gives a set of three equations which may be written
in the form:

ApXo,l = Bp (30)

where,

Ap =

⎡
⎢⎢⎣
xo,lP31 − P11 xo,lP32 − P12 xo,lP33 − P13
yo,lP31 − P21 yo,lP32 − P22 yo,lP33 − P23

A B C

⎤
⎥⎥⎦
(31)

Bp =

⎡
⎢⎢⎣
P14 − P34xo,l
P24 − P34yo,l

−D

⎤
⎥⎥⎦ (32)

Assuming Ap to be non-singular, the solution of this
equation is given by:

Xo,l = A−1
p Bp (33)

The same process is performed for the right image.
Consequently, two sets of 3D space points Xo,l and Xo,r
are computed from their respective image points xo,l and
xo,r in the left and right images.

5.2 Least square estimation of the circle
This estimation is performed on the left and right images
independently. Let us consider the left image. Due to mea-
surement errors, the 3D space points Xo,l, o = 1, . . . ,N
might not exactly lie on a perfect circle in the plane �l.
Hence, we search for a least square estimate of the circle.
In order to simplify the calculation, every 3D space point

Xo,l is transformed to a new coordinate system (X′,Y ′,Z′)
linked to the plane �l with X′, Y ′ axes lying on the plane
and Z′-axis orthogonal to the plane. The least square esti-
mation of the circle enables us to get a first estimate of
the sphere radius, Rl. We get the second estimate Rr in the
same way.
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Fig. 17 Original image (left) and final segmentation (right) shown in red for three images (a-c). The contour in cyan represents the manual
segmentation. The distance measures (DmeanR , DmaxR) are (top to bottom) (6.54 %, 21.97 %), (7.92 %, 14.46 %), (15.95 %, 37.54 %)

5.3 Joint optimization

Let us denote by
[
X′
ct,l,Y

′
ct,l

] ([
X′
ct,r ,Y ′

ct,r
])

the center of
the sphere in the left image (right image) in the new coor-
dinate system linked to �l (�r). From an initial radius
estimate defined as the mean of Rl and Rr (i.e. R = Rl+Rr

2 ),
the following function:

F(R) = ∑N
o=1

[(
X′
o,l − X′

ct,l

)2 +
(
Y ′
o,l − Y ′

ct,l

)2 − R2
]2

+
[(
X′
o,r − X′

ct,r
)2 + (

Y ′
o,r − Y ′

ct,r
)2 − R2

]2
(34)

is minimized using the Gauss-Newtonmethod, in order to
determine the final estimate of the sphere radius, denoted
by Rest.

5.4 Evaluation: Size estimation
Since a tomato is not a perfect sphere, two reference
distances D1,D2 were measured manually, which approx-
imate the size of the tomato (Fig. 18). These reference
distances were compared with the estimated radius Rest
and relative error percentages PED1 , PED2 were computed
with respect to D1 and D2:

PED1 = 100
∣∣∣∣D1 − Rest

D1

∣∣∣∣ (35)

PED2 = 100
∣∣∣∣D2 − Rest

D2

∣∣∣∣ (36)

In order to evaluate the proposed method, the radius of
some tomatoes (Ta=1,. . . , 10) were measured from images
acquired in the laboratory under ideal conditions (cor-
rect illumination, no occlusion). Images of these tomatoes
were acquired at different positions (Pos A and B) and dif-
ferent heights (H = 10 and 30 cm) from the ground using
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Table 5 Comparing the mean and standard deviation of DmeanR for the two methods in the images of categories 1 and 2 (Ellopt) where
the position of the tomato is correctly estimated

Sequence Category 1 Category 2

N1 No
c μo

DmeanR
σ o
DmeanR

Nc μDmeanR σDmeanR Difference N2 No
c μo

DmeanR
σ o
DmeanR

Nc μDmeanR σDmeanR Difference

1 26 26 1.34 0.7 26 1.79 1.22 −0.45 2 2 1.9 0.47 2 2.14 0.57 −0.24

2 4 4 1.57 0.46 4 1.4 0.69 0.17 3 3 1.57 0.57 3 1.84 0.81 −0.27

3 21 21 2.87 2.1 21 3.46 2.43 −0.59 16 14 7.36 8.03 16 5.22 4 2.14

4 14 14 2.2 1.84 14 2.4 1.11 −0.2 13 12 6.21 5.55 13 4.39 2.17 1.82

5 5 5 4.54 1.28 5 3.15 1.2 1.39 12 12 3.48 1.63 12 3.37 2.13 0.11

6 0 0 – – 0 – – 6 6 4.63 3.75 6 2.49 1.71 2.14

7 25 25 1.7 0.5 25 1.48 0.55 0.22 12 10 4.5 4.52 10 4.27 4.55 0.23

8 20 20 5.4 5.01 20 3.21 2.06 2.19 14 14 4.73 2.38 14 4.35 1.95 0.38

9 1 1 5.24 0 1 2.61 0 2.63 14 13 5.07 4.08 14 5.06 4.07 0.01

10 5 5 1.75 0.4 5 1.46 0.76 0.29 3 2 5.15 2.98 2 1.82 5.85 3.33

11 4 4 10.18 6.21 4 4.06 3.73 6.12 5 4 8.95 0 5 4.86 2.66 4.09

12 19 18 4.35 1.34 19 4.09 1.36 0.26 0 0 – 0 – –

13 5 1 8.56 0 5 9.72 5.98 −1.16 17 13 9.26 4.83 17 7.76 3.51 1.5

14 4 4 9.18 2.96 4 6.24 1.74 2.94 16 16 11.44 7.62 15 7.23 3.17 4.21

15 0 0 – – 0 – – 13 13 5.93 8.07 13 3.04 1.4 2.89

16 21 21 4.46 1.21 21 3.46 1.14 1 0 0 – 0 – –

17 20 20 11.56 2.55 19 7.79 2.41 3.77 1 1 10.63 0 1 7.36 0 3.27

18 23 21 7.77 2.24 20 5.38 1.65 2.39 1 1 7.41 0 1 6.78 0 0.63

19 0 0 – – 0 – – 10 5 6.31 1.86 9 4.85 3.28 1.46

20 5 5 6.88 2.57 5 6.12 5.34 0.76 10 10 7.51 3.13 10 4.64 1.54 2.87

21 25 25 7.12 3.22 25 3.65 1.38 3.47 1 1 5.67 0 1 2.79 0 2.88

247 240 5.37 1.92 243 3.97 1.93 1.40 169 152 6.20 3.13 164 4.43 2.28 1.76

the same acquisition system as in the open field. The rel-
ative position between the camera and tomatoes was also
identical, providing images of similar resolution. At each
position, the tomatoes were observed at three different
orientations (Orn = 1, 2, 3), not necessarily identical for
all positions. The radius of these tomatoes were computed

Fig. 18 Reference distances D1,D2

as described above using a manual segmentation as we
wish to focus on the evaluation of the second part of
the system (estimation of the tomato size). Table 6 shows
the PED1 for different positions and different orientations.
This error is always less than 10 % and most (91 %) of the
values are less than 5 %, which demonstrates the robust-
ness of the radius estimation. Moreover, the estimated
radius Rest is closer to the reference distance D1 than D2.
This is because a sphere with a radius D1 will cover the
entire tomato and hence it is logical that Rest is closer
to D1.
Using the estimated radius Rest, an estimate of the vol-

ume, VRest , is computed using the spherical hypothesis(
VRest = 4

3πR
3
est

)
. However, since a tomato is not a perfect

sphere, we determined a correction factor αcc that can be
applied on the radius in order to get a measure closer to
the actual volume.
Let us denote by V correc

D1
the volume estimated with the

corrected radius R = αccD1 (i.e., V correc
D1

= 4
3π(αccD1)3).

The value of αcc has been determined experimentally so

as to minimize the relative difference
∣∣∣Vactual−Vcorrec

D1

∣∣∣
Vactual

for
four (Ta = 1, 2, 3, 4) tomatoes studied in all positions,
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Table 6 Percentage error PED1 for the tomatoes Ta

Ta

Pos H Orn 1 2 3 4 5 6 7 8 9 10

A

10

1 2.11 2.68 4.79 1.79 3.27 1.42 4.70 4.03 4.20 6.63

2 2.47 7.32 3.81 1.10 0.15 1.09 3.80 3.87 5.07 8.46

3 4.51 5.65 4.66 0.33 1.98 0.94 2.66 5.02 5.01 5.65

30

1 1.51 4.63 0.34 2.70 1.83 4.61 4.20 1.61 2.10 1.91

2 0.58 3.97 5.32 0.95 0.86 0.04 2.19 1.14 0.25 0.30

3 1.00 4.73 5.13 4.53 2.52 3.94 2.49 0.39 1.92 0.37

B

10

1 4.61 1.59 0.64 0.97 4.23 2.23 0.47 2.21 0.17 4.76

2 4.89 0.87 0.03 0.42 2.35 1.74 0.03 1.29 2.62 0.88

3 4.05 0.55 1.71 1.08 0.45 1.72 0.22 3.29 2.60 3.03

30

1 0.47 1.75 1.69 0.92 0.30 1.11 3.47 1.60 2.38 3.54

2 3.10 1.75 1.37 0.66 0.79 1.27 0.38 0.00 2.09 1.93

3 1.62 1.02 0.65 2.43 0.41 1.17 6.07 4.50 0.39 0.74

where Vactual is the actual volume. We found αcc = 0.95.
The relative error percentage PEcorrecVactual

betweenV correc
Rest and

the actual volume Vactual is then studied for the other
tomatoes at different positions and different orientations.
The error percentage is less than 15 % in 87 % of the
cases. From this experiment, it seems that it may be possi-
ble to correct the measurements made with the spherical
hypothesis in order to take into account the specific shape
of the tomato that is cultivated in the field. This short
study validates the volume estimation using the spheri-
cal hypothesis. However, the proposed correction model
is very basic and was parametrized on a small set of
tomatoes. Further studies need to be conducted on a
larger dataset to increase the robustness of the volume
estimation.

6 Result: entire system
The method proposed in Section 5 was used to mea-
sure the size of 10 tomatoes cultivated in the open field
for the agriculture season 2013 (Sequences 12–21). It is
assumed that Ellopt is the final segmentation selected by
the operator among the four possibilities, in both images
(no manual correction). Table 7 presents the estimated

radius Rf
est along with the error percentage PED1 ,PED2

with respect to the two reference distancesD1,D2 (Eqs. 35
and 36).
For 8 tomatoes over 10, the estimated radius is actually

in the interval [D2,D1] and generally close to D1 as com-
pared toD2 as discussed earlier. Moreover, for most of the
sequences except 19, the error percentage PED1 is less than
10 %, which demonstrates the robustness of our method
and fits the requirement of the project. For sequence 19,
the position of the tomato is not correctly detected due
the presence of identical neighboring tomatoes (Fig. 19).
As a result, an incorrect radius is estimated for this
tomato.
Note that the accuracy of the final radius estimates

depends on the reliable estimation of several parameters
at the different steps of themethod (segmentation, camera
parameters, etc.). An imprecision in one of these param-
eters would result in an inaccurate radius estimate. The
influence of the imprecision in the segmentation on the
estimated radius was also studied theoretically using Eq. 1.
For a 1-pixel error in the length of the major axis (minor
axis) of the ellipse, the corresponding relative percent-
age error in the radius was found to be between 0.5 and

Table 7 The estimated radius Rfest for 10 tomatoes is compared with the reference distances D1 and D2. The distances are expressed in
centimeters

S 12 13 14 15 16 17 18 19 20 21

D1 2.53 2.07 2.09 2.51 2.48 1.44 1.89 2.57 2.13 2

D2 2.03 1.92 1.75 2.2 2.14 1.36 1.51 2.14 1.86 1.77

Rfest 2.35 1.99 2.02 2.58 2.36 1.55 1.86 1.86 1.96 1.85

PED1 7.20 3.57 3.05 2.46 4.76 7.63 1.54 27.79 7.79 7.43

PED2 15.64 3.97 15.50 17.40 10.14 13.96 23.23 12.91 5.34 4.59

The error percentage PED1 less than 10 % is shown in italics
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Fig. 19 For the sequence 19, the position of the tomato is not
correctly detected. The manual segmentation is shown in red while
Ellopt is shown in green

3 % (0.6 and 3 %, respectively) depending on the position
of the object in the scene, which is acceptable for the
considered application.

7 Conclusions
This paper presents a complete system to monitor the
growth of tomatoes from images captured in open field.
One of the major challenges is occlusion. Moreover, poor
illumination and the presence of neighboring tomatoes
may cause the tomato contours to be smoothed, result-
ing in imprecision on their actual position. To overcome
these challenges, we proposed to model the tomato as
a sphere in the 3D space. This enables us to intro-
duce a priori shape information in the segmentation
procedure, which increases the robustness with respect
to occlusion and lack of contrast. Besides, the spheri-
cal hypothesis allows us to simplify the size estimation
procedure.
The segmentation method presented in this paper is an

extension of our previous work [7, 8] based on active con-
tour. In this paper, we propose to estimate the movement
of the tomato between two consecutive images, by com-
paring SIFT descriptors computed at points of the con-
tour. This leads to amore accurate estimate of the position
of the tomato than with the pattern matching approach
presented in [7, 8]. The improvement is more prominent
in the images with significant occlusion (between 30 and
50 %) and poor contrast. For instance, the descriptor-
based approach correctly detects the position in 96.5 % of
the images where occlusion is between 30 and 50 %, which

is an improvement of +5 % compared to the previous
approach.Moreover, a high accuracy is reached for 85 % of
these images against 59 %with the previous approach. The
precision is also significantly improved for low occluded
images (97 % against 65 %). This is very important since a
more accurate estimation of the tomato position results in
amore reliable estimation of the candidate contour points,
which in turn leads to a better initialization of the elliptic
active contour model. So, the entire segmentation proce-
dure benefits from this new algorithm. The average error
(expressed as the percentage of tomato size) is now around
4 % even for tomatoes with a degree of occlusion as high
as 50 %.
We also presented a method to estimate the size of

the tomato from the obtained segmentation. This method
was first tested under ideal acquisition conditions and
using manual segmentation. In this case, the percentage
error between the actual radius and the estimated size was
always less than 10 % with most (91 %) of the error less
than 5 %, which demonstrate the robustness of radius esti-
mation. The complete system was also applied to estimate
the size of tomatoes cultivated in open fields for the agri-
culture season 2013. The percentage error was less than
10 % in most of the cases, despite the poor quality of
images during this season (small size, pixelated images).
The segmentation procedure based on shape informa-

tion in each image separately can be extended to include
the information in both images in order to propose a joint
energy minimization scheme. For instance, if we suppose
that a 3D space point X situated on the tomato is pro-
jected onto xL in the left image and xR in the right image;
then, the evolution of the contour in the two images can be
controlled by using the epipolar constraint

(
xTL FxR = 0

)
in a joint energy minimization functional, where F is
the fundamental matrix computed from the two camera
matrices. This approach would increase the robustness
of the segmentation procedure with respect to occlusion,
particularly in the image pairs where the percentage of
occlusion is not identical.
One of the possible approaches to improve the robust-

ness of the yield estimation would be to detect automati-
cally the number of tomatoes present in an image without
necessarily performing the segmentation procedure. This
could be done during the end of the season when most
tomatoes are red. By exploiting the color information, the
density of tomatoes could be determined and combined
with the size estimation performed on a subset of toma-
toes, acquired with higher image resolution. This strategy
would result in a more accurate estimate of the yield
before the harvest. Moreover, the correction factor αacc
involved in volume computation was estimated using a
small set of tomatoes (Section 5.4). Further studies need
to be done to develop a more accurate volume estimation
model. The first experimental results obtained during
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the agricultural season 2013 were very encouraging. How-
ever, we plan to conduct larger experiments in open fields
to assess the robustness and the accuracy of the entire
system.
In the future, we wish to integrate the proposed algo-

rithm in a gateway/platform-based machine to machine
(M2M) architecture in order to develop an operational
system for the farmer to remotely monitor the growth
of tomatoes. The proposed system may also be used to
monitor the growth of other crops such as apples.
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