
HAL Id: hal-01225698
https://hal.science/hal-01225698

Submitted on 4 Dec 2015

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Cross Layer Rate Control, Medium Access Control and
Routing Design in Cooperative Multi-Hop Wireless

Networks
Liang Zhou, Baoyu Zheng, Jingwu Cui, Benoit Geller, Anne Wei, Shan Xu

To cite this version:
Liang Zhou, Baoyu Zheng, Jingwu Cui, Benoit Geller, Anne Wei, et al.. Cross Layer Rate Control,
Medium Access Control and Routing Design in Cooperative Multi-Hop Wireless Networks. 9th Inter-
national Conference on Intelligent Transport Systems Telecommunications,(ITST), 2009 , 2009, Lille,
France. �10.1109/ITST.2009.5399303�. �hal-01225698�

https://hal.science/hal-01225698
https://hal.archives-ouvertes.fr


1
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Control and Routing Design in Cooperative

Multi-Hop Wireless Networks
Liang Zhou, Baoyu Zheng, Jingwu Cui, Benoı̂t Geller, Anne Wei, Shan Xu

Abstract

In this paper, we address the rate control, the medium access control (MAC) and the routing problem

for cooperative multi-hop wireless networks (MHWN) in the framework of the utility function maxi-

mization. Compared to its counterpart in traditional wireless network, control method in the cooperative

wireless network is much more complex, which is due to the constraints arising from the cooperation

among the users and the contention for the wireless channel access. At first, we construct a general

mathematics model for the cooperative MHWN. And then, we develop a cross-layer solution which

consists of the link capacity detection by adjusting persistence probability at the MAC layer, the flow rate

control by achieving the maximal utility at the transport layer and the optimal routing at the network layer.

This proposal is designed in distributed manner in order to support a simple and efficient implementation

for MHWN. Finally, fairness issue for the cooperative network is presented to improve the practical

performance of the proposed solution. The simulation results show the effectiveness of the proposed

solution for the cooperative network.
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I. I NTRODUCTION

In a wireless cooperative communication system, each user is assumed to transmit data and act as a

cooperative agent for another user. That is to say, each user transmits both its own bits as well as some

information for its partner [1]. The idea of cooperative network is first proposed to handle “flash crowds”

on the Internet, where end-hosts cooperate in order to improve the overall network performance [2].

In recent years, some cooperative strategies for content delivery and sharing in wireless network have

been proposed [3-5]. However, most of research in this area is to optimize physical layer performance

without considering much detail about how cooperation interacts with higher layers and improves network

performance. Specially, there is no specific solution describing how to solve the data flow movement

problem over multiple hops in this architecture. In fact, since the cooperative network is a classic multi-

source-multi-path system, one of the most challenge issues is the flow rate control: the Internet is based

on an end-to-end paradigm, where the transport protocol (e.g. TCP) instances at the endpoints to detect

overload conditions at intermediate nodes. When congestion occurs, the source reduces flow rate [6].

However, cooperative network is usually a distributed dynamic system and the congested nodes might

not be adjusted at all when the sources react to the congestion.

In this paper, we jointly formulate the rate control, medium access control and routing problem for

cooperative multi-hop wireless networks (MHWN), and it is designed in distributed manner in order to

support a simple and efficient implementation for MHWN. The fundamental purpose is to decompose

the utility function into a flow control problem which determines the total source rate, and a division

problem which describes how to split the total rate among a set of least congested paths according to the

link persistence probability. The main contributions of this research are showed as follows: Firstly, we

construct a general multi-source-multi-path model for this cooperative MHWN. Secondly, we develop

a cross-layer solution which consists of the link capacity detection by adjusting persistence probability

at the MAC layer, the flow rate control by achieving the maximal utility function value at the transport

layer and the optimal routing at the network layer. The realization of joint rate control, MAC control and

routing for the specific cooperative MHWN system is the highlight of this paper. Finally, fairness issue

for the cooperative network is presented to improve the practical performance of the proposed solution.

The remainder of this paper is organized as follows. Section II constructs a general mathematics model

for the cooperative MHWN. Based on the problem analysis, a joint optimal rate control, medium access

control and routing algorithm is proposed in Section III. In Section IV, we present numerical results using

the proposed algorithm, followed by the concluding remarks in Section V.
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Fig. 1. The topology structure of the distributed cooperative MHWN.

II. SYSTEM MODEL

The system consists of a set ofN nodes with same computation and transmission capabilities, commu-

nicating through bidirectional wireless links between each other. There are wireless gateways providing

access to the other networks (i.e.,Internet), and the system architecture is composed of such two kinds

of communications as Node-to-Gateway and Node-to-Node, as shown in Fig.1. The characteristics of the

wireless cooperative architecture and its differences with the traditional always-connected model motivate

the need to revisit the design of the protocols designed for wired infrastructure. In this paper, we employ

the cooperative protocol introduced in [7], which designs a network-wide broadcasting protocol that

exploits cooperative diversity and addresses the challenges of: (a) enabling cooperation and (b) exploiting

the diversity benefits due to cooperation.

Consider this wireless network whose links are denoted byL = {1, 2, ...L}. Let cl be the capacity

of link l ∈ L and c = [c1, c2, ..., cL]T . Let S = {1, 2...S} be the set of sources. Each sources hasns

potential available paths from the source to the destination. Let theL× 1 vectorRs,i denotes the set of

links used by sources ∈ S on its pathi ∈ {1, 2, ..., ns}, whoselth element equals to 1 if path contains

link l and 0 otherwise, andNs,i denotes the number of links on the pathi. The set of all the available

paths of users is defined by

Rs = [Rs,1, Rs,2, ..., Rs,ns
] (1)
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and the total paths in the network are defined by a routing matrixR,

R = [R1, R2, ..., RS ] (2)

For each sources, let xs,i be the rate of sources on pathRs,i, andxs =
ns∑
i=1

xs,i be the total source rate.

Let ms ≥ 0 andMs ≤ ∞ be the minimum and maximum rates, respectively, i.e.,ms ≤ xs ≤ Ms. When

each sources transmits at a total rate ofxs, it attains a utilityUs(xs). We assume thatUs: R+ → R is

continuous, increasing and strictly concave. Let

x = [x1,1, . . . , x1,n1 , x2,1, . . . , x2,n2 , . . . , xn,1, . . . , xn,nS
]T ∈ RR

+ (3)

be the vector of all path rates of all sources. Our objective is to choose ratesx so as to maximize the

total utility
∑
s∈S

Us(xs):

max
xs≥0

∑
s∈S

Us(xs) (4)

subject to xs ≤
ns∑
i=1

xs,i,

Rx ≤ c

xs,i ≥ 0,ms ≤ xs ≤ Ms

However, in the cooperative system, each node and each link has a contention resolution protocol

based on the transmission persistence probability. LetLout(s) denotes the set of outgoing links from

nodes ∈ S, N I
to(l) as the set of nodes whose transmissions cause interference to the receiver of linkl,

excluding the transmitter node of link, andLI
from(s) as the set of links whose transmissions get interfered

from the transmission of nodes, excluding the outgoing links from nodes. Therefore, if the transmitter

of link l and a node inN I
to(l) transmit data simultaneously, the transmission of linkl fails. If nodes and

the transmitter of a linkl in LI
from(s) transmit data simultaneously, the transmission of linkl also fails.

Assuming each nodes transmits data with a probabilityp′s, when it determines to transit data, it chooses

one of its outgoing paths with a probabilityql, l ∈ Lout(s). Consequently, linkl ∈ Lout(s) transmits data

with a probabilitypl = p′sql, which is called persistence probability of linkl. Therefore, the data rate on

path i, xs,i, is obtained as minimum rate of link in the path:

xs,i(Ps) = min
l∈[1,Ns,i]

clpl

∏

k∈NI
to(l)

(1−
∑

m∈Lout(k)

pm) (5)

wherePs = [p1, ..., pNs,i
], P = [P1, P2, ..., PS ].
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With the above analysis, we can specify the cooperative wireless networks utility maximization with

“contention” link:

max
xs≥0

∑
s∈S

Us(xs) (6)

subject to xs ≤
ns∑
i=1

xs,i(Ps)

Rx ≤ c

xs,i ≥ 0,ms ≤ xs ≤ Ms, 0 ¹ P ¹ 1

III. JOINT OPTIMAL CONTROL ALGORITHM

In this section, we present a Joint Optimal Control (JOC) algorithm to jointly optimize rate control,

medium access control and routing for the aforementioned cooperative wireless networks based on the

cross-layer design.

A. JOC Algorithm

In the case of multi-path flow control problem, many literatures have been proposed by introducing

the variable of path price to maximum the total utility function of the system [8-10]. In [9], the author

solves the optimal congestion control problem by taking the path price into consideration, and the optimal

source ratex∗s is given by

x∗s =
∑

R∗s,i∈R∗s

x∗s,i =
[
U ′

s(p
r∗
s )

]Ms

ms

, and xs,i = 0 if pr
s,i > pr∗

s

where[z]Ms
ms

= max
(
ms, min(Ms, z)

)
, pr

s,i is the path price,pr∗
s is the minimum path price amongRs,

path R∗
s,i has the minimum path pricepr∗

s,i = pr∗
s , and R∗

s defines the set of all minimum price paths

R∗
s,i of sources. The above equation suggests a way to adapt the total source rate to congestion, but

it does not specify how to distribute the total rate among the available paths. A naive approach is to

simply split it evenly along paths that have the least current price. This algorithm, however, does not

converge, e.g. when multiple paths have different path prices. In the cooperative wireless system, we can

view the persistence probability as a special path price, the distributed optimalxs at each source can be

adjusted according to the persistence probability of each link. Similarly, the persistence probability can

also be adjusted according to currentxs. Intuitively, the expected result will allocate the “right” amount

persistence probability to the “right” links to alleviate the congestion, which may then induce an increase

in end-to-end throughput of the whole system. Therefore, we need to find an algorithm that distributively
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and adaptively control the flow rate, persistence probability and routing from the link and source aspects,

respectively.

JOC Algorithm: We assume that time is slotted, and the links are fixed within a time slot but

independently change between different slots. During each time slott, the following three units are

carried out simultaneously until convergence.

• MAC: Each link l receives flow ratesxs,i(t) for all pathsRs,i that contain linkl, and computes a

new persistence probability

pl(t + 1) =
[
pl(t) + κ

cl −
∑
s

Rs,ix

pl(t)
− κ

∑
k∈LI

from(tl)

εk

1− ∑
m∈Lout(tl)

pm

]1

0
(7)

tl is the transmitter node whose path contains linkl, κ > 0, and

εl =





0, if
∑
s

xs,i(t) ≤ clpl
∏

k∈NI
to(l)

(1− ∑
m∈Lout(k)

pm)

1, otherwise

Informing new probabilitypl(t + 1) to all sourcess whose pathRs,i contains linkl; and each source

receivespr
s,i = P T

s Rs,i from the network for all its pathsRs,i, i = 1, 2, . . . , ns and decides the maximum

persistence probabilitypr∗
s = maxi=1,2,...,ns

pr
s,i(t).

• Rate control: Updates the source ratexs(t + 1):

xs(t + 1) =
[
U ′

s(p
r∗
s (t))

]Ms

ms
(8)

To these paths which do not have the maximum persistence probability, path ratexs,i(t+1) on pathRs,i

is:

xs,i(t + 1) =
[
xs,i(t)− γ(pr∗

s (t)− pr
s,i(t))

]+
, γ > 0 (9)

To the pathRs,j that has the maximum persistence probability, we set its rate as:

xs,j(t + 1) =
[
xs(t + 1)−

∑

i∈[1,ns],i6=j

xs,i(t + 1)
]+

(10)

and then informs all the new flow ratexs,j(t + 1) to links l contained in pathRs,i.

• Routing: Over the chosen link, sending an amount of bits to destination according to the rate

determined by the rate control unit.

Note that, the persistence probability of the linkl depends on two aspects: one is the current flow

rate relative to link capacity, while the other one is the current link affected by other users. In the case

of path rate, the rates on all paths that have less than the maximum persistence probability are reduced
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by an amount proportional to the absent probability, and the rate on the maximum probability path is

increased, so that the new rates on all paths sum up to the new total source rate determined in the flow

control decision.

B. Performance Evaluation

We first associate Lagrange multiplier for each of the constraints, and use the KKT optimality conditions

for optimization [11-12], solving this problem is equivalent to satisfying the complementary slackness

condition and finding the stationary points of the Lagrange.

Lsys = L(x, P, λ̄, λ)

=
∑

s∈S

Us(xs)− λ̄s(xs −
ns∑

i=1

xs,i(Ps))− λT
l (Rx− c)

= (
∑

s∈S

Us(xs)− λ̄sxs) + λ̄s

ns∑

i=1

xs,i(Ps)− λT
l (Rx− c) (11)

where λ̄ = [λ̄1, λ̄2, . . . , λ̄S ], λ = [λ1, λ2, . . . , λL]T . By linearity of the differentiation operator, this can

be decomposed into two separate maximization problems

max
xº0

Lx(x, λ̄) =
∑

s∈S

Us(xs)− λ̄sxs

max
Pº0

LP (λ̄, λ, P ) = λ̄s

ns∑

i=1

xs,i(P )− λT
l (Rx− c)

= λ̄s

ns∑

i=1

( min
l∈[1,Ns,i]

clpl

∏

k∈NI
to(l)

(1−
∑

m∈Lout(k)

pm))− λT
l pl(xl − cl)

The first maximization is already implicitly solved by the rate control mechanism for differentUs [13],

while the second maximization still need to be solved which aims at allocating exactly the right persistence

probability of each link to reduce the congestion at the network bottlenecks. Here, we focus on proving

the convergence of the persistence probability problem.

Becausemax LP (P ) is a typical non-concave/convex problem, it is difficult to take the derivative of

LP (P ) with respect topl directly. To get around the difficulty, we take logarithm operator onLP (P )

to getLP (P̃ ), that isLP (P̃ ) = min
l∈[1,Ns,i]

ns∑
i=1

log(clpl
∏

k∈NI
to(l)

(1 − ∑
m∈Lout(k)

pm)) + log pl(xl − cl), where

p̃l = log pl. In appendix I, we will show that the partial Lagrange is a strictly concave function of a
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logarithmically transformed probability vector. So we can decompose that

LP (P̃ ) = min
l∈[1,Ns,i]

ns∑

i=1

log
(
clpl

∏

k∈NI
to(l)

(1−
∑

m∈Lout(k)

pm)
)

+ log pl(xl − cl)

=
ns∑

i=1

log
[
clpl

∏

k∈NI
to(l)

(
1−

∑

m∈Lout(k)

pm

)−
∑

n∈LI
from(tl)

cnpn

∏

k∈NI
to(n),k 6=tl

(
1−

∑

m∈Lout(k)

pm

)]

+ log pl

(
cl −

∑
s

Rs,ix
)

(12)

Assuming

εl =





0,
∑
s

xs,i(t) ≤ clpl
∏

k∈NI
to(l)

(
1− ∑

m∈Lout(k)

pm

)

1, otherwise

Taking the derivative ofLP (P̃ ) with respect top̃l, we have

∇lLP (P̃ ) =
(
cl −

∑
s

Rs,ix
)− pl

∏
k∈NI

to(l)

(
1− ∑

m∈Lout(k)

pm

)
εk

1− ∑
m∈Lout(tl)

pm

=
(
cl −

∑
s

Rs,ix
)− pl

∑
k∈LI

from(tl)

εk

1− ∑
m∈Lout(tl)

pm
(13)

Coming back to theP solution space instead of̃P , it is easy to verify that the derivate ofLP (P ) with

respect topl is

∇lLP (P ) =
cl −

∑
s

Rs,ix

pl
−

∑
k∈LI

from(tl)

εk

1− ∑
m∈Lout(tl)

pm
(14)

Therefore, the logarithmic change of variables simply scales each entry of the gradient bypl: ∇lLP (P ) =

∇lLP (P̃ )/pl. We now use the subgradient method [14], with a constant step sizeκ, to maximizeLP (P )

pl(t + 1) = pl(t) + κ∇lLP (P )

=
[
pl(t) + κ

cl −
∑
s

Rs,ix

pl(t)
− κ

∑
k∈LI

from(tl)

εk

1− ∑
m∈Lout(tl)

pm

]1

0

This is the exact MAC unit in the JOC algorithm. Substituting the known equation intoxs(t + 1) =
[
U ′

s

(
pr∗

s (t)
)]Ms

ms
to compute the total rate ofs at t + 1, the following is the same as the proof in [8].

Sincexs,i can be turned into a concave function inP , each constraintxs ≤
ns∑
i=1

xs,i(P ) is upper bound

constraint on a convex function in(xs, Ps), problem (6) can be turned into maximizing a strictly concave

objective function over a convex constraint set. Therefore, the established convergence is towards the

global optimum.
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C. Extension: Fairness Issue for Cooperative Network

As stated previously, each user may transmit both its own bits as well as some information for its

partner in the cooperative system, so how to keep the relative fairness between its own bits and partner’s

bits is a practical problem to be solved. In generic wireless network, the fairness strategy adopts the

per-flow fairness, in which every flow has the equal “opportunity” to get to the destination, however,

this is impractical in cooperative MHWN system. Here we can employ a content-based fairness strategy

described in [15], which is scalable and does not require maintenance of any state information beyond

a time slot which is important in a dynamic network. As to the content-based fairness strategy, that is

when each node receives the packets, it judges the packet content whether it has hold or not. If has, it

will throw out the packet directly and inform his partner do not transmit after that moment. If not, it will

receive the packet and adjust the flow rate and persistence probability as stated before.

In addition, utility functions can also be interpreted as the “knobs” to control the tradeoff between the

fairness and efficiency. Different shapes of utility functions lead to different types of fairness defined in

the economics literature. For example, a family of utility functions, parameterized byα ≥ 0, is proposed

as

Uα =





(1− α)−1x1−α, if α 6= 1

log x, otherwise
(15)

If α = 0, utility maximization reduces to system throughput maximization. Ifα = 1, proportional fairness

among competing users is attained; ifα = 2, then harmonic mean fairness; and ifα → ∞, then max-

min fairness. To accommodate multi-class services and attain the desired tradeoff between efficiency and

fairness, it is important that the utility maximization framework can handle general types of convex or

concave utility functions [16].

IV. N UMERICAL RESULTS

An illustrative numerical example is summarized below for the network with end-to-end paths and

logical links shown in Fig. 2. Each of the three sources has its utility function parameterized byα as

in (15). Due to page limit, we summarize the numerical results for the case of Node-to-Node. More

specifically, there are two alternate paths from nodeA to C, i.e. a direct one-link pathA → C, and an

indirect two-link pathA → B → C. We assume that if the distance between the transmitter node and

the receiver node is less than 2d, the receiver node gets interference from the transmitter node.

Fig. 3 shows the convergence of link persistence probabilities regulated by JOC for the case ofα = 3.

Fig. 4 shows the optimized source rates with each data point being the result of solving (6) for a given
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Fig. 2. Physical and logical topologies

fairness parameterα. A number of interesting observations can be made from this graph. For example,

since source 1 traverses more heavily interfered links, at the optimal rate allocation that maximizes the

network utility, it is allocated the lowest data rate. However, as the value ofα increases, the gap among

the source decreases, and the fairness among sources is improved.

V. CONCLUDING REMARKS

In this paper, we have been focusing on resolving the rate control, the medium access control and

the routing problem for cooperative MHWN. At first, we construct a general mathematics model for

the cooperative MHWN based on problem formulation. And then, we develop a joint optimal control

algorithm which consists of the link capacity detection by adjusting persistence probability at the MAC

layer, the flow rate control by achieving the maximal utility at the transport layer and the optimal routing

at the network layer. In addition, fairness issue for the cooperative network is presented to improve the

practical performance of the proposed algorithm.
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Fig. 3. Convergence of link persistence probabilities

Fig. 4. Optimized source rates as fairness indexα changes



12

APPENDIX I

PROOF OFSTRICTLY CONCAVE FUNCTION

Taking derivatives again, for each of the nonlinear
ns∑
i=1

log[clpl
∏

k∈NI
to(l)

(1− ∑
m∈Lout(k)

pm)− ∑
n∈LI

from(tl)

cnpn
∏

k∈NI
to(n),k 6=tl

(1− ∑
m∈Lout(k)

pm)] terms inLP (P̃ ),

we obtain the Hessian

H l =
−pl

(
∑

k(zlk) + clpl)2
((

∑

k

zlk + clpl)diag(zl)− zlz
T
l ) (16)

wherezlk = exp(p̃l)+clpl
∏

k∈NI
to(l)

(1− ∑
m∈Lout(k)

pm), andzl is a column vector[zl1, zl2, . . . , zlL]T . Matrix

H l is indeed negative definite: for all vectorsv,

vT H lv =

−pl(
∑
k

(zlk) + clpl)(
∑

k∈NI
to(l)

(1− ∑
m∈Lout(k)

pm)zlk)

(
∑
k

zlk + clpl)2

+

pl(
∑

k∈NI
to(l)

(1− ∑
m∈Lout(k)

pm)zlk)2

(
∑
k

zlk + clpl)2
< 0 (17)

This is because the Cauchy Schwarz inequality(aT a)(bT b) ≥ (aT b)2. Therefore,LP (P̃ ) is a strictly

concave function of̃P , and its Hessian is a negative definite block diagonal matrixdiag(H1,H2, . . . , HL).

¥
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