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Abstract

In this paper, we propose a novel cross-layer framework for jointly controlling and coding for

multiple video streams in wireless multihop networks. At first, we develop a cross-layer flow control

algorithm which works at the medium access control (MAC) layer to adjust each link’s persistence

probability and at the transport layer to adjust flow rates. This proposal is designed in distributed manner

that is amenable to on-line implementation for wireless networks. And then, a rate-distortion optimized

joint source-channel coding (JSCC) approach for error-resilient scalable encoded video is presented,

in which the video is encoded into multiple independent streams and each stream is assigned forward

error correction (FEC) codes to avoid error propagation. Furthermore, we integrate the JSCC with the

specific flow control algorithm, which optimally applies the appropriate channel coding rate given the

constraints imposed by the transmission rate obtained from the proposed flow control algorithm and

the prevailing channel condition. Simulation results demonstrate the merits and the need for joint QoS

control in order to provide an efficient solution for video streaming over wireless multihop networks.
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I. INTRODUCTION

Rapid growth in wireless networks is fueling the demand that services traditionally available

only in wired networks, such as video, be available to mobile users. However, the characteristics

of wireless systems provide a major challenge for reliable transport of video since the video

transmitted over wireless channels is highly sensitive to noise, interference and topology change

which can cause both packet losses and bit-errors. Furthermore, these errors tend to occur in

bursts, which can further decrease the delivered Quality of Service (QoS). Current and future

wireless systems will have to cope with this lack of QoS guarantees.

To date, the video transmission over wireless networks is still an open problem. [4], [5]

and [8] present some wavelet-based encoders that divide the original bit-stream into multiple

streams, called multiple description coding (MDC), to tradeoff the error-resilience and coding

complexity; [6] and [7] amplify the benefits of using MDC by combining with path diversity, in

these approaches each stream is explicitly transmitted over an independent path to the receiver to

achieve higher tolerance to packet loss and delay due to network congestion; In [3], the authors

propose two flow control algorithms for network with multiple paths between source-destination

pair, both are distributed algorithms over the network to maximize aggregate source utility.

However, these works, as well as much previous work appearing in the literature, target the

problem from an individual point of view without considering the overall system performance.

Therefore, it remains unclear what level of video quality can be supported by the wireless

networks.

Typically, for video communications over wireless multihop networks, there are two main

factors which can greatly affect the perceived video quality: the transmission error and flow

control. On one hand, packet loss leading to transmission error is generally caused by channel

fading, multi-path effects, interference from other electronic devices, and node mobility. In

addition, the video coding standards, including MPEG-4 and H.264, are designed to achieve

high compression efficiency at the expense of the error resilience. The coding efficiency in

these standards is achieved by using motion-compensated prediction to reduce the temporal

and statistical redundancy between the video frames. This poses a severe problem, namely error

propagation, where errors due to packet loss in a reference frame propagate to all of the dependent

frames leading to visual artifacts that can be long lasting and annoying [1]. On the other hand, the
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optimal flow control is the most reasonable operating rate that can be reliably supported along a

path. If the operating rate is lower than the optimal transmission rate along a path, performance

loss will occur due to the source coding inefficiency. On the contrary, if the operating rate is

higher, many packets will be discarded due to channel over-pumping [15]. Thus, a flow control

scheme is both desirable and necessary to achieve a satisfactory level of received video quality

over wireless networks [16]. In addition, the flow control scheme must be designed in distributed

manner that is amenable to online implementation for wireless network [2]. However, to the best

of our knowledge, most of the current literatures has considered above two factors separately

and independently. In order to achieve improved video quality supported by wireless networks,

and to provide a more robust video delivery system, these two factors are jointly considered in

this paper.

The rest of paper is organized as follows. In Section II, we propose a cross-layer distributed

flow control algorithm. In Section III, an analytical rate-distortion optimized JSCC is proposed

given the optimal transmission rate. And then, we present some selected simulation results for the

proposed joint scheme transmission over wireless networks in Section IV, followed by concluding

remarks in Section V.

II. DISTRIBUTED FLOW CONTROL ALGORITHM

A. Network Model

Consider this wireless multihop network whose links are denoted by L = {1..., l, ...L}. Let

cl be the capacity of link l ∈ L and c = [c1..., cl, ..., cL]T . Let S = {1..., s, ...S} be the set of

sources. Each source s ∈ S has ns potential available paths from the source to the destination. Let

the L× 1 vector Rs,i denotes the set of links used by source s ∈ S on its path i ∈ {1, 2, ..., ns},

whose lth element equals to 1 if path contains link l and 0 otherwise, and Ns,i denotes the

number of links on the path i. The set of all the available paths of user s is defined by

Rs = [Rs,1, Rs,2, ..., Rs,ns ] (1)

and the total paths in the network are defined by a routing matrix R,

R = [R1, ..., Rs, ..., RS] (2)

For each source s, let xs,i be the rate of source s on path Rs,i, and xs =
ns∑
i=1

xs,i be the total

source rate. When each source s transmits at a total rate of xs, it attains a utility Us(xs). Let
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x = [x1,1, . . . , xn,nS
]T be the vector of all path rates of all sources. Our objective is to choose

appropriate rates x so as to maximize the total utility
∑
s∈S

Us(xs):

max
xs≥0

∑
s∈S

Us(xs) (3)

subject to xs =
ns∑
i=1

xs,i,

Rx ≤ c, xs,i ≥ 0

In addition, each link has a contention resolution protocol based on the transmission persistence

probability. Let Lo(s) denotes the set of outgoing links from node s ∈ S, and NI(l) as the

set of nodes whose transmissions cause interference to the receiver of link l, excluding the

transmitter node of link, and LI(s) as the set of links whose transmissions get interfered from

the transmission of node s, excluding the outgoing links from node s. Therefore, if the link l

and a node in NI(l) transmit data simultaneously, the transmission of link l fails. If node s and

a link l in LI(s) transmit data simultaneously, the transmission of link l also fails. Assuming

each node s transmits data with a probability p′s, when it determines to transit data, it chooses

one of its outgoing paths with a probability ql, l ∈ Lo(s). Consequently, link l ∈ Lo(s) transmits

data with a probability pl = p′sql, which is called persistence probability of link l. Therefore, the

data rate on path i, xs,i, is obtained as minimum rate of link in the path:

xs,i(Ps) = min
l∈[1,Ns,i]

clpl

∏

k∈NI(l)

(1−
∑

m∈Lo(k)

pm) (4)

where Ps = [p1, ..., pNs,i
].

Based on this, we can specify this wireless networks utility maximization with “contention”

link:

max
xs≥0

∑
s∈S

Us(xs) (5)

subject to xs =
ns∑
i=1

xs,i(Ps)

Rx ≤ c, xs,i ≥ 0, 0 ¹ Ps ¹ 1

B. Cross-Layer Optimal Control

In the case of multi-path flow control problem, many literatures have been proposed by

introducing the variable of path price to maximum the total utility function of the system [9],
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[10]. These works suggest ways to adapt the total source rate to congestion, but they don’t

specify how to distribute the total rate among the available paths. A naive approach is to simply

split it evenly along paths that have the least current price. This algorithm, however, does not

converge, e.g. when multiple paths have different path prices. Motivated by this approach, we

can view the persistence probability as a special path price, the distributed optimal xs at each

source can be adjusted according to the persistence probability of each link. Similarly, the

persistence probability can also be adjusted according to current xs. Intuitively, the expected

result will allocate the “right” amount persistence probability to the “right” links to alleviate the

congestion, which may then induce an increase in end-to-end throughput of the whole system.

Therefore, we need to find an algorithm that distributively and adaptively control the flow rate,

persistence probability and routing from the link and source aspects, respectively. Aiming for

this, we propose a cross-layer optimal control (CLOC) algorithm as follows:

we assume that time is slotted, and the links are fixed within a time slot but independently

change between different slots. During each time slot t, the following three units are carried out

simultaneously.

• Step 1: Each link l receives flow rates xs,i(t) for all paths Rs,i that contain link l, and

computes a new persistence probability

pl(t + 1) =
[
pl(t) + κ

cl −
∑
s

Rs,ix

pl(t)
− κ

∑
k∈LI(tl)

εk

1− ∑
m∈Lo(tl)

pm

]1

0
(6)

where the second term is the residual link capacity relative to current persistence probability and

the third term is the interference penalty. tl is the transmitter node whose path contains link l,

κ > 0, and

εl =





0, if
∑
s

xs,i(t) ≤ clpl

∏
k∈NI(l)

(1− ∑
m∈Lo(k)

pm)

1, otherwise

(7)

Informing new probability pl(t + 1) to all sources s whose path Rs,i contains link l; and each

source receives pr
s,i = P T

s Rs,i from the network for all its paths Rs,i, i = 1, 2, . . . , ns and decides

the maximum persistence probability pr∗
s = maxi=1,2,...,ns pr

s,i(t).

• Step 2: Updates the source rate xs(t + 1):

xs(t + 1) =
[
U ′−1

s (pr∗
s (t))

]Ms

ms
(8)
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To these paths which do not have the maximum persistence probability, path rate xs,i(t + 1) on

path Rs,i is:

xs,i(t + 1) =
[
xs,i(t)− γ(pr∗

s (t)− pr
s,i(t))

]+
, γ > 0 (9)

To the path Rs,j that has the maximum persistence probability, we set its rate as:

xs,j(t + 1) =
[
xs(t + 1)−

∑

i∈[1,ns],i6=j

xs,i(t + 1)
]+ (10)

and then informs all the new flow rate xs,j(t + 1) to links l contained in path Rs,i.

• Step 3: Over the chosen link, send an amount of bits to destination according to the rate

determined by the rate control unit.

C. Convergence Theorem of CLOC

We first associate Lagrange multiplier for each of the constraints, and use the KKT optimality

conditions for optimization [11], solving this problem is equivalent to satisfying the complemen-

tary slackness condition and finding the stationary points of the Lagrange.

Lsys = L(x, Ps, λ̄, λ)

=
∑
s∈S

Us(xs)− λ̄s(xs −
ns∑
i=1

xs,i(Ps))− λT
l (Rx− c)

= (
∑
s∈S

Us(xs)− λ̄sxs) + λ̄s

ns∑
i=1

xs,i(Ps)− λT
l (Rx− c) (11)

where λ̄ = [λ̄1, λ̄2, . . . , λ̄S], λ = [λ1, λ2, . . . , λL]T . By linearity of the differentiation operator,

this can be decomposed into two separate maximization problems

max
xº0

Lx(x, λ̄) =
∑
s∈S

Us(xs)− λ̄sxs (12)

max
Psº0

LPs(λ̄, λ, Ps) = λ̄s

ns∑
i=1

xs,i(Ps)− λT
l (Rx− c)

= λ̄s

ns∑
i=1

( min
l∈[1,Ns,i]

clpl

∏

k∈NI(l)

(1−
∑

m∈Lo(k)

pm))− λT
l pl(xl − cl) (13)

The first maximization is already implicitly solved by the congestion control mechanism for

different Us [13], while the second maximization also need to solve which aims at allocating
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exactly the right persistence probability of each link to reduce the congestion at the network

bottlenecks. Here, we focus on proving the convergence of the persistence probability problem.

Because max LPs(Ps) is a typical non-concave/convex problem, it is difficult to take the

derivative of LPs(Ps) with respect to pl directly. To get around the difficulty, we take logarithm

operator on LPs(Ps) to get LP (P̃ ), that is LPs(P̃s) = min
l∈[1,Ns,i]

ns∑
i=1

log(clpl

∏
k∈NI(l)

(1− ∑
m∈Lo(k)

pm))+

log pl(xl−cl), where p̃l = log pl. In Appendix I, we will show that the partial Lagrange is a strictly

concave function of a logarithmically transformed probability vector. So we can decompose that

LPs(P̃s) = min
l∈[1,Ns,i]

ns∑
i=1

log
(
clpl

∏

k∈NI(l)

(1−
∑

m∈Lo(k)

pm)
)

+ log pl(xl − cl)

=
ns∑
i=1

log
[
clpl

∏

k∈NI(l)

(
1−

∑

m∈Lo(k)

pm

)−
∑

n∈LI(tl)

cnpn

∏

k∈NI
to(n),k 6=tl

(
1−

∑

m∈Lo(k)

pm

)]

+ log pl

(
cl −

∑
s

Rs,ix
)

(14)

Assuming εl as (7), taking the derivative of LPs(P̃s) with respect to P̃s, we have

∇lLPs(P̃s) =
(
cl −

∑
s

Rs,ix
)− pl

∏
k∈NI(l)

(
1− ∑

m∈Lo(k)

pm

)
εk

1− ∑
m∈Lo(tl)

pm

=
(
cl −

∑
s

Rs,ix
)− pl

∑
k∈LI(tl)

εk

1− ∑
m∈Lo(tl)

pm

(15)

Coming back to the Ps solution space instead of p̃l, it is easy to verify that the derivate of

LPs(Ps) with respect to pl is

∇lLPs(Ps) =

cl −
∑
s

Rs,ix

pl

−

∑
k∈LI(tl)

εk

1− ∑
m∈Lo(tl)

pm

(16)

Therefore, the logarithmic change of variables simply scales each entry of the gradient by pl:

∇lLPs(Ps) = ∇lLPs(P̃s)/pl. We now use the subgradient method [14], with a constant step size

κ, to maximize LPs(Ps)

pl(t + 1) = pl(t) + κ∇lLPs(Ps)

=
[
pl(t) + κ

cl −
∑
s

Rs,ix

pl(t)
− κ

∑
k∈LI(tl)

εk

1− ∑
m∈Lo(tl)

pm

]1

0
(17)
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Fig. 1. The architecture of JSCC.

This is the exact Step 1 in the CLOC algorithm. Substituting the known equation into xs(t+1) =
[
U ′−1

s

(
pr∗

s (t)
)]Ms

ms
to compute the total rate of s at t + 1, the following is the same as the proof

in [9]. Since xs,i can be turned into a concave function in Ps, each constraint xs ≤
ns∑
i=1

xs,i(Ps)

is upper bound constraint on a convex function in (x, Ps), problem (5) can be turned into

maximizing a strictly concave objective function over a convex constraint set [12]. Therefore,

the established convergence is towards the global optimum. It should be noted that when path

number is small, few rounds of the CLOC algorithm is needed, hence lower delay for rate

control and routing acquisition; when path number is large, however, the distributed algorithm

may calculate too many possibilities for each potential paths, and the total video transmission

may be further restricted by the long delay in each path. In order to resolve this problem,

we choose the first three paths and re-allocate the total probability among them in practical

implementation.

III. JOINT SOURCE-CHANNEL CODING

A. The Architecture of JSCC

The proposed coding architecture contains two parts as shown in Fig. 1. Unit-1 uses the 3-D

SPIHT (3-D Set Partitioning In Hierarchical Trees) codec that generates independent embedded

streams, while Unit-2 uses the coding constraints and channel condition to pack the bit-streams

into pack-streams of quality layers. This two-units structure collects incremental contributions

from the various streams into SNR scalable quality layers in a way similar to that of embedded
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block coding with optimized truncation. The streams and rate-distortion functions generated by

Unit-1 can be processed independently to channel conditions. The source and channel allocation

algorithm in Unit-2 must be efficient to cope with the time varying channel conditions.

Unit-1 uses an embedded coding technique that generates multiple independent embedded

streams. A video is divided into several independently encoded for additional functionality in

Unit-1. The video coder divides the 3-D wavelet coefficients into multiple blocks according to

their spatial and temporal relationships, and then encodes each block independently using the 3-

D SPIHT algorithm [4]. The proposed method allocates source bits to each embedded bitstream

to minimize the total distortion of a video clip. Moreover, the video scalability is imparted by

the layering concept and the scalable stream is organized into quality layers.

B. Packet-Loss Pattern Approximation

For the RS code operating on b-bit symbols, the maximum block length is 2b − 1 symbols.

For a (n, k) systematic RS code with a block length n, the source symbol is k. The first k

encoded symbols are source symbols correctly when the number of loss symbols is less than the

minimum distance dmin = n − k + 1 of the code. The performance of an RS decoder Pc(n, k)

can be characterized by the code correct probability

Pc(n, k) =
n−k∑
m=0

P (n,m) (18)

where P (n,m) is the probability of m erasure within a block of n symbols. In a binary symmetric

channel without memory, we have

P (n,m) =


 n

m


 Pm

B (1− PB)n−m (19)

where PB is the mean packet loss rate. For channels with memory, it is more complicated to

calculate the P (n,m). Here, we use a two-state Markov model (i.e.Gilbert model) to simulate

the bursty packet loss behavior. The two states of this model are denoted as G (Good) and B

(Bad). In state G, packets are received correctly and timely, whereas, in state B, packets are

assumed to be lost. This model can be described by the transition probabilities PGB from state

G to B and PBG from state B to G. The then the average error probability PB is given by

PB =
PGB

PGB + PBG

(20)
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and the average burst length

LB =
1

PBG

(21)

which is the average number of consecutive symbol errors. The Markov model is a renewal

model, and such models are determined by the distribution of error-free intervals, known as gap.

Let gap of length σ be the event that after a lost packet, σ−1 packets are received correctly and

then a packet is lost again. The gap density function g(σ) gives the probability of a gap length

σ. The gap distribution function G(σ) gives the probability of the gap length greater than σ− 1.

These functions can be derived as [5]

g(σ) =





1− PBG, σ = 1

PBG(1− PGB)σ−2PGB, σ > 1
(22)

G(σ) =





1− PBG, σ = 1

PBG(1− PGB)σ−2, σ > 1
(23)

Let R(n,m) be the probability of m − 1 erroneous symbols within the next n − 1 symbols

following an erroneous symbol. It can be calculated using the recurrence

R(n,m) =





G(n), m = 1
n−m+1∑

σ=1

g(σ)R(n− σ,m− 1), 2 ≤ m ≤ n
(24)

Then the probability of errors within m a block of n symbols is

P (n,m) =





n−m+1∑
σ=1

PBG(σ)R(n− σ + 1,m), 1 ≤ m ≤ n

1−
n∑

m=1

P (n,m), m = 0
(25)

C. Proposed JSCC

Fig. 2 shows how multiple encoded sequences of different quality levels are protected based

on systematic RS codes. For notational convenience, we define the bit-plane 1 as the highest

bit-plane and the bit-plane Is as the lowest bit-plane to be sent for stream-s. As to the definition

of the bit-plane, we employ the priority classification used in [5]. Let Ns be the number of

packets that are used to send the combined source data and redundancy for stream-s in a GOP

(Group of Picture) and L be the packet size in bytes. In this scheme, the bits belonging to

bit-plane i (1 ≤ i ≤ Is) are ks,i packets and the remaining cs,i = Ns − ks,i packets are filled
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Fig. 2. Packetization of source-channel bits of different bit-layers for stream s.

with channel coding redundancy. In other words, the source data for bit-plane is protected by

RS code (Ns, ks,i).

We denote the proposed coding scheme is performed on GOP basis. We define the total number

of packets at period t to be sent from all of the sources for a GOP period N(t) as

N(t) = dx(t)×NGOP

F × L
e (26)

where x(t) is the total coding rate in bytes/s at period t for the combination of data and

redundancy for all sources; NGOP is the number of frames in one GOP; F is the frame rate in

frames/s. In this framework, we assume that source-s transmits stream-s to the receiver for s ∈ S.

Then the proposed algorithm divides N(t) into {N1(t)...,Ns(t),...NS(t)} so as to maximize the

expected quality at the receiver, where Ns(t) represents the total number of packets transmitted

by source-s at GOP period t for s ∈ S. Taking account into the rate of source s, Ns(t) should

satisfy the following condition:

Ns(t) ≤ dxs(t)×NGOP

F × L
e (27)

where xs(t) is the total rate of source-s at the GOP period t, and it can be obtained from the

CLOC algorithm introduced in Section II-B.

Now, we can state our source and channel allocation algorithm as follows: Given xs(t), the

proposed algorithm finds Ns(t) and Ks(t) = (ks,1(t), ks,2(t), ..., ks,Is(t)) for s ∈ S, that maximize
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the expected quality at the receiver given by

PSNR(t) =
∑
s∈S

Is∑

l=1

( Ns−ks,l−1∑

j=Ns−ks,l+1

P (Ns(t), j)
Is∑

i=l

PSNRs(i)

)
(28)

subject to
∑
s∈S

Ns(t) = N(t),

Ns(t) ≤ dxs(t)×NGOP

F×L
e

P (Ns(t), j) is the probability that j packets are lost out of Ns(t) packets sent by source-s;

PSNRs(i) is the expected quality at the receiver when the receiver decodes up to the ith bit-

plane for stream-s; Is is the last bit-plane sent from source-s.

Each source independently runs the proposed flow rate algorithm to get its optimal number

of packets to transmit for a GOP period, using the information contained in the control packets

that the receiver sends to all sources. The proposed algorithm tries all possible combinations

of (Ns, Ks) that satisfy the constraints in (28) and choose one that maximizes the expected

quality. In this work, we have implemented a simple algorithm for finding the global optimal

value through exhaustive search. In our future work, we will explore more efficient optimization

algorithm to achieve lower complexity.

IV. SIMULATION RESULTS AND DISCUSSION

A. Experimental Setup

In order to provide a representative evaluation of system performance, for each simulation

run we generate a random topology in the disc of 500m-by-500m square as a 2D Poisson

point process with total number of nodes equal to 15. Nodes within 150 m of each other are

considered neighbors, and can communicate directly. We assume that if the distance between

the transmitter node and the receiver node is less than 50m, the receiver node gets interference

from the transmitter node. For the link from node i to node j (lij), its capacity clij is computed

as:

clij =
BW

2
log(1 + ζSINRij) (29)

where signal-to-interference-plus-noise-ratio SINRij is calculated assuming simultaneous fixed

power transmission at all nodes, BW is the double-sided bandwidth for transmission, and
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Fig. 3. An example for wireless multihop network with 15 nodes randomly placed in a 500m-by-500m area. Lines indicates

the link between two neighboring nodes. Video traffics are streamed from node 1 to node 12 and node 4 to node 15.

the coding gain ζ < 1 indicates the performance gap of RS coder with respect to Shannons

information theoretical limit.

In the following simulations, we set Us(xs) = log10 xs, step-size κ = γ = 0.1. Standard

video sequence, Weather Forecast, is used at F = 30fps, NGOP = 30. We use 3 levels of

spatial wavelet decomposition with 9-7 biorthogonal filters and 3 levels of temporal wavelet

decomposition with a Haar filter. The number of the bit-plane Is for each source is 3 for all

experiments. For simplicity, we use the constant bit rate (CBR) model to represent video traffic.

In the following, assuming two streams transmit data simultaneously from the two sources to two

receivers. Fig. 3 shows the topology and routing for sources (node 1 and node 4) simultaneously

stream to receivers (node 12 and node 15) over different paths. Fig. 4 shows the convergence

of link persistence probabilities regulated by CLOC for the potential links from node 1 (Note:

the initial persistence probability of each link is random distributed from 0 to 1).

Given a randomly generated topology, we initially choose a source-destination pair and stream

the video from the source to the destination using the path with the highest transmission rate

as described in Section II. During transmission, the environment are updated every one GOP

transmission which can cause changes in the transmission rate and channel conditions. During

successive one GOP transmission interval, the environment keeps constant. In order for objective
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Fig. 4. Convergence of link persistence probabilities for node 1, corresponding to the same setting in Fig. 3.

TABLE I

CORRESPONDING CHANNEL PROFILE TO FIG. 5(KBPS)

GOP No. 1 2 3 4

x1 105 196 77 122

Rf 96 96 96 96

comparison, PSNR (Peak Signal-to-Noise Ratio) at the receiver relative to the original video

sequence is used and its definition is

PSNR(dB) = 10 log10(
2552

MSE
) (30)

where MSE is the mean-square error between the original and the decoded luminance frame.

B. Selected Simulation Results and Discussions

To demonstrate the effectiveness of our proposed rate control algorithm, we use a representative

drop-tail scheme for comparison which does not use rate control. More specifically, it employs a
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TABLE II

CORRESPONDING CHANNEL PROFILE TO FIG. 6

GOP No. 1 2 3 4

x4 (Kbps) 110 144 205 196

PB (%) 5.3 9.6 8.4 3.2

LB 4.6 5.4 4.4 3.8

fixed source coding rate Rf = 96Kbps and when the rate exceeds the current optimal transmission

rate available for the selected source-destination pair, it will drop the subsequent encoded packets.

In Fig. 5, we show a performance comparison between our proposed rate control scheme and the

drop-tail scheme in the scenario where packet losses are caused only by channel over-pumping1.

It should be noted that due to the use of CBR encoding, the video quality is not constant and

varies periodically. In Fig. 5, the average PSNR using the proposed rate control scheme is 35.33

dB while it is 34.70 dB for the case of no rate control, thus, 0.63 dB performance gain can be

1Here, we assume that no transmission errors occurred
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Fig. 6. Performance comparison between the proposed JSCC scheme with the representative fixed channel coding and without

channel coding scheme.

achieved using the proposed rate control scheme. From the channel profile, illustrated in Table

I, we can see that for GOP No. 1, No. 2, and No. 4, the optimal transmission rate is higher

than the fixed 96 Kbps. Thus, using rate control can fully exploit the optimal transmission

rate resulting in improved performance compared to using a fixed-rate coding scheme. On the

other hand, for GOP No. 3, it is obvious that the fixed source coding rate is higher than the

optimal transmission rate. Therefore, packet losses will occur when the transmission buffer is full

resulting in the last couple of frames being lost which cause substantial performance degradation.

A lost frame is concealed by just copying the previous frame and if several consecutive frames

are lost, the degradation will be even more serious since the concealed frames are then used as

correctly received frames to conceal the subsequent lost frames. This results in substantial error

propagation. For example, in Fig. 5, we can see that there is substantial performance degradation

around the 90th frame for the no-rate control case due to channel over-pumping. Furthermore,

although the performance degradation caused by the channel over-pumping packet losses has

been partially compensated using passive error concealment, the performance is still not as good

as using the rate-control scheme.
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TABLE III

PERFORMANCE COMPARISON FOR OTHER SEQUENCE UNDER DIFFERENT SIMULATION CONDITIONS

Video Is PB PSNR of different methods (dB)

Sequence (%) method 1 method 2 method 3 method 4

Stefan 3 10 33.2 31.9 33.6 34.9

4 5 33.5 31.9 34.1 35.7

Football 3 10 31.4 31.8 32.6 33.2

4 5 31.4 31.8 33.0 33.4

Coastguard 3 10 34.8 34.4 35.0 35.2

4 5 34.7 34.4 35.1 35.3

Calendar 3 10 33.9 34.3 34.3 35.6

4 5 33.9 34.6 35.1 35.9

Mobile 3 10 33.1 33.5 33.8 34.9

4 5 33.7 33.6 33.8 34.9

Foreman 3 10 34.2 35.8 35.9 36.1

4 5 34.2 35.9 36.1 36.4

To evaluate the performance of the joint flow control and JSCC approach, different simulations

are conducted for the test sequence. These results allow us to observe the relative performance

of the proposed error-resilience approach compared to the two fix-rate schemes where either

no channel coding or the RS (15, 9) code is used exclusively. Furthermore, the proposed rate

control scheme is used for all the above three approaches. In Fig. 6, we illustrate a plot of

PSNR versus the frame number for the test sequence and the corresponding channel profile is

illustrated in Table II. Obviously, the proposed JSCC scheme can be seen to achieve a much

higher performance in terms of end-to-end PSNR compared to the no channel coding and fixed

RS (15, 9) schemes. From the Fig. 6, we can see that although using the RS (15, 9) code can

provide protection, a substantial performance loss is observed compared to the proposed JSCC

scheme which is so flexible that it can achieve an optimal value according to current condition. In

addition, although using no channel coding results in the best source coding efficiency, however,

there are no error correcting capabilities which can be used to combat transmission errors.

Therefore, the corresponding performance is considerably worse than the JSCC scheme.

In order to provide a more comprehensive evaluation of the proposed joint scheme, in Table

III, we repeat the results for other QCIF video sequences under the same simulation configuration
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as the previous experiments (Note: method 1 is only JSCC without rate control, method 2 is

only rate control without JSCC, method 3 is the joint flow control and fixed RS (15,9) and

method 4 is proposed joint flow control and JSCC). From Table III, it can be observed that the

proposed joint rate control and JSCC scheme has considerable performance advantage comparing

to the other competitive methods, which is due to the proposed scheme has the characteristics of

network-adaptive and error-resilient. In addition, we also can observe that the imposed bit-plane

Is and packet loss PB do play a important role. In particular, as the Is gets larger and the PB

becomes smaller, the performance of the proposed scheme improves. It should be noted that

all the simulation results in this table have been obtained using 300 runs in order to obtain

statistically meaningful average values.

V. CONCLUDING REMARKS

In this paper, we use cross-layer technique to maximize the perceived video quality by

combining distributed flow control with joint source-channel coding. At first, we propose a cross-

layer distributed flow control scheme which can dynamically control the optimal transmission rate

for wireless communications from source to destination. And then, we provide an analytical rate-

distortion optimized joint source-channel coding approach to optimally select the channel coding

strategy given the optimal transmission rate obtained from the proposed flow control scheme and

the prevailing channel condition. Finally, the simulation results demonstrate the effectiveness of

our proposed approach for multiple video streams over wireless multihop networks.
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APPENDIX I

PROOF OF STRICTLY CONCAVE FUNCTION

Taking derivatives again, for each of the nonlinear
ns∑
i=1

log[clpl

∏
k∈NI(l)

(1 − ∑
m∈Lo(k)

pm) − ∑
n∈LI(tl)

cnpn

∏
k∈NI

to(n),k 6=tl

(1 − ∑
m∈Lo(k)

pm)] terms in LPs(P̃s),
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we obtain the Hessian

H l =
−pl

(
∑

k(zlk) + clpl)2
((

∑

k

zlk + clpl)diag(zl)− zlz
T
l ) (31)

where zlk = exp(p̃l) + clpl

∏
k∈NI(l)

(1− ∑
m∈Lo(k)

pm), and zl is a column vector [zl1, zl2, . . . , zlL]T .

Matrix H l is indeed negative definite: for all vectors v,

vT H lv =

−pl(
∑
k

(zlk) + clpl)(
∑

k∈NI(l)

(1− ∑
m∈Lo(k)

pm)zlk)

(
∑
k

zlk + clpl)2

+

pl(
∑

k∈NI(l)

(1− ∑
m∈Lo(k)

pm)zlk)
2

(
∑
k

zlk + clpl)2
< 0 (32)

This is because the Cauchy Schwarz inequality (aT a)(bT b) ≥ (aT b)2. Therefore, LPs(P̃s) is a

strictly concave function of P̃s, and its Hessian is a negative definite block diagonal matrix

diag(H1, H2, . . . , HL).

¥
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