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Abstract

A new approach is used to describe the large time behavior of the non-
local differential equation initially studied in [3]. Our approach is based
upon the existence of infinitely many Lyapunov functionals and allows us
to extend the analysis performed in [3].

2010 Mathematics Subject Classification. 45K05; 35B40; 35R09.
Key words and phrases. Nonlocal differential equation, ω-limit set, large
time behavior, convergence to steady states.

1 Introduction

Let Ω be an open bounded subset of R
N , N ≥ 1, and consider the following

nonlocal differential equation

(P )























ut = u2(1− u)− u(1− u)

∫

Ω

u2(1− u) dx
∫

Ω

u(1− u) dx

, x ∈ Ω, t ≥ 0 ,

u(x, 0) = u0(x) , x ∈ Ω ,
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which was proposed by M. Nagayama [2] to describe bubble motion with chemical
reaction when a volume constraint is included. The initial condition u0 is here a
bounded function in L∞(Ω). Note that Problem (P ) is of bistable type since it
can be written in the form

ut = u(1− u)(u− λ(t)),

where

λ(t) :=

∫

Ω

u2(1− u)(x, t) dx
∫

Ω

u(1− u)(x, t) dx

. (1)

A general form of Problem (P ) is actually studied in [3] where the well-
posedness and the large time behavior of solutions of (P ) are investigated. In
particular, the structure of the ω-limit sets of solutions of (P ) is described in [3]
with the help of the rearrangement theory. Restricting our attention to the specific
Problem (P ) given above, the aim of this paper is to provide additional informa-
tion on the ω-limit sets with an alternative approach. Our approach is actually
based upon the existence of infinitely many Lyapunov functionals, from which we
deduce the limit of the nonlocal term and hence the ω-limit set.

As in [3], we suppose that the initial condition u0 satisfies one of the following
hypotheses:

(H1) u0 ∈ L∞(Ω), u0(x) ≥ 1 for a.e. x ∈ Ω, and u0 6≡ 1.

(H2) u0 ∈ L∞(Ω), 0 ≤ u0(x) ≤ 1 for a.e. x ∈ Ω, and u0(1− u0) 6≡ 0.

(H3) u0 ∈ L∞(Ω), u0(x) ≤ 0 for a.e. x ∈ Ω, and u0 6≡ 0.

In [3], when u0 satisfies either (H1) or (H3), the solution u of (P ) is shown to
converge to a step function. The first contribution of this paper is to identify this
function in terms of the initial condition u0. We obtain a less precise result when
u0 satisfies (H2) but complete the analysis performed in [3] in that case. Besides
these qualitative results we also identify an infinite family of Lyapunov functionals
for (P ).

For further use, we define

f(z) := z2(1− z) , g(z) = z(1 − z) , z ∈ R .

Throughout the paper we denote the Lebesgue measure of a measurable set A ⊂ Ω
by |A|.
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The paper is organized as follows. In Section 2, we recall some results from
[3] dealing with the well-posedness of problem (P ) as well as with the existence of
invariant sets. In Section 3, we show that problem (P ) possesses infinitely many
Lyapunov functionals, and use this property to study the limit of the nonlocal term.
Finally, in Section 4, we characterize the ω-limit set for initial data satisfying either
(H1) or (H3), and improve the outcome of [3] when (H2) holds.

2 Well-posedness and ω-limit sets

We recall some results from [3] and first make precise the notion of solution to (P )
to be used later.

Definition 2.1 ([3]). Let 0 < T ≤ ∞. A function u ∈ C1([0, T );L∞(Ω)) is called
a solution of Problem (P ) on [0, T ) if the following three properties hold:

(i) u(0) = u0,

(ii)

∫

Ω

g(u(x, t)) dx 6= 0 for all t ∈ [0, T ),

(iii) ut(x, t) = f(u(x, t))− λ(t)g(u(x, t)) for a.e. x ∈ Ω and all t ∈ [0, T ), where
λ(t) is defined in (1).

We note that solutions of (P ) on [0, T ) satisfy the mass conservation property:

∫

Ω

u(x, t) dx =

∫

Ω

u0(x) dx , t ∈ [0, T ) . (2)

We summarize the well-posedness of (P ) in the next result.

Proposition 2.2 ([3]). Assume that (Hi) holds for some i = 1, 2, 3. Problem (P )
possesses a global solution u ∈ C1([0,∞);L∞(Ω)). Moreover:

(i) If (H1) holds, then for all t ≥ 0,

1 ≤ u(x, t) ≤ ess supΩ u0 a.e. in Ω. (3)

(ii) If (H2) holds, then for all t ≥ 0,

0 ≤ u(x, t) ≤ 1 a.e. in Ω. (4)

(iii) If (H3) holds, then for all t ≥ 0,

ess infΩ u0 ≤ u(x, t) ≤ 0 a.e. in Ω. (5)
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Given u0 satisfying (Hi) for some i = 1, 2, 3, we define the set Ii by

I1 := [1, ess supΩ u0], I2 := [0, 1], I3 := [ess infΩ u0, 0] ,

according to the value of i. A consequence of Proposition 2.2 is that I1, I2, and
I3 are invariant sets for the flow associated to (P ). This property entails the
boundedness of λ as shown below.

Corollary 2.3. Assume that u0 satisfies (Hi) for some i = 1, 2, 3. Then λ(t) ∈ Ii
for all t ≥ 0.

Proof. The corollary is a consequence of the uniform bounds for u in Proposi-
tion 2.2 and the property f(z) = zg(z) for z ∈ R.

We finally recall that, given an initial condition u0 satisfying (Hi) for some
i = 1, 2, 3, and denoting the corresponding solution to (P ) given by Proposition 2.2
by u, the ω-limit set of u0 is defined in [3] as follows:

ϕ ∈ ω(u0) if and only if











ϕ ∈ L1(Ω) and there is a sequence (tn)n≥1

such that lim
n→∞

‖u(tn)− ϕ‖L1(Ω) = 0 and

lim
n→∞

tn = ∞ .

Several properties of ω(u0) are obtained in [3]:

Theorem 2.4 ([3]). (i) If (H1) holds, then ω(u0) = {ϕ} is a singleton and
there are µ > 1 and a measurable subset A of Ω such that

ϕ = µχA + χΩ\A . (6)

(ii) If (H2) holds and ϕ ∈ ω(u0), then there are ν ∈ (0, 1) and two disjoint
measurable subsets A1 and A2 of Ω such that

ϕ = χA1
+ νχA2

. (7)

(iii) If (H3) holds, then ω(u0) = {ϕ} is a singleton and there are ξ < 0 and a
measurable subset A of Ω such that

ϕ = ξχA . (8)
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3 Lyapunov functionals and limit of the nonlocal

term

Proposition 3.1. Assume that (Hi) holds for some i = 1, 2, 3. Let Φ ∈ C1(R) be
such that Φ′ is non-decreasing on Ii. Then

Ei(u(t)) := (−1)i+1

∫

Ω

Φ(u(x, t)) dx

is a Lyapunov functional of Problem (P ). As a consequence, limt→∞ Ei(u(t)) exists
as t → ∞.

Proof. We only prove the statement in the case i = 1. It follows from (P ) and (2)
that

d

dt
E1(u) =

∫

Ω

Φ′(u)ut dx =

∫

Ω

Φ′(u)ut dx−

∫

Ω

Φ′(λ)ut dx

=

∫

Ω

(

Φ′(u)− Φ′(λ)
)

ut dx

=

∫

Ω

(

Φ′(u)− Φ′(λ)
)(

u− λ
)

u(1− u) dx.

Since u ≥ 1 and λ ≥ 1 by (3) and Corollary 2.3, the monotonicity of Φ′ on I1
implies (Φ′(u)− Φ′(λ)

)(

u− λ
)

≥ 0. Therefore

d

dt
E1(u(t)) ≤ 0 ,

and t 7→ E1(u(t)) is a non-increasing function of time. In other words, E1 is a
Lyapunov functional for (P ). Furthermore, since u is uniformly bounded in time
by Proposition 2.2, t 7→ E1(u(t)) is bounded from below. Hence limt→∞E1(u(t))
exists.

Remark 3.2. The above proposition implies that there are infinitely many Lya-
punov functionals for Problem (P ).

Corollary 3.3. Assume that (Hi) holds for some i = 1, 2, 3. Then

lg := lim
t→∞

∫

Ω

g(u(x, t)) dx and lf := lim
t→∞

∫

Ω

f(u(x, t)) dx exist.

Proof. First we consider the case where (H1) holds. Recall that in this case
u(x, t) ∈ I1 for a.e. x ∈ Ω and all t ≥ 0. Since the functions −g′(z) = 2z − 1 and
−f ′(z) = 3z2 − 2z are non-decreasing on I1, we infer from Proposition 3.1 that

−lg = lim
t→∞

∫

Ω

(−g)(u(x, t)) dx and − lf = lim
t→∞

∫

Ω

(−f)(u(x, t)) dx

5



both exist. Hence the result of the corollary follows in the case that (H1) holds.
The case where (H3) holds is proved in a similar way.
Finally we consider the case of hypothesis (H2). As in the previous cases, the

function −g′ is non-decreasing on I2 so that

lg = lim
t→∞

∫

Ω

g(u(x, t)) dx exists.

To complete the proof we simply note that f = f1 − f2 with f1(z) := z2 and
f2(z) := z3. Since f ′

1 and f ′
2 are non-decreasing on I2, using again Proposition 3.1

ensures the existence of the limits

lim
t→∞

∫

Ω

f1(u(x, t)) dx and lim
t→∞

∫

Ω

f2(u(x, t)) dx ,

from which we readily deduce that

lim
t→∞

∫

Ω

f(u(x, t)) dx = lim
t→∞

∫

Ω

f1(u(x, t)) dx− lim
t→∞

∫

Ω

f2(u(x, t)) dx

exists.

After this preparation we are in a position to study the behavior of λ(t) as
t → ∞.

Lemma 3.4.

(i) Assume that (H1) holds. Then λ∞ := limt→∞ λ(t) exists and λ∞ > 1.

(ii) Assume that (H3) holds. Then λ∞ := limt→∞ λ(t) exists and λ∞ < 0.

Proof. Owing to Corollary 3.3 we set

lg := lim
t→∞

∫

Ω

g(u(x, t)) dx , lf := lim
t→∞

∫

Ω

f(u(x, t)) dx .

(i) Since u ≥ 1 by Proposition 2.2, one has g(u(t)) ≤ 0 a.e. in Ω for all t ≥ 0,
so that lg ≤ 0. Now we show that lg < 0. Assume for contradiction that lg = 0.
Then

−

∫

Ω

(u(x, t)− 1) dx−

∫

Ω

(u(x, t)− 1)2 dx =

∫

Ω

g(u(x, t)) dx−→
t→∞

0 .

Therefore
u(t) → 1 in L2(Ω) as t → ∞.
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We then deduce from the mass conservation property (2) that

1

|Ω|

∫

Ω

u0(x) dx = 1 ,

which contradicts (H1). Therefore lg < 0 hence λ∞ := limt→∞ λ(t) exists.
It follows from Corollary 2.3 that λ∞ ≥ 1. Next we show that λ∞ > 1. Assume

for contradiction that λ∞ = 1. Then

lim
t→∞

∫

Ω

u(1− u)2(x, t) dx = lim
t→∞

∫

Ω

g(u(x, t)) dx− lim
t→∞

∫

Ω

f(u(x, t)) dx

= lg − lf = 0 ,

which gives, together with the lower bound u ≥ 1,

u(t) → 1 in L2(Ω) as t → ∞ .

Arguing as above with the help of (2), we end up with a contradiction to (H1).

(ii) It is sufficient to establish that lg < 0 and lf > 0. First we show that lg < 0.
By the mass conservation property (2), we have

lg = lim
t→∞

∫

Ω

u(x, t) dx− lim
t→∞

∫

Ω

u2(x, t) dx ≤

∫

Ω

u0(x) dx .

In view of (H3), the right-hand side of the above inequality is negative so that
lg < 0.

Next we prove that lf > 0. Since u ≤ 0 a.e. in Ω×(0,∞), f(u) = u2(1−u) ≥ 0
a.e. in Ω× (0,∞) hence lf ≥ 0. Assume for contradiction that lf = 0. Then

0 ≤ lim
t→∞

∫

Ω

u2(x, t) dx ≤ lim
t→∞

∫

Ω

u2(1− u)(x, t) dx = 0 ,

so that
u(t) → 0 in L2(Ω) as t → ∞.

We combine this property with the mass conservation (2) to conclude that

∫

Ω

u0(x) dx = 0 ,

which contradicts (H3). Thus lf < 0.
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4 Characterization of ω-limit set

We first recall some notation and results from [3]. Given u0 satisfying (Hi) for
some i = 1, 2, 3, we denote the corresponding solution to (P ) by u and consider
the unique solution Y (t; s) of the following auxiliary problem:

(ODE)







Ẏ (t) = Y (t)2(1− Y (t))− λ(t)Y (t)(1− Y (t)), t > 0,

Y (0) = s,
(9)

where Ẏ := dY/dt and λ is defined by (1). Clearly the function u satisfies

u(x, t) = Y (t; u0(x)) for a.e. x ∈ Ω and all t ≥ 0. (10)

For later convenience, we introduce the differential operator L:

L(Z)(t) := Ż(t)− Z(t)2(1− Z(t)) + λ(t)Z(t)(1− Z(t)) , t ≥ 0 . (11)

The following comparison principle is quite standard in the theory of ordinary
differential equations; see, e.g., [1, Theorem 6.1, page 31].

Proposition 4.1. Let T > 0 and let Z1, Z2 ∈ C1([0, T ]) satisfy






L(Z1)(t) ≤ L(Z2)(t) for all t ∈ [0, T ],

Z1(0) ≤ Z2(0).

Then
Z1(t) ≤ Z2(t) for all t ∈ [0, T ].

4.1 ω-limit set when (H1) holds

We first identify two invariant sets with the help of problem (ODE).

Lemma 4.2. Suppose (H1). We define the sets

Ω1(t) := {x ∈ Ω : Y (t; u0(x)) = 1} and Ω+(t) := {x ∈ Ω : Y (t; u0(x)) > 1}

for each t ≥ 0. Then

Ω1(t) = Ω1(0) and Ω+(t) = Ω+(0) for all t ≥ 0 .

Proof. Note that if s = 1, then the unique solution of (ODE) is given by Y (t; 1) =
1 for all t ≥ 0. Therefore, the conclusion of Lemma 4.2 follows from the uniqueness
of solutions of (ODE).
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Remark 4.3. Owing to the definition of Y (·, s) we note that

Ω1(0) = {x ∈ Ω : u0(x) = 1} and Ω+(0) = {x ∈ Ω : u0(x) > 1} .

We next state the main result of this section where we identify ω(u0), recalling
that we already know that it is a singleton by Theorem 2.4.

Theorem 4.4. Suppose (H1). There holds:

(a) For all x ∈ Ω1(0), Y (t; u0(x)) → 1 as t → ∞,

(b) For all x ∈ Ω+(0), Y (t; u0(x)) → λ∞ as t → ∞.

As a consequence, the only element ϕ in ω(u0) is given by

ϕ = χΩ1(0) + λ∞χΩ+(0) ,

the value of λ∞ being determined by the equation

|Ω1(0)|+ λ∞|Ω+(0)| =

∫

Ω

u0(x) dx .

Proof. The statement (a) is obvious. We prove the statement (b) and first recall
that λ∞ > 1 by Lemma 3.4. Let x0 ∈ Ω+(0) and let ε > 0 be arbitrarily small
such that λ∞ − ε > 1. There exists tε > 0 such that

λ(t) ∈ [λ∞ − ε, λ∞ + ε] for all t ≥ tε.

We define Y (t) := Y (t; u0(x0)) for all t ≥ tε and let α and β be the solutions
to the ordinary differential equations

α̇ = α(1− α)(α− λ∞ + ε) , t ≥ tε , α(tε) = Y (tε; u0(x0)) ,

and
β̇ = β(1− β)(β − λ∞ − ε) , t ≥ tε , β(tε) = Y (tε; u0(x0)) .

Since x0 ∈ Ω+(0) = Ω+(tε), we have α(tε) = β(tε) > 1 which implies that

α(t) > 1, β(t) > 1 for all t ≥ tε,

and thus
lim
t→∞

α(t) = λ∞ − ε, lim
t→∞

β(t) = λ∞ + ε. (12)

Let L be defined by (11); then L(Y )(t) = 0 for all t ≥ 0. Note that, for t > tε,

L(α)(t) = −α(t)(1− α(t))(λ∞ − ε− λ(t)) ≤ 0

9



and
L(β)(t) = −β(t)(1− β(t))(λ∞ + ε− λ(t)) ≥ 0 .

Since α(tε) = Y (tε) = β(tε) it follows from Proposition 4.1 that

α(t) ≤ Y (t) ≤ β(t) for all t ≥ tε .

Hence, in view of (12),

λ∞ − 2ε ≤ Y (t) ≤ λ∞ + 2ε for all t large enough,

which completes the proof of (b). Recalling (10) we can then identify the unique
element ϕ of ω(u0) which is given by

ϕ = χΩ1(0) + λ∞χΩ+(0).

By the mass conservation property (2), we have

|Ω1(0)|+ λ∞|Ω+(0)| =

∫

Ω

u0(x) dx ,

which characterizes the value of λ∞.

4.2 ω-limit set when (H3) holds

The following result is similar to Theorem 4.4. We omit its proof.

Theorem 4.5. Suppose (H3). Then the unique element ϕ of ω(u0) is given by

ϕ = λ∞χΩ
−
(0),

where Ω−(0) := {x ∈ Ω : u0(x) < 0} and λ∞ is defined by

λ∞|Ω−(0)| =

∫

Ω

u0(x) dx.

4.3 ω-limit set when (H2) holds

We finally turn to the case where u0 satisfies (H2). As already mentioned, the
results to follow are not as precise as in the other cases but still shed some light
on the dynamics of (P ).

Lemma 4.6. Assume that (H2) holds and that

lg := lim
t→∞

∫

Ω

g(u(x, t)) dx 6= 0 .

Then
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(i) There is λ∞ ∈ [0, 1] such that λ(t) → λ∞ as t → ∞.

(ii) For all s ∈ [0, 1], there is Y∞(s) ∈ {0, λ∞, 1} such that Y (t; s) → Y∞(s) as
t → ∞.

(iii) If λ∞ ∈ (0, 1), then the set Y −1
∞ (λ∞) contains at most one element.

Proof. (i) Assertion (i) directly follows from the assumption lg 6= 0 and Corollar-
ies 2.3 and 3.3.

(ii) Let s ∈ [0, 1] and set Y (t) := Y (t; s) for t ≥ 0. Recall that (ODE) implies
that Y (t) ∈ (0, 1) for all t ≥ 0. Given ε ∈ (0, 1) there is tε > 0 such that

λ∞ − ε ≤ λ(t) ≤ λ∞ + ε , t ≥ tε . (13)

Case 1. Either there are ε ∈ (0, 1) and t0 ≥ tε such that Y (t0) 6∈ [λ∞− ε, λ∞+ ε].

Case 1.1. If Y (t0) < λ∞ − ε, then (ODE) and (13) guarantee that Ẏ (t0) < 0 so
that

τ := sup{t ≥ t0 : Y (t) < λ∞ − ε} > t0 .

Clearly Ẏ (t) < 0 for t ∈ [t0, τ) from which we readily conclude that τ = ∞.
Therefore Y (t) < λ∞−ε and Ẏ (t) < 0 for all t ∈ [t0,∞) and we infer from (ODE)
and (13) that

Ẏ (t) ≤ Y (t)(Y (t0)− λ∞ + ε) , t ≥ t0 .

Since Y (t0)− λ∞ + ε < 0, we conclude that Y (t) decays exponentially fast to zero
and thus that Y∞(s) = 0.

Case 1.2. If Y (t0) > λ∞ + ε then Ẏ (t0) > 0 by (ODE) and (13) and a similar
argument entails that Y (t) → 1 as t → 1. Thus Y∞(s) = 1 in that case.

Case 2. Or Y (t) ∈ [λ∞ − ε, λ∞ + ε] for all (ε, t) ∈ (0, 1)× (tε,∞), which means
that Y (t) → λ∞ as t → ∞ and completes the proof of (ii).

(iii) Assume for contradiction that there are 0 < s1 < s2 < 1 such that Y∞(s1) =
Y∞(s2) = λ∞. We set Yi(t) := Y (t; si) for t ≥ 0 and i = 1, 2 and Z := Y2 − Y1 and
notice that

lim
t→∞

Z(t) = 0, Z(t) > 0 for all t ≥ 0 . (14)

We further deduce from (ODE) that Z solves

Ż =
[

(1 + λ)(Y1 + Y2)− λ− Y 2
1 − Y1Y2 − Y 2

2

]

Z ,

while assertion (i) of Lemma 4.6 entails that

lim
t→∞

[

(1 + λ)(Y1 + Y2)− λ− Y 2
1 − Y1Y2 − Y 2

2

]

(t) = λ∞(1− λ∞) > 0 .

Owing to (14), we realize that Ż(t) ≥ 0 for t large enough, which contradicts
(14).
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Proposition 4.7. Suppose that (H2) holds and that

|{x ∈ Ω : u0(x) = s}| = 0 for all s ∈ (0, 1). (15)

Then

lg := lim
t→∞

∫

Ω

g(u(x, t)) dx = 0 and lf := lim
t→∞

∫

Ω

f(u(x, t)) dx = 0 .

Proof. Assume for contradiction that

lg = lim
t→∞

∫

Ω

g(u(x, t)) dx 6= 0 . (16)

By Lemma 4.6 (i), there is λ∞ ∈ [0, 1] such that λ(t) −→ λ∞ as t → ∞.
If λ∞ = 0 or λ∞ = 1, then it follows from Lemma 4.6 (ii) that Y∞(s) ∈ {0, 1}

for s ∈ [0, 1]. Consequently, u(1 − u)(x, t) = Y (t; u0(x))(1 − Y (t; u0(x)) → 0 as
t → ∞ for a.e. x ∈ Ω which implies that lg = 0 and contradicts (16).

If λ∞ ∈ (0, 1) then Y −1
∞ (λ∞) contains at most one element by Lemma 4.6 (iii)

which, together with (15), implies that Y∞(u0(x)) ∈ {0, 1} for a.e. x ∈ Ω. Conse-
quently u(1− u)(x, t) = Y (t; u0(x))(1 − Y (t; u0(x)) → 0 as t → ∞ for a.e. x ∈ Ω
which implies that lg = 0 and again contradicts (16).

Consequently lg = 0 and, since 0 ≤ f(u(x, t)) ≤ g(u(x, t)) for a.e. x ∈ Ω and
all t ≥ 0 by Proposition 2.2 (ii), we readily obtain that lf = 0.

Remark 4.8. Under the assumptions of Proposition 4.7 it is unclear whether λ(t)
has a limit as t → ∞.
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