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ABSTRACT

This paper addresses the problem of detection of dom-
inant points also called interest points or key points in the
literature. We present a new algorithm to compute dominant
points on a gray level image. It is founded on mathematical
morphology, and it is adapted to SIMD cellular, level sets
based, Boolean computation. It is also compliant with the
morphological scale-space framework. Cellular implemen-
tation and results are presented.
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1. INTRODUCTION AND PRELIMINARIES

An interest point is a location in the image where the signal
changes in several directions, thus carrying more informa-
tion. Examples include corners (L-points with more or less
important angle) and T-junctions, as well as locations where
texture varies significantly [13]. Such points are useful in
many applications, such as: image matching (correlation)
as part of motion analysis or image registration processes
and 3D reconstruction in computer vision or image synthe-
sis.

A very large set of interest point detectors has already
been proposed in the literature. References for quasi-exhaus-
tive surveys are [4][13]. We can file it into three categories.

Approaches in the first group involve first extracting ed-
ges as a chain code and then searching for points of maximal
curvature [1][4], or performing a polygonal approximation
on the chains and then searching for the line segment inter-
sections [7].

The second group consists of approaches working di-
rectly on the gray-level image. These techniques are based
either on empirical local operators [12] or on the measure-
ment of the gradients and curvatures of the surface. A great
deal of effort has been devoted to this second type of ap-
proach in order to detect corners and vertices [5].

The last group deals with theoretical models of the sig-
nal in order to obtain sub-pixel precision. Such methods are
used only for specific types of interest points like corners
[6].

Few authors have considered morphological dominant
points. One work [15] deals with binary images to detect
convex corner points on closed contours. It is based on
residues of morphological opening.

Our approach consists in defining an interest function
based on a measure of local curvature on the level sets of
the gray-level image (section 2). We then use the skeleton
to approximate the computation of the high curvature points
(section 3).

This algorithm is well suited to SIMD cellular process-
ing. We present the implementation on the programmable
retina (section 4) that allows efficient parallel level setsbased
image processing. Results are finally discussed (section 5).

2. THE INTEREST FUNCTION

In this section, we present the concept of morphological
level set processing used for our dominant points detection.
Then we use it to define a gray-level interest function from
the binary local curvature.

2.1. level set processing

Mathematical morphologyis a nonlinear image processing
framework developed by G.Matheron and J.Serra [14].Level
setsrepresent a natural way to extend the morphological op-
erator from binary to gray-level images.

Let E be any set. A binary imageX is a subset ofE.
Let K be an interval[0, n] of N. A grayscale image is a
functionI from E to K.

Such a grayscale imageI can be represented by its level
sets{It}t∈[1,n] defined as follows:

It = {p ∈ E|I(p) ≥ t} (1)



So reciprocally,

I(p) = max{t; p ∈ It} (2)

2.2. local curvature and definition of interest function

For binary images, one natural interest function is provided
by the local curvature.

In Euclidian space, thecurvature is defined as the in-
stantaneous rate of slope change [1]. Assume thaty(x) rep-
resents a curve function, andRp is the curvature at pointp,
thenRp is represented by its derivatives :

Rp =
∂2y
∂x2

[1 + ( ∂y
∂x )2]3/2

(3)

The curvature is reciprocal of the radius of the maximal in-
scribed circle tangent to the curve at pointp.

Let
◦

X be the contour ofX. The interest functionϕX

associated with the binary imageX is then defined as:

ϕX(p) =

{

Rp if p ∈
◦

X
0 elsewhere

(4)

According to the level sets framework, we can now define
theinterest functionφ for the gray-level imageI by the sum
of the binary interest functionsϕIt

over the level setsIt of
the image.

φ : E → K

p 7→

n
∑

t=1

ϕIt
(p)

(5)

It can be observed that by replacing in equation (4)Rp by
a constant value we obtain the morphological gradient. So
the functionφ provides a measure of interest on gray-level
images by weighting the local contrast by the curvature.

3. THE SKELETON

As the interest points will be computed by thresholding the
interest function, it can be sufficient to compute only the
high curvature points. Such points can be found by using a
thinning algorithm.

Theskeletonwas introduced by H.Blum [3] as the me-
dial axis which is the union of the centers of the maximal
inscribed balls. According to H.Blum, the highest curvature
points are located on the maximal inscribed circles whose
centers are the extremities of branches of the skeleton. Fur-
thermore, this curvature is reciprocal of the distance be-
tween the contour and the extremal point of the skeleton.

For discrete images, one popular approach to object skele-
tonizing is to thin an object (i.e. remove iteratively contour

points while preserving topology and geometry) until a min-
imally connected set of pixels is achieved.

The skeleton algorithm used in our dominant point de-
tector is the MB1-Hybrid thinning algorithm detailed in [11].
The advantages of this algorithm are: (1) it has a certain
rotation invariance; (2) it produces few spurious branches;
(3) its computational cost is low; (4) there exist 8-connec-
ted and 4-connected versions having the same geometrical
properties.

One complete iteration of the MB1-Hybrid thinning al-
gorithm actually corresponds to one iteration of a fully-para-
llel algorithm followed by four iterations of a semi-parallel
directional algorithm in the four directions successively
(North, South, East and West). Such a combination al-
lows better rotation invariance. Approximately, it produces
a skeleton branch for every angle inferior toπ/2 in any ori-
entation. Boolean templates of the algorithm and imple-
mentation details can be found in [11].

In order to obtain thepositivehigh curvature points on
a binary image, we compute one complete iteration of the
MB1-Hybrid skeleton then we calculate theextremal points
of the skeleton (those which have one neighbor only in the
image). In the same way, thenegativehigh curvature points
are computed thanks to the exoskeleton (skeleton of the com-
plementary of the image). Figure 2 shows an example of
this process.

Figure 1: Duality junction/corner and the discrete Jordan’s
theorem.

The previous procedure allows us to compute the con-
vex and concavecornerpoints (L-points). We can also cal-
culate thejunctionpoints (T-points) by finding the multiple
points of the skeletons. Nevertheless, by duality, the junc-
tion points are associated to corner points of the comple-
mentary, and the multiple points of the skeleton (resp. exo-
skeleton) will be detected by the presence of extremal points
of the exoskeleton (resp. skeleton), as long as different con-
nexity levels are used for the image and its complementary
(discrete Jordan’s theorem in the square grid [9]). For ex-
ample, on the configuration shown on Figure 1, the junction
is detected by either the presence of 4 extremal points of
the 4-connected exoskeleton (points marked “+”) or by the
presence of 4 extremal points of the 4-connected skeleton
(points marked “x”).

This procedure will be performed on every level set of
the gray-level image in order to obtain the interest function



Figure 2: The original binary image, 8-connected skele-
ton (5 iterations), 4-connected exoskeleton (5 iterations) and
union of the extremal points of the skeleton (points marked
“x”) and the exoskeleton (points marked “+”).

by summing the results.

4. IMPLEMENTATION

The programmable retina[2] is a CMOS array sensor in
which a Boolean elementary processor has been integrated
inside every pixel, so it is a cellular SIMD machine with op-
tical input. This architecture has been shown [10] to be well
suited for non-linear (Boolean) and level-by-level process-
ing, thanks to an analog-to-digital conversion by multiple
thresholding, that allows data processing during the acqui-
sition.

In such architecture, the procedure used to detect domi-
nant points is the following one :
For every time indext:

1. acquisition of level setIt by threshold ;

2. copy and inversion ofIt andIc
t = NOT (It);

3. one iteration of thinning of imagesS(It) (skeleton)
andS(Ic

t ) (exoskeleton);

4. search for extremal pointep(S(I)) andep(S(Ic
t ));

5. logical ”OR” between the two images
Ft = ep(S(It)) OR ep(S(Ic

t ));

6. accumulation of the sumF = F + Ft

endFor

The result of the previous procedureF is the interest
function, dominant points are then obtained by thresholding
F .

The overall number of elementary Boolean parallel op-
erations performed by levelt is less than 150. So if the
programmable retina is controlled at a 10 Mhz frequence,
the computation time for all the level sets is less than 4 ms
for 256 gray-levels and less than 0.5 ms for 32 gray-levels.

5. RESULTS

We show in this section some results obtained with our si-
mulation software of the retina architecture. The first test
image is taken from the ”MOVI” motion of the INRIA data-
base and the second is a detail of the ”Goldhill” test image.

Figure 3: The resulting dominant points detection image on
”MOVI” test image.

Figure 3 shows an example of dominant points detection
computed on 256 gray-levels by thresholding the interest
function at the value of 13. See Figure 4 for a detail.

A hierarchical selection of the level sets defines amor-
phological scale-space[8]. As our interest function is a sum
over the level sets, it is necessarily decreasing as the mor-
phological scale increases. Our detector is thus compliant
with such morphological scale-space as no new dominant
point appears as the scale increases. An example is shown
on Figure 5 using the alternated sequential filters by recon-
struction.



Figure 4: A detail of the interest function computed on 256
gray levels and the corresponding dominant points for the
threshold at the value of 13.

Figure 5: Dominant point detection over a morphological
scale-space on a detail of the ”goldhill” image

6. CONCLUSION

In this paper, we have proposed a new dominant point de-
tection algorithm based on mathematical morphology and
in particular on skeletons. The algorithm can be executed
in parallel cellular machines like the programmable retina
very efficiently. The MB1-Hybrid thinning algorithm used
in the implementation is a good trade-off between rotation
invariance, efficiency and robustness. The number of dom-
inant points can be tuned according to the contrast thanks
to thresholding and according to the size of the level sets
through the scale-space framework.

This study is part of our current research in the field of
motion analysis. In fact, dominant points detection is the
first step involved in correlation to match different images
on a sequence. In following works, we will automatically
detect and study motion on a video system based on the
artificial retina.
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