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Abstract. The work presented in this paper is part of the development
of a robotic system able to learn context dependent visual clues to navi-
gate in its environment. We focus on the obstacle avoidance problem as
it is a necessary function for a mobile robot. As a first step, we use an off-
line procedure to automatically design algorithms adapted to the visual
context. This procedure is based on genetic programming and the can-
didate algorithms are evaluated in a simulation environment. The evolu-
tionary process selects meaningful visual primitives in the given context
and an adapted strategy to use them. The results show the emergence
of several different behaviors outperforming hand-designed controllers.

1 Introduction

Obstacle avoidance is an essential function for any mobile robot. Range sensors
are the most commonly used devices for detecting obstacles but the accuracy
of sonars depends on the angle of reflection and the material of the detected
object and laser range sensors are expensive and can be harmful. More, both
are active sensors which is undesirable for military applications for instance. On
the contrary, video cameras are now cheap, low consumption and high resolution
sensors. Nevertheless detecting obstacles with a single camera is a difficult prob-
lem. Different solutions exist, using either optical flow or more simple contextual
information, but none is generic enough to deal with changing environments.

Ideally, the robot should be able to adapt itself dynamically to the current
context and to select its behavior (here, the obstacle avoidance algorithm) in real
time depending on its environment. The robot would learn those most efficient
behaviors only by interacting with the environment. As a first step towards this
goal, we propose here an offline method based on genetic programming for the
automatic design of obstacle avoidance controllers within a given environment.
The next steps will be to develop a set of algorithms adapted to different en-
vironments and to design a high level controller able to select in real time the
best algorithm for the current environment. Our system uses a simulation en-
vironment to test different algorithms. We will show that the evolved solutions
use relevant visual primitives and that they perform better than hand-designed
controllers.



2 Inspiration and Principles

2.1 Vision Based Obstacle Avoidance

One commonly used method to perform obstacle avoidance using a single camera
is based on the calculation of optical flow. Optical flow represents the perceived
movement of the objects in the camera field of view. It is commonly represented
by a vector field, each vector representing the displacement of the corresponding
pixel. According to the parallax principle, the perceived displacements will be
greater for nearer objects when the camera has a translational movement. A
simple and robust approach for obstacle avoidance is to move the robot forward
for a few seconds, to calculate the mean of the optical flow on the right and left
sides of the image, then to turn the robot in order to balance the flow on each
side. This technique is inspired by the behavior of bees and has been successfully
applied to center a mobile robot in a corridor [1, 2]. More recently it has been
used for the control of an autonomous helicopter [3, 4]. However, systems based
on optical flow don’t cope well with thin or lowly textured obstacles.

On the other hand, simple primitives can be used to extract different in-
formations about the image. Those include threshold, Gaussian and Laplacian
filters as well as orientation and frequency filters. In many cases, combinations
of some of those primitives can deliver enough information to discriminate po-
tential obstacles. For instance, Michels implemented a system to estimate depth
from texture information in outdoor scenes [5]. Other obstacle avoidance systems
use this kind of information to discriminate the floor from the rest of the scene
and calculate obstacle distances in several directions [6–8]. Nevertheless those
methods suppose that the floor may be clearly discriminated and they neglect
potentially useful contextual information from the rest of the scene. Ideally, a
good obstacle avoidance system should be able to use any visual clue.

2.2 Vision in Evolutionary Robotics

Evolutionary techniques have already been used for robotic navigation and the
design of obstacle avoidance controllers but in general vision is either overly
simplified or not used at all. For instance, Harvey used a 64x64 pixels camera but
simplified the input to a few average values on the image [9]. Marocco used only a
5x5 pixels retina as visual input [10]. A description of several other evolutionary
robotics systems can be found in [11, 12] but most of them rely only on range
sensors. On the other hand, genetic programming has been proved to achieve
human-competitive results in image processing systems, e.g. for the detection
of interest points [13, 14]. Ebner also developed a navigation system for a robot
using range sensors [15] but he didn’t combine the two approaches for a vision-
based navigation system. Parisian evolution has also been shown to produce very
good results for obstacle detection and 3D reconstruction but those systems need
two calibrated cameras [16, 17].

To our knowledge, only Martin tried evolutionary techniques with monocular
images for obstacle avoidance [18]. The structure of his algorithm is based on



the floor segmentation technique and the evaluation is done with a database
of hand labeled real world image. The advantage of such an approach is that
the evolved algorithms are more likely to work well with real images than those
evolved with computer rendered images. Nevertheless, it introduces an important
bias since the algorithms are only selected on their ability to label images in
the database correctly. In our work, the vision algorithms are not limited to a
particular technique and the selection is based on a functional evaluation of the
algorithms, that is their ability to avoid obstacles in the simulation environment.

3 Material and Methods

3.1 The Vision Algorithms

Generally speaking, a vision algorithm can be divided in three main parts: First,
the algorithm will process the input image with a number of filters to highlight
some features. Then these features are extracted, i.e. represented by a small set
of scalar values. Finally these values are used for a domain dependent task, here
to generate motor commands to avoid obstacles. We designed the structure of
our algorithms according to this general scheme. First, the filter chain consists of
spatial and temporal filters, optical flow calculation and projection that will pro-
duce an image highlighting the desired features. Then we compute the mean of
the pixel values on several windows of this transformed image (feature extraction
step). Finally those means are used to compute a single scalar value by a linear
combination. Several scalar values can be produced with different filter chains,
these values are then combined using scalar operators. A final step will generate
a motor command using the resulting scalar value(s). We extended this purely
vision based algorithmic structure by adding two scalar input variables: the goal
location distance and heading relative to the robot position. These variables can
be used for command generation along with the other scalar values.

An algorithm is represented as a tree, the leaves being input data, the root
being output command, and the internal nodes being primitives (transformation
steps). The program can use different types of data internally, i.e. scalar values,
images, optical flow vector fields or motor commands. For each primitive, the
input and output data types are fixed. Some primitives can internally store
information from previous states, thus allowing temporal computations like the
calculation of the optical flow. Fig. 1 shows an example program for a simple
obstacle avoidance behavior based on optical flow. Here is the list of all the
primitives that can be used in the programs and the data types they manipulate:

– Spatial filters (input: image, output: image): Gaussian, Laplacian, thresh-
old, Gabor, difference of Gaussians, Sobel and subsampling filter.

– Temporal filters (input: image, output: image): pixel-to-pixel min, max,
sum and difference of the last two frames, and recursive mean operator.

– Optical flow (input: image, output: vector field): Horn and Schunck global
regularization method, Lucas and Kanade local least squares calculation and
simple block matching method [19].



Fig. 1. Algorithmic tree of a program example for obstacle avoidance. Rectangles rep-
resent primitives and ellipses represent data.

– Projection (input: vector field, output: image): Projection on the horizontal
or vertical axis, Euclidean or Manhattan norm computation, and time to
contact calculation using the flow divergence.

– Windows integral computation (input: image, output: scalar): The method
used for this transformation is:

1. A global coefficient α0 is defined for the primitive.
2. Several windows are defined on the left half of the image with different

positions and sizes. With each window is paired a second window defined
by symmetry along the vertical axis. A coefficient αi and an operator (+
or −) are defined for each pair.

3. The resulting scalar value R is a simple linear combination calculated
with the following formula:

R = α0 +
∑n

i=1 αiµi

µi = µLi + µRi or µi = µLi − µRi

where n is the number of windows and µLi and µRi are the means of the
pixel values over respectively the left and right window of pair i.

The number of windows pairs, their positions, sizes, operator and coefficient
along with the global coefficient are characteristic parts of the primitive and
will be customized by the evolutionary process.



– Scalar operators (input: scalar(s), output: scalar): Addition, subtraction,
multiplication and division operators, temporal mean calculation and simple
if-then-else test.

– Command generation (input: scalar(s), output: command): The motor
command is represented by two scalar values: the requested linear and an-
gular speeds. We created two operators to generate these values:
• Direct generation: The required linear and angular speeds are two input

scalar values.
• Sequential moves: The movement is decomposed in straight moves and

in-place rotations. This facilitates the usage of optical flow based strate-
gies, since optical flow exploitation is more straightforward when the
movement has no rotational part. This operator uses one input scalar
value, which will be the angle of rotation at the end of a straight move.

Most of those primitives use parameters along with the input data to do their
calculations (for example, the standard deviation value for the Gaussian filter).
Those parameters are specific to each algorithm; they are randomly generated
when the corresponding primitive is created by the genetic programming system
described in Sect. 3.3.

3.2 Evaluation of Algorithms

For the evaluation of the different obstacle avoidance algorithms, we use a simu-
lation environment in which the robot moves freely during each experiment. The
simulation is based on the open-source robot simulator Gazebo. The simulation
environment is a closed room of 36 m2 area (6 m x 6 m) with block obstacles or
furniture items depending on the experiments.

The simulation uses ODE physics engine for the movement of the robot and
collisions detection and OpenGL for the rendering of the camera images. The
physics engine update rate is 50 Hz while the camera update rate is 10 Hz. In
all the experiments presented in this paper, the simulated camera produces 8-
bits gray-value images of size 320x160 representing a field of view of 120◦ x 60◦.
This large field of view reduces the dead angles and hence facilitates obstacle
detection and avoidance. All the obstacles are immovable to prevent the robot
from just pushing them instead of avoiding them.

In each experiment, the goal of the robot is to go from a given starting point
to a goal location without hitting obstacles. For that, we place the robot at the
fixed starting point and let it move in the environment during 60 s driven by
the obstacle avoidance algorithm. Two scores are attributed to the algorithm de-
pending on its performance: a goal-reaching score G1 rewards algorithms reach-
ing or approaching the goal location, whereas score C1 rewards the individuals
that didn’t hit obstacles on their way. Those scores are calculated with the fol-
lowing formulas:

G1 =

{

tG if the goal is reached
tmax + dmin/V else

C1 = tC



where tG is the time needed to reach the goal in seconds, tmax is the maximum
time in seconds (here 60 s), dmin is the minimum distance to the goal achieved
in meters, V is a constant of 0.1 m/s and tC is the time spent near an obstacle
(i.e. less than 18 cm, which forces the robot to keep some distance away from
obstacles).

We proceed then to a second run with a different starting point and a different
goal location. Scores G2 and C2 are calculated the same way and the total scores
GT and CT are obtained by adding the scores from the two runs:

GT = G1 + G2

CT = C1 + C2

The goal is hence to minimize those two scores GT and CT. Performing two
different runs favors algorithms with a real obstacle avoidance strategy while
not increasing evaluation time too much. The starting points are fixed because
we want to evaluate all algorithms on the same problem.

3.3 The Evolution Process

We use genetic programming to evolve obstacle avoidance algorithms with the
least possible a priori on the structure of the algorithm. Genetic programming,
as introduced by J. Koza [20], is the evolution of computer programs by means of
artificial evolution. Like other evolutionary algorithms, it is based on a selection-
breeding process inspired by biological evolution which creates better algorithms
by combining the primitives of the best algorithms of previous generations.

As usual with evolutionary algorithms, the population is initially filled with
randomly generated individuals. The difficulty that arises with algorithms that
use different data types is to ensure that the generated algorithms are valid. Mon-
tana introduced strongly-typed genetic programming to overcome this problem
[21] and Whigham extended it by using a grammar to generate the algorithms
[22]. We decided to use this grammar-based genetic programming as it also al-
lows us to bias the search toward more promising primitives and to control the
growth of the algorithmic tree.

In the same way that a grammar can be used to generate syntactically cor-
rect random sentences, a genetic programming grammar is used to generate valid
algorithms. The grammar defines the primitives and data (the bricks of the algo-
rithm) and the rules that describe how to combine them. The generation process
consists in successively transforming each non-terminal node of the tree with one
of the rules. This grammar is used for the initial generation of the algorithms
and for the transformation operators. The crossover consists in swapping two
subtrees issuing from identical non-terminal nodes in two different individuals.
The mutation consists in replacing a subtree by a newly generated one. For clar-
ity and space reasons, we cannot present the whole derivation process here but
detailed explanations can be found in the paper from Whigham [22]. Table 1
presents the exhaustive grammar that we used in all our experiments.

The numbers in brackets are the probability of selection for each rule. A major
advantage of this system is that we can bias the search toward the usage of more



[1.0] start → command [0.14] spatial filter → threshold
[0.5] command → sequentialMove(real) [0.14] spatial filter → gabor
[0.5] command → directMove(real,real) [0.14] spatial filter → differenceOfGaussians
[0.1] real → targetDistance [0.14] spatial filter → sobel
[0.1] real → targetHeading [0.15] spatial filter → subsampling
[0.1] real → scalarConstant [0.2] temporal filter → temporalMinimum
[0.05] real → add(real,real) [0.2] temporal filter → temporalMaximum
[0.05] real → subtract(real,real) [0.2] temporal filter → temporalSum
[0.05] real → multiply(real,real) [0.2] temporal filter → temporalDifference
[0.05] real → divide(real,real) [0.2] temporal filter → recursiveMean
[0.05] real → temporalRegularization(real) [0.33] optical flow → hornSchunck(image)
[0.05] real → ifThenElse(real,real,real,real) [0.33] optical flow → lucasKanade(image)
[0.4] real → windowsIntegralComputation(image) [0.34] optical flow → blockMatching(image)
[0.3] image → videoImage [0.2] projection → horizontalProjection
[0.4] image → spatial filter(image) [0.2] projection → verticalProjection
[0.15] image → projection(optical flow) [0.2] projection → euclideanNorm
[0.15] image → temporal filter(image) [0.2] projection → manhattanNorm
[0.15] spatial filter → gaussian [0.2] projection → timeToContact
[0.14] spatial filter → laplacian

Table 1. Grammar used in the genetic programming system for the generation of the
algorithms.

promising primitives by setting a high probability for the rules that generate
them. We can also control the size of the tree by setting small probabilities for
the rules that are likely to cause an exponential growth (rules like REAL →

ifThenElse(REAL,REAL,REAL,REAL) for example).
As described in the previous section, we wish to minimize two criteria GT and

CT. There are different ways to use evolutionary algorithms to perform optimiza-
tion on several and sometimes conflicting criteria. For the experiments described
in this paper, we chose the widely used multi-objective evolutionary algorithm
called NSGA-II introduced by K. Deb. We will not describe this algorithm here,
as detailed and thorough explanations can be found in [23].

For the parameters of the evolution, we use a crossover rate of 0.8 and a
probability of mutation of 0.01 for each non-terminal node. The population size
is 100 individuals and the experiments last for 100 generations. We use a classi-
cal binary tournament selection in all our experiments. Those parameters were
determined empirically with a few tests using different values. Due to the length
of the experiments, we didn’t proceed to a thorough statistical analysis of the
influence of those parameters.

4 Experiments and Results

4.1 Experiment in a Simple Environment with Block Obstacles

The experiment described in this subsection uses only simple block obstacles.
The goal is to cross the environment diagonally without hitting those block ob-
stacles. We use a single brick texture for all the walls, floor, ceiling and blocks.
We also manually created a simple obstacle avoidance controller for this envi-
ronment based on optical flow. It manages to avoid some obstacles but it is quite
slow and gets stuck in some situations. For this problem, the evolution created
more efficient solutions, as shown on Figure 2.
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Fig. 2. Left: Snapshot of the simple environment with textured block obstacles. Right:
Evolution of the best algorithms along the generations. Only the Pareto front for each
generation is shown here.

Different kinds of controllers emerged, from slow ones only covering a few
meters to fast ones quickly reaching the goal but bouncing on obstacles rather
than avoiding them. The interesting point is that all those controllers use either
an optical flow based technique, which is the most straightforward, or a Gabor
filter detecting near obstacles. The evolution didn’t find the ideal compromise
between obstacle avoidance and speed but it selected reasonable and usable
visual primitives for the environment efficiently. The resulting trajectories for
the reference controller and two evolved ones are shown on Fig. 3.

Starting point 1
Starting point 2

Target point 1
Target point 2

Trajectory 1
Trajectory 2

Contact points

Fig. 3. Left: Trajectory of the reference controller. Middle: Trajectory of an evolved
controller with a careful behavior. Right: Trajectory of a faster evolved controller
bouncing on obstacles.

The two corresponding evolved controllers are shown on Fig. 4. It is inter-
esting to note that these controllers use only a few primitives. In this kind of
experiment, several primitives are seldom selected: edge detectors for example
(Laplacian or Sobel) are almost never used, probably because the integral com-



putation step is not adapted for the extraction of this kind of feature. On the
contrary, optical flow is very often used but mainly to detect near obstacles
because the flow computation is very imprecise at high speed or with a rotary
movement. Gabor filter is also often selected as it can detect textured obstacles
at a given distance.

Fig. 4. Left: Algorithm of an evolved controller with a careful behavior. Right: Algo-
rithm of a faster evolved controller.

4.2 Experiment in a more Realistic Environment

In this experiment, the block obstacles have been replaced by bookshelves. The
floor and the walls have different textures. The environment is less cluttered but
the obstacles are larger than in the previous experiment. As there is more free
space and the target location is nearer from the starting point, the experiment
time is reduced to 30 seconds. We manually designed another reference controller
to compare with the evolution results. It is also based on optical flow but it has
been slightly changed to perform better in this environment. Figure 5 shows the
environment and the performance of these controllers.

Once again, one of the evolved controllers avoids obstacles correctly but it is
far from perfect as it doesn’t reach the goal from the first starting point. Other
evolved controllers reach the goal quickly but hit obstacles and walls several
times on their way. This time, almost all the evolved controllers use direct in-
tegral computations on the image to detect obstacles. When approaching the
bookshelves, the bottom of the shelves becomes more visible. Those areas are
darker because the light comes from the ceiling in these experiments, thus with
a simple integral computation in the upper part of the image, the robot brakes
when approaching an obstacle. This obstacle detection technique is coupled with
a target heading behavior and a seemingly random back and forth move that
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Fig. 5. Left: Snapshot of the environment with several furniture items. Right: Evolution
of the best algorithms along the generations.

partially prevents the robot from getting stuck behind large obstacles. The com-
bination of those three techniques achieves a rather good obstacle avoidance
performance, as shown on Fig. 6.

Starting point 1
Starting point 2

Target point 1
Target point 2

Trajectory 1
Trajectory 2

Contact points

Fig. 6. Left: Trajectory of the hand-designed controller. Middle: Trajectory of an
evolved controller avoiding obstacles. Right: Trajectory of another evolved controller
quickly reaching the goal but not avoiding obstacles.

4.3 Discussion

The results of these two experiments show that the evolution process introduced
in this paper is able to produce interesting solutions, generally outperforming
hand-designed controllers. The evolution caused the emergence of original solu-
tions to the obstacle avoidance problem depending on the context. The visual
primitives selected in each case are coherent and can be used to avoid obstacles.
This is promising for the next necessary step which will be the validation of the
evolved algorithms on a real robot.



Nevertheless it should be noted that these performances are far from per-
fect. More, in other experiments with an even simpler environment where hand-
designed controllers are really efficient, evolution gets stuck in local minima and
achieves far worse performance. This underlines the major drawback of our ap-
proach at the moment: the population is much too small compared to the size of
the search space, so evolution only explores a small part of it and hence misses
many interesting solutions. We currently investigate solutions to overcome this
problem without increasing the evolution time too much. The first possible solu-
tion would be to introduce a diversity metric to prevent premature convergence.
This solution has been proved efficient on several problems but it is not straight-
forward to define a good diversity metric for tree based algorithms. An easier
and probably more efficient solution would be to change population parameters.
We could either split the population in several independent subpopulations or
change the population size during the evolution to explore more solutions in the
beginning. A combination of these two solutions is also possible and is likely
to improve the results greatly. Another drawback is that our feature extraction
operator is not adapted for linear or punctual features (edges or corners for in-
stance). The addition of others feature extraction operators should increase the
diversity of usable features.

5 Conclusion

In this paper, we used multi-objective genetic programming to create obstacle
avoidance controllers making use of visual information. We use a simulation en-
vironment with computer rendered images to evaluate the candidate controllers.
The evolution allowed the emergence of original strategies using relevant visual
primitives in the environment. For future research, we intend to improve the
results by controlling more precisely the population parameters of the evolution
process. We also plan to design a more realistic simulation environment and
robot model to evolve more robust controllers and to test them on a real robot.
We will then adapt our system for the online selection of relevant controllers in
order to develop strategies adapted to the visual context in real time. This will
bring us closer to our goal of an adaptive and reactive robot able to face the
complex and ever-changing environments of the real world.
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