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Abstract

In many wireless networks, there is no fixed physical backbone nor centralized network management.
The nodes of such a network have to self-organize in order to maintain a virtual backbone used to route
messages. Moreover, any node of the network can bea priori at the origin of a malicious attack. Thus,
in one hand the backbone must be fault-tolerant and in other hand it can be useful to monitor all network
communications to identify an attack as soon as possible. Weare interested in the minimumConnected
Vertex Coverproblem, a generalization of the classical minimum Vertex Cover problem, which allows
to obtain a connected backbone. Recently, Delbotet al. [DLP13] proposed a new centralized algorithm
with a constant approximation ratio of2 for this problem. In this paper, we propose a distributed and
self-stabilizing version of their algorithm with the same approximation guarantee. To the best knowl-
edge of the authors, it is the first distributed and fault-tolerant algorithm for this problem. The approach
followed to solve the considered problem is based on the construction of a connected minimal clique par-
tition. Therefore, we also design the first distributed self-stabilizing algorithm for this problem, which is
of independent interest.

Keywords: Distributed algorithms, Self-stabilization, Connected Vertex Cover, Connected Minimal
Clique Partition.

1 Introduction

In many wireless networks, there is no fixed physical backbone nor centralized network management. In
such networks, the nodes need to regularly flood control messages which leads to the ”broadcast storm
problem” [NTCS99]. Thus, the nodes have to self-organize inorder to maintain a virtual backbone, used
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to route messages in the network. Routing messages are only exchanged inside the backbone, instead of
being broadcasted to the entire network. To this end, the backbone must be connected. The construction
and the maintenance of a virtual backbone is often realized by constructing a Connected Dominating Set. A
Connected Dominating Set (CDS)of a graphG = (V,E) is a set of nodesS ⊆ V such thatG[S] (the graph
induced byS in G) is connected and each node inV − S has at least one neighbor inS. Nodes fromS are
responsible of routing the messages in the network, whereasnodes inV − S communicate by exchanging
messages through neighbors inS. In order to minimize the use of resources, the size of the backbone (and
thus of the CDS) is minimized. This problem is NP-hard [GJ79]and has been extensively studied due to its
importance for communications in wireless networks. Many algorithms have been proposed in centralized
systems (e.g., see [BDTC05] for a survey). In addition to message routing, there is the problem of network
security. Indeed, a faulty node infected by a virus or an unscrupulous user can be at the origin of flooding or
a malicious attack. Thus, it is necessary to monitor all network communications to identify these situations,
as soon as possible, in order to isolate this node. A CDSS will not support this feature since two nodes in
V − S can be neighbors, i.e,V − S is not always an independent set.

In order to monitor all network communications, we can consider the Vertex Cover problem. Avertex
coverof a graphG = (V,E) is a set of nodesS ⊆ V such that each edgee = uv is coveredby S, i.e.,
u ∈ S or v ∈ S (or both). A vertex cover isoptimal if it’s size is minimum. This is a classical NP-complete
problem [GJ79] that can be approximated with a ratio of2. However, if a vertex cover allows to monitor
all network communications, it is not always connected and cannot be used as a backbone. AConnected
vertex coverS of G is a vertex cover ofG with the additional property thatG[S] (the graph induced byS
in G) is connected. Similarly, anoptimalconnected vertex cover is one of minimum size and the associated
problem is also NP-complete. Not a lot of work has been done onthis problem (see [Sav82, EGM10]).
More recently, Delbotet al. in [DLP13] proposed another (centralized)2-approximation algorithm based
on connected clique partitions ofG.

In practice, it is more convenient to use distributed and fault-tolerant algorithms, instead of centralized
algorithms due to the communications cost to obtain the network topology.Self-stabilizationintroduced first
by Dijkstra in [Dij74, Dol00] is one of the most versatile techniques to ensure a distributed system to recover
a correct behaviour. A distributed algorithm is self-stabilizing if after faults and attacks hit the system and
place it in some arbitrary global state, the system recoversfrom this catastrophic situation without external
(e.g., human) intervention in finite time. Many self-stabilizing algorithms have been proposed to solve a lot
of graph optimization problems, e.g., Guellati and Kheddouci [GK10] give a survey for several problems
related to independence, domination, coloring and matching in graphs. For the minimum CDS problem,
Jain and Gupta [JG05] design the first self-stabilizing algorithm for this problem. More recently, Kameiet
al. [KK10, KK12, KIY13] proposed several self-stabilizing algorithms with a constant approximation ratio
and an additional property during the algorithm convergence.
However, as explained above a CDS does not meet all the desired properties. This is why we study the
minimum connected vertex cover from a distributed and self-stabilizing point of view.

Contributions. We consider the minimumConnected Vertex Coverproblem in a distributed system sub-
ject to transient faults. In this paper, we propose a distributed and self-stabilizing version of the algorithm
given recently by Delbotet al.[DLP13] for this problem while guaranteeing the same approximation ratio of
2. To the best of our knowledge, it is the first distributed andfault-tolerant algorithm for this problem. The
approach followed to solve the considered problem is based on the construction of aConnected Minimal
Clique Partition. Therefore, we also design the first distributed self-stabilizing algorithm for this problem,
which is of independent interest. Moreover, these algorithms works under the distributed daemon without
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any fairness assumptions (which is the weakest daemon).

The rest of this paper is organized as follows. The next section describes the model considered in
the paper and the notations used. In Section 3, we consider first the Connected Minimal Clique Partition
problem. We give a state of the art related to the graph decomposition problem, then we present our self-
stabilizing algorithm for this problem and prove its correctness. Section 4 is devoted to the Connected
Vertex Cover problem. We introduce first related works associated with this problem, then we give the self-
stabilizing connected vertex cover algorithm that we propose and we give the correctness proof. Finally, the
last section concludes the paper and present several perspectives.

2 Model

Notations. We consider a network as an undirected connected graphG = (V,E) whereV is a set of nodes
(or processors) andE is the set ofbidirectional asynchronous communication links. We state thatn is the
size ofG (|V | = n) andm is the number of edges (|E| = m). We assume that the graphG = (V,E) is
a simple connected graph. In the network,p andq are neighbors if and only if a communication link (p,q)
exists (i.e., (p,q) ∈ E). Every processorp can distinguish all its links. To simplify the presentation, we refer
to a link (p,q) of a processorp by the label q. We assume that the labels ofp, stored in the setNeigp, are
locally ordered by≺p. We also assume thatNeigp is a constant input from the system.Diam and∆ are
respectively the diameter and the maximum degree of the network (i.e., the maximal value among the local
degrees of the processors). Each processorp ∈ V has a unique identifier in the network, noted IDp.

Programs. In our model, protocols areuniform, i.e., each processor executes the same program. We
consider the local shared memory model of computation. In this model, the program of every processor
consists in a set ofvariablesand anordered finite set of actionsinducing apriority. This priority follows
the order of appearance of the actions into the text of the protocol. A processor can write to its own variable
only, and read its own variables and that of its neighbors. Each action is constituted as follows:< label >

:: < guard > → < statement > . The guard of an action in the program ofp is a boolean expression
involving variables ofp and its neighbors. The statement of an action ofp updates one or more variables of
p. An action can be executed only if its guard is satisfied. Thestateof a processor is defined by the value of
its variables. Thestateof a system is the product of the states of all processors. We will refer to the state of
a processor and the system as a (local) stateand (global) configuration, respectively. We noteC the set of
all possible configuration of the system. Letγ ∈ C andA an action ofp (p ∈ V ). A is said to beenabledat
p in γ if and only if the guard ofA is satisfied byp in γ. Processorp is said to beenabledin γ if and only
if at least one action is enabled atp in γ. When several actions are enabled simultaneously at a processorp:
only the priority enabled action can be activated.

Let a distributed protocolP be a collection of binary transition relations denoted by7→, on C. A
computationof a protocolP is a maximalsequence of configurationse = (γ0,γ1,...,γi,γi+1,...) such that,
∀i ≥ 0, γi 7→ γi+1 (called astep) if γi+1 exists, elseγi is a terminal configuration.Maximalitymeans that
the sequence is either finite (and no action ofP is enabled in the terminal configuration) or infinite. All
computations considered here are assumed to be maximal.E is the set of all possible computations ofP .

As we already said, each execution is decomposed into steps.Each step is shared into three sequential
phases atomically executed:(i) every processor evaluates its guards,(ii) a daemon(also calledscheduler)
chooses some enabled processors,(iii) each chosen processor executes its priority enabled action. When
the three phases are done, the next step begins.
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A daemoncan be defined in terms offairnessanddistributivity. In this paper, we use the notion of
unfairness: the unfair daemon can forever prevent a processor from executing an action except if it is the
only enabled processor. Concerning thedistributivity, we assume that the daemon isdistributedmeaning
that, at each step, if one or more processors are enabled, then the daemon chooses at least one of these
processors to execute an action.

We consider that any processorp executed adisabling actionin the computation stepγi 7→ γi+1 if p was
enabledin γi and not enabled inγi+1, but did not execute any protocol action inγi 7→ γi+1. The disabling
action represents the following situation: at least one neighbor ofp changes its state inγi 7→ γi+1, and this
change effectively made the guard of all actions ofp false inγi+1.

To compute the time complexity, we use the definition of (asynchronous)round. This definition captures
the execution rate of the slowest processor in any computation. Given a computatione (e ∈ E), thefirst
roundof e (let us call ite′) is the minimal prefix ofe containing the execution of one action (an action of the
protocol or a disabling action) of every enabled processor from the initial configuration. Lete′′ be the suffix
of e such thate = e′e′′. Thesecond roundof e is the first round ofe′′, and so on.

3 Connected Minimal Clique Partition problem

In this section, we consider a first problem whose aim is the partitioning of the input graph into subgraphs of
maximal size in a distributed fashion, while maintaining a connectivity constraint between some subgraphs.
More particularly, the goal is to decompose an input undirected graphG = (V,E) into a set of cliques of
maximal size such that all cliques of size at least two are connected. The connectivity constraint can be used
for communication facilities. In the following, we define more formally the Connected Minimal Clique
Partition problem.

Definition 1 (Connected Minimal Clique Partition) Let G = (V,E) be any undirected graph, and a
clique is a complete subgraph ofG. A clique partitionC1, . . . , Ck of G is minimal if for all i 6= j the
graph induced byCi ∪ Cj is not a clique. A minimal clique partitionC1, . . . , Ck is connectediff for any
pair of nodesu, v in

⋃
1≤i≤l Ci, with Ci the non trivial cliques of the partition andl ≤ k, there is a path

betweenu andv in the graph induced by
⋃

1≤i≤l Ci.

Since we consider that faults can arise in the system, we givein Specification 1 the conditions that a
self-stabilizing algorithm solving the Connected MinimalClique partition problem have to satisfy.

Specification 1 (Self-stabilizing Connected Minimal Clique Partition) Let C be the set of all possible
configurations of the system. An algorithmACMCP solving the problem of constructing a stabilizing con-
nected minimal clique partition satisfies the following conditions:

1. AlgorithmA reaches a set of terminal configurationsT ⊆ C in finite time, and

2. Every configurationγ ∈ T satisfies Definition 1.

3.1 Related works

The decomposition of an input graph into patterns or partitions has been extensively studied in the litera-
ture, and also in the self-stabilizing context. Most of graph partitioning problems are NP-complete. For the
graph decomposition into patterns, Ishii and Kakugawa [IK02] proposed a self-stabilizing algorithm for the
construction of cliques in a connected graph with unique nodes identifier. Each process has to compute the
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largest set of cliques of same maximum size it can belong to inthe graph. A set of cliques is constructed in
O(n4) computation steps assuming an unfair centralized daemon. Moreover, the authors show that there ex-
ists no self-stabilizing algorithm in arbitrary anonymousgraphs for this problem. Neggaziet al. [NHK12b]
considered the problem of decomposing a graph into a maximalset of disjoint triangles. They give the first
self-stabilizing algorithm for this problem whose convergence time isO(n4) steps under an unfair central
daemon with unique nodes identifier. Neggaziet al. [NTHK13] studied later the uniform star decompo-
sition problem, i.e., the goal is to divide the graph into a maximum set of disjoint stars ofp leaf nodes.
This is a generalization of the maximum matching problem which is a NP-complete problem constructing a
maximum set of independent edges of the graph. Thus, a 1-stardecomposition is equivalent to a maximum
matching. The authors proposed a self-stabilizing algorithm constructing a maximalp-star decomposition
of the input graph inO( n

p+1) asynchronous rounds and a (exponential) bounded number of steps under an
unfair distributed daemon with unique nodes identifier.
A well studied problem related with graph decomposition is the maximum matching problem. Many works
address the maximal matching problem which is polynomial. The first self-stabilizing algorithm for this
problem has been proposed by Hsuet al. [HH92]. The algorithm converges inO(n4) steps under a cen-
tralized daemon. Hedetniemiet al. [HJS01] showed later that the algorithm proposed by Hsuet al. has a
better convergence time of2m + n steps under a centralized daemon. Goddaret al. [GHJS03] considered
the construction of a maximal matching in ad-hoc networks and give a solution which stabilizes inn + 1
rounds under a synchronous distributed daemon. Manneet al. [MMPT09] have shown that there exists
no self-stabilizing algorithm for this problem under a synchronous distributed daemon in arbitrary anony-
mous networks. They proposed an elegant algorithm which converges inO(n) rounds andO(m) steps
under an unfair distributed daemon in arbitrary networks with unique nodes identifier. Recently, several
works consider the maximum matching problem to find an optimal or an approximated solution. Hadidet
al. [HK09] give an algorithm which constructs an optimal solution inO(Diam) rounds under a weakly fair
distributed daemon only in bipartite graphs. Manneet al. [MMPT11] presented a self-stabilizing algorithm
constructing a23 -approximated maximum matching in general graphs withinO(n2) rounds and a (expo-
nential) bounded number of steps under an unfair distributed daemon. Manneet al. [MM07] proposed the
first self-stabilizing algorithm for the maximum weighted matching problem achieving an approximation
ratio of 2 in a (exponential) bounded number of steps under a centralized daemon and a distributed daemon.
Turauet al. [TH11b] gave a new analysis of the algorithm of Manneet al. [MM07]. They showed that this
algorithm converges inO(nm) steps under a centralized daemon and an unfair distributed daemon.
More recently, some self-stabilizing works investigated the graph decomposition into disjoint paths. Al-
Azemi et al. [AAK11] studied the decomposition of the graph in two edge-disjoint paths in general graphs,
while Neggaziet al. [NHK12a] considered the problem of dividing the graph in maximal disjoint paths of
length two. Finally, the partitioning in clusters of the input graph has been extensively studied. Belkouch
et al. [BBCD02] proposed an algorithm to divide a graph of orderk2 into k partitions of sizek. The al-
gorithm is based on spanning tree constructions of heighth and converges inO(h) rounds under a weakly
fair distributed daemon. Johnenet al. [JN09] studied the weighted clustering problem and introduced the
notion of robustness allowing to reach quickly (after one round) a cluster partition. A cluster partition is then
preserved during the convergence to a partition satisfyingthe clusterhead’s weight. Beinet al. [BDJV05]
design a self-stabilizing clustering algorithm dividing the network into non-overlapping clusters of depth
two, while Caronet al. [CDDL10] considered thek-clustering problem in which each node is at most at
distancek from its clusterhead. Recently, Dattaet al. [DLD+12] design a self-stabilizingk-clustering algo-
rithm guaranteeing an approximation ratio in unit disk graphs.
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All the works presented above concern the graph decomposition problem using different patterns. How-
ever, none of them allow to construct a disjoint maximal clique partition of the graph. Note that Ishii and
Kakugawa [IK02] computes a set of maximal cliques which are not necessary disjoint. Moreover, thenon
trivial cliques (with at least two nodes) of the partition must be connected.

In [DLP13], the authors are interested to the decompositionof an input graph in cliques while satisfying
a connectivity property. They propose a centralized algorithm for the Connected Minimal Clique Partition
problem (see Definition 1). The proposed algorithm constructs iteratively a set of maximal cliquesS. At the
beginning of the algorithm,S is empty and a nodeu1 ∈ V is randomly (with equiprobability) selected. A
first maximal cliqueC1 containingu1 is added toS and all the nodes ofC1 are marked inG. Then for any
iterationi, any non marked nodeui ∈ V, 1 ≤ i ≤ k, neighbor of at least one marked node ofG is randomly
(with equiprobability) selected. As for the first clique, a new maximal clique containingui is greedily built
among non marked nodes ofG. This procedure is executed iteratively while there is a nonmarked node in
G. As mentioned in [DLP13], everytrivial clique (clique of size one) in the constructed setS is neighbor
of no other trivial clique. So the set of trivial cliques of any minimal partition computed by this algorithm
induces an independent set ofG. Otherwise, it could be possible to merge two trivial cliques ofS in order
to obtain a clique of size two.

3.2 Self-stabilizing construction

In this subsection we present the self-stabilizing algorithm calledSS − CMCP for the Minimal Clique
Partition problem, a formal description is given in Algorithm 1.

General overview The self-stabilizing algorithmSS − CMCP is based on the approach proposed by
Delbotet al. [DLP13] (see description in the precedent subsection). In order to design a distributed version
of this approach, we consider here a designated node in the network called theroot node, notedr in the
following, and distances (in hops) fromr given in input at each nodep noteddistp. These distance values
can be obtained by computing a BFS tree rooted atr. Several self-stabilizing BFS algorithms can be used,
e.g., [HC92, DIM93, Joh97, CRV11]. As described below, we use these information to define an order on
the construction of the clique partition of the graph.
In the proposed algorithm, the construction of maximal cliques is performed starting from the rootr and
following the distances in the graph. Indeed, the pair(distance, node identifier)allows to define a construc-
tion priority for the cliques. First of all, each node sharesthe set of its neighbors with its neighborhood,
allowing for each node to know its 2-hops neighborhood. The 2-hops neighborhood is used by each node
to identify amongs its neighbors the ones which can belong toits maximal clique. For each nodep, we
define bycandidate leadersthe set of neighborsq of p such that the pair(distq, IDq) is lexicographi-
cally smaller than(distp, IDp). In Algorithm SS − CMCP , each nodep can construct its maximal clique
by selecting in a greedily manner a set of neighborsS ⊆ Neigp such that (i) for anyq ∈ S we have
(distp, IDp) < (distq, IDq) and (ii)S ∪ {p} is a complete subgraph. This computation is performed by any
nodep which has not been selected by one of its candidate leaders. In this case,p is called alocal leader,
otherwisep is no more a local leader and clears out its setS. Each node selected by one of its candidate
leaders has to accept only the selection of its candidate leader q of smallest pair(distq, IDq). Finally, any
local leaderp which has initiated the construction of its maximal clique considers in its clique only the
selected neighbors which have acceptedp’s selection.
The proposed algorithm maintains a connectivity property between non trivial cliques of the constructed
partition. This is a consequence of the construction order of the maximal cliques, which follows the dis-
tances in the network fromr. Indeed, every non trivial cliqueCi (that does not contain the root noder) is
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adjacent to at least another non trivial cliqueCj, such thatdistlj ≤ distli with lk the local leader of the
cliqueCk. Otherwise, by construction another local leaderlg, with distlg ≤ distli , selects the local leaderli
to belong to its maximal clique. As a consequence, the maximal cliqueCi is removed. In fact, the algorithm
constructs a specific clique partition among the possible partitions that the centralized approach proposed
in [DLP13] can compute.

Detailed description In the following, we give more details on the proposed algorithm SS − CMCP .
Our algorithm is composed of four rules executed by every node and five variables are maintained at each
node:

• Np: this variable contains the set of neighbors ofp which allows to each node to be informed of the
2-hops neighborhood,

• dp: this variable is used to exchange the value ofdistp with p’s neighbors,

• Sp: this variable is used byp to indicate in its neighborhood the nodes selected byp (if p is a local
leader),

• Cp: this variable contains the set of nodes which belong to the maximal clique ofp (if p is a local
leader),

• leadp: this variable stores the local leader in the neighborhood of p.

As explained above, each node stores in variableNp the set of its 1-hop neighborhood, this is done using
the first ruleN -action of the algorithm which is executed in case we haveNp 6= Neigp. The information
stored in this variable is used by each node inp’s neighborhood for the computation of maximal cliques. For
each node, the set of candidate leaders is given by MacroLNeigp, and among this set of nodes the Macro
SNeigp indicates the neighbors which have selectedp for the construction of their own maximal clique.
Every nodep which is not selected by a candidate leader does not satisfy PredicateSelected(p) and can
executeC1-action to start the construction of its own maximal clique.The procedureClique temp() selects
in a greedily manner the neighbors which forms withp a complete subgraph. By executingC1-action, a
nodep becomes a local leader by storing its identifier in its variable leadp and notifies with its variableSp

the neighbors it has selected using ProcedureClique temp(). C1-action can be executed by a nodep only
if Sp does not contain the correct set of selected neighbors, i.e., we haveSp 6= Clique temp(). Then, each
nodep selected by a candidate leader (i.e., which satisfies PredicateSelected(p)) can executeC2-action to
accept the selection of its candidate leaderq of smallest pair(distq, IDq). In this case, we say thatq has
been elected as the local leader ofp. This is given by MacroLeaderp and stored in the variableleadp.
C2-action is only executed if the variableleadp does not store the correct local leader forp, i.e., we have
leadp 6= Leaderp. Finally,C3-action allows to each local leaderp to establish the set of neighborsq which
are contained in its maximal clique. This set is stored in variable Cp and is given by MacroClique(p)
considering only the neighborsq of p which have electedp as their local leader (i.e.,leadq = IDp). This last
rule is executed only by local leaders which are not selectedto belong to another clique (i.e.,Selected(p)
is not satisfied) and have not computed the correct set of neighbors contained in their maximal clique (i.e.,
Sp = Clique temp() andCp 6= Cliquep).
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Algorithm 1 Self-Stabilizing Connected Minimal Clique Partition algorithm for anyp ∈ V

Inputs:
Neigp: set of (locally) ordered neighbors ofp;
IDp: unique identifier ofp;
distp: distance betweenp and the root (leader node);

Variables:
Np: variable used to exchange the neighbor setNeigp in p’s neighborhood,Np ⊆ Neigp;
dp: variable used to exchange the distancedistp in p’s neighborhood,dp ∈ N;
Sp: variable used byp to select neighbors for the construction of its maximal clique,Sp ⊆ Neigp;
Cp: variable used to store the set of neighbors belonging to themaximal clique ofp, Cp ⊆ Neigp;
leadp: variable used to store the local leader ofp, leadp ∈ Neigp;

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Macros:
Cliquep = {q ∈ Sp : leadq = IDp}
LNeigp = {q ∈ Neigp : dq < dp ∨ (dq = dp ∧ IDq < IDp)}
SNeigp = {q ∈ LNeigp : p ∈ Sq}
Leaderp =

{

⊥ If SNeigp = ∅
min{q ∈ SNeigp : (∀s ∈ SNeigp : dq ≤ ds)} Otherwise

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Predicate:
Selected(p) ≡ SNeigp 6= ∅

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Procedure:
Clique temp()
1: S := {p};
2: for all q ∈ (Neigp − LNeigp) do
3: if S ⊆ Nq then
4: S := S ∪ {q};
5: end if
6: end for
7: return S;

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Actions:
N -action :: Np 6= Neigp ∨ dp 6= distp → Np := Neigp; dp := distp;
C1-action :: ¬Selected(p) ∧ Sp 6= Clique temp() → Sp := Clique temp(); leadp := IDp;
C2-action :: Selected(p) ∧ leadp 6= Leaderp → leadp := Leaderp;Sp := ∅;Cp := ∅;
C3-action :: ¬Selected(p) ∧ Sp = Clique temp() ∧ Cp 6= Cliquep → Cp := Cliquep;

Example of an execution We illustrate with an example given in Figure 1 how the proposed algorithm
SS − CMCP constructs a Connected Minimal Clique Partition. In this example, we consider a particular
execution following the distances in the graph and we give only the correct cliques which are constructed by
the algorithm. We consider the topology given in Figure 1(a). First of all, each node exchanges its neighbors
set usingN -action. The root noder cannot be selected by one of its neighbors, so by executingC1-action
it becomes a local leader (i.e.,leadr = IDr) and selects among its neighbors the nodes to include in its
maximal clique, i.e., by indicating in its variableSr the nodes 1, 2 and 5. Then, nodes 1, 2 and 5 detect
that they have been selected byr (their unique possible candidate leader) and in response they electr using
C2-action. The noder executesC3-action to construct its maximal clique by adding in its variableCr the
nodes which have electedr as their local leader, i.e., nodes 1, 2 and 5, as illustrated in Figure 1(b). Next,
the nodes 3, 4 and 6 elect themselves as local leaders since they are not selected to belong to a clique. They
executeC1-action to select among their neighbors of equal or higher distance those which forms a complete
subgraph (including themselves), i.e., neighbors 10 and 15for node 3, neighbor 7 for node 4 and neighbor
9 for 6. The selected neighbors executeC2-action to elect the single candidate leader neighbor whichhas
selected them to join a clique. We remind that in case of a selection from multiple candidate leaders a
selected node elects the candidate leaderx of smallest pair(distx, IDx) with MacroLeader. Then, the
local leaders 3, 4 and 6 executeC3-action to construct respectively their maximal clique as illustrated in
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Figure 1(c). In the same way, nodes 8 and 12 become local leaders and select respectively no neighbor and
neighbors 11 and 14 to join their clique. The neighbors selected by node 12 elect 12 as their local leader and
node 12 constructs its maximal clique, while node 8 constructs a trivial clique as illustrated in Figure 1(d).
Finally, node 13 becomes a local leader and constructs a trivial clique as illustrated in Figure 1(e), which
gives the complete clique partition constructed by the algorithm.
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Figure 1: Execution of AlgorithmSS − CMCP .

3.3 Correctness proof

Definition 2 (Rank of a node) Therankof any nodep ∈ V is defined by the pair(distp, IDp). Given two
nodesp, q ∈ V, p 6= q, we say that the rank ofp is higher than the rank ofq, notedrank(p) ≺ rank(q), iff
eitherdistp < distq, or distp = distq and IDp < IDq.

Definition 3 (Selection of nodes)A nodeq ∈ V is selectedby a neighborp of q if we haverank(p) ≺
rank(q) andq ∈ Sp (i.e., PredicateSelected(q) is satisfied atq).

Definition 4 (Local leader) Given any clique partitionC1, . . . , Ck of a graphG = (V,E), a nodepi ∈
V, 1 ≤ i ≤ k, is a local leaderof a cliqueCi if we havepi ∈ Ci and pi is not selected (i.e., we have
¬Selected(pi) at pi).

Definition 5 (Rank of a clique) Given any clique partitionC1, . . . , Ck of a graphG = (V,E), the rank
associated to a cliqueCi, 1 ≤ i ≤ k, is equal to the rank of the local leaderpi ofCi.
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Remark 1 Given any clique partitionC1, . . . , Ck of a graphG = (V,E), the rank of the cliques define a
total order on the cliques of the partition inG.

Definition 6 (Election of a local leader) Let G = (V,E) be any graph andp ∈ V a node selected by a
local leaderpi ∈ V . p haselectedpi to join its clique if we haveleadp = IDpi .

Definition 7 (Correct clique) Given a clique partitionC1, . . . , Ck of a graphG = (V,E), a cliqueCi, 1 ≤
i ≤ k, is correctiff the following conditions are satisfied:

1. There is a single local leaderpi ∈ V in Ci;

2. pi has selected a subsetSpi ⊆ Neigpi of its neighbors such that every neighborq ∈ Spi has a rank
lower thanpi’s rank andpi∪Spi is a maximal clique, i.e.,(∀q ∈ (Neigpi−LNeigpi), [q ∈ Spi∧(∀s ∈
Spi , q 6= s ∧ q ∈ Neigs)] ∨ [q 6∈ Spi ∧ (∃s ∈ Spi , q 6∈ Neigs)]);

3. Every nodeq selected bypi has electedpi iff pi is the local leader of highest rank inq’s neighborhood,
i.e.,(∀q ∈ Spi , [∀s ∈ (Neigq ∪ {q}), rank(pi) ≺ rank(s)] ⇒ leadq = IDpi);

4. Every node selected bypi which has electedpi belongs to the cliqueCi of pi, i.e.,(∀q ∈ Spi , leadq =
IDpi ⇒ q ∈ Cpi).

Definition 8 (Path) In a graphG = (V,E), the sequence of nodesPG(x, y) =< p0 = x, p1, . . . , pk = y >

is called apathbetweenx, y ∈ V if ∀i, 1 ≤ i ≤ k, (pi, pi−1) ∈ E. The nodesp0 andpk are termed as the
extremitiesof P. The length ofP is noted|P| = k.

Definition 9 (Legitimate configuration) Let C be the set of all possible configuration of the system. A
configurationγ ∈ C is legitimate for AlgorithmSS − CMCP iff every clique constructed by a local leader
in γ satisfies Definition 7.

3.3.1 Proof assuming a weakly fair daemon

In the following we consider that for each nodep ∈ V the inputdistp is correct, i.e.,distp is equal to
the distance (in hops) betweenp andr in G. We begin the proof by showing in the above theorem that in
an illegitimate configuration of the system there exists a node which can execute an action of Algorithm
SS − CMCP .

Theorem 1 Let the set of configurationsB ⊆ C such that every configurationγ ∈ B satisfies Definition 9.
∀γ ∈ (C − B),∃p ∈ V such thatp is enabled inγ.

Proof. Assume, by the contradiction, that∃γ ∈ (C − B) such that∀p ∈ V no action of Algorithm 1 is
enabled atp in γ. According to Definition 9, this implies that there exists a local leaderpi ∈ V such that its
cliqueCi does not satisfy Definition 7.
If Claim 1 of Definition 7 is not satisfied inγ then this implies that there is at least two local leaders inCi.
By definition of a local leader (see Definition 4), there is a node q in Ci, q 6= pi, which satisfies Predicate
¬Selected(q). This implies thatq has not been selected bypi, i.e., q 6∈ Spi and q ∈ Cpi . According
to the formal description of AlgorithmSS − CMCP , MacroCliquepi returns the selected neighbors of
pi which has electedpi. So, sinceq 6∈ Leaderpi andq ∈ Cpi then we haveCpi 6= Leaderpi andC3-
action is enabled atpi, a contradiction. If Claim 2 of Definition 7 is not satisfied inγ then this implies
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that eitherpi has selected a subset of its neighborsSpi which does not form a maximal subgraph, i.e., we
have(∃q ∈ (Neigpi − LNeigpi), q 6∈ Spi ∧ (∀s ∈ Spi , q ∈ Neigs)), or the selected subsetSpi does
not define withpi a complete subgraph, i.e.,(∃q ∈ (Neigpi − LNeigpi), q ∈ Spi ∧ (∃s ∈ Spi , q 6∈
Neigs)). According to the formal description of AlgorithmSS − CMCP , a local leader computes its
selected neighbors using ProcedureClique temp(). So, we haveSpi 6= Clique temp() andC1-action is
enabled atpi, a contradiction. If Claim 3 of Definition 7 is not satisfied inγ then this implies that there exists
a neighborq selected bypi such thatq has not electedpi while pi has the highest rank inq’s neighborhood,
i.e., (∃q ∈ Spi, (∀s ∈ (Neigq ∪ q), rank(pi) ≺ rank(s)) ∧ leadq 6= IDpi). According to the formal
description of AlgorithmSS − CMCP , MacroLeaderp returns the neighbor ofp which has the highest
rank. Moreover, we haveLeaderq = IDpi since by hypothesispi has the highest rank inq’s neighborhood.
So, we haveleadq 6= Leaderq andC2-action is enabled atq, a contradiction. If Claim 4 of Definition 7 is
not satisfied inγ then this implies that there exists a selected neighborq of pi which does not belong toCi

while q has electedpi, i.e., (∃q ∈ Spi , leadq = IDpi ∧ q 6∈ Cpi). According to the formal description of
Algorithm SS − CMCP , MacroCliquepi returns the selected neighbors ofpi which have electedpi. So,
we haveCpi 6= Cliquepi andC3-action is enabled atpi, a contradiction. ✷

To show the convergence of AlgorithmSS − CMCP to a legitimate configuration, we now prove sev-
eral sub-lemmas allowing to show that AlgorithmSS − CMCP constructs a partition of correct cliques
following the rank of the cliques (see Lemma 9).

Lemma 1 After executingN -action at any nodep ∈ V , N -action is disabled atp.

Proof. Assume, by the contradiction, thatN -action is enabled at any nodep ∈ V after its execution.
If p can executeN -action again then this implies that we haveNp 6= Neigp or dp 6= distp which is due
to a modification inp’s neighborhood or a fault. This is a contradiction because we assume a static graph
G = (V,E) and a system execution without faults until reaching a legitimate configuration starting from an
arbitrary configuration. ✷

In the following, we noteS ⊆ V the set of nodes inγ ∈ C such that every nodep ∈ S is not selected by
a neighbor of rank higher thanrank(p), i.e.,S contains the set of local leaders inγ.

Remark 2 A local leaderpi ∈ S can only select a nodep in its neighborhood such thatrank(pi) ≺
rank(p).

Proof. According to the formal description of AlgorithmSS − CMCP , Macro LNeigpi returns the
neighborsp of pi such thatrank(pi) ≺ rank(p). Moreover, ProcedureClique temp() chooses nodes in
the neighborhood ofpi which are not included in the set given by MacroLNeigpi (see line 2 of Procedure
Clique temp()). ✷

Lemma 2 WhenC1-action is enabled atpi ∈ S, it remains enabled untilpi executes it orpi 6∈ S.

Proof. Let γ 7→ γ′ be a step. Assume, by the contradiction, thatC1-action is enabled atpi ∈ S in γ and
not in γ′ (i.e.,Spi = Clique temp() in γ′) but pi did not executeC1-action inγ 7→ γ′. According to the
hypothesis of the lemma, we assume thatpi ∈ S in γ′, so we have¬Selected(pi) in γ′. Sincepi did not
move inγ 7→ γ′ and the variableSpi can only be modified locally bypi by executingC1-action, we have
Spi 6= Clique temp() atpi in γ′, a contradiction. ✷
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Lemma 3 The nodepi ∈ S of highest rank selects the maximal subset of its neighbors which can belong to
its cliqueCi if Ci does not satisfy Claim 2 of Definition 7.

Proof. According to the formal description of AlgorithmSS − CMSP , a local leader executesC1-action
to select the maximal subset of its neighbors which can belong to its clique. Assume, by the contradiction,
that the nodepi ∈ S of highest rank does not select the maximal subset of its neighbors to belong to its
cliqueCi while Ci does not satisfy Claim 2 of Definition 7. That is,C1-action is disabled or it is not the
enabled action of highest priority atpi.
We first show thatC1-action is enabled atpi. By definition ofS, we have¬Selected(pi) at pi. Moreover,
ProcedureClique temp() chooses in a deterministic greedy manner a maximal subset ofpi’s neighbors
which define withpi a complete subgraph, i.e., satisfying(∀q ∈ Neigpi , [q ∈ Spi ∧ (∀s ∈ Spi , q 6= s ∧ q ∈
Neigs)] ∨ [q 6∈ Spi ∧ (∃s ∈ Spi , q 6∈ Neigs)]). Since Claim 2 of Definition 7 is not satisfied, we have two
cases: (i) eitherpi has not selected a subset of neighbors defining withpi a complete subgraph, i.e., we have
(∃q ∈ Spi , (∃s ∈ Spi , q 6= s ∧ q 6∈ Neigs)), or (ii) the subset of neighbors selected bypi is not maximal,
i.e., we have(∃q ∈ (Neigpi − Spi), (∀s ∈ Spi , q ∈ Neigs)). Thus, we haveSpi 6= Clique temp() and
C1-action is enabled atpi, a contradiction.
We must show thatC1-action is the enabled action of highest priority atpi. If C1-action is not the enabled
action of highest priority atpi then this implies thatN -action is always enabled. According to Lemma 1,
after executingN -action it is not enabled atpi, a contradiction. So,N -action is disabled atpi. Moreover,
according to Lemma 2C1-action is enabled atpi ∈ S until it is executed. ✷

Lemma 4 WhenC2-action is enabled atp ∈ (V − S), it remains enabled untilp executes it orp ∈ S.

Proof. Let γ 7→ γ′ be a step. Assume, by the contradiction, thatC2-action is enabled atp ∈ (V − S)
and not inγ′ (i.e., leadp = Leaderp in γ′) but p did not executeC2-action inγ 7→ γ′. According to the
hypothesis of the lemma, we assume thatp ∈ (V − S) in γ′, so we haveSelected(p) in γ′. Sincep did
not move inγ 7→ γ′ and the variableleadp can only be modified locally byp by executingC2-action (note
thatC1-action is disabled atp because we haveSelected(p)), we haveleadp 6= Leaderp at p in γ′. So,
C2-action is enabled atp in γ′, a contradiction. ✷

Lemma 5 In any configurationγ ∈ (C − B), the nodes selected by the nodepi ∈ S of highest rank inγ
electpi if the cliqueCi constructed bypi does not satisfy Claim 3 of Definition 7 inγ.

Proof. According to the formal description of AlgorithmSS − CMCP , a node executesC2-action to elect
among its neighbors the local leader of highest rank which has selected it. Since the cliqueCi of pi does not
satisfy Claim 3 of Definition 7, there is a nodep selected by the local leaderpi ∈ S of highest rank which
has not electedpi in γ. Assume, by the contradiction, thatp does not electpi. That is,C2-action is disabled
or it is not the enabled action of highest priority atp in γ.
We first show thatC2-action is enabled atp in γ. Sincep is selected bypi we haveSelected(p) satisfied atp.
Assume, by the contradiction, thatC2-action is disabled atp. According to the hypothesis of the lemma, we
assume that we haveleadp 6= IDpi at p. According to the formal description of AlgorithmSS − CMCP ,
Macro Leaderp returns the identifier of the local leader inp’s neighborhood of highest rank which has
selectedp, i.e., by hypothesis of the lemmaLeaderp returns IDpi . Thus, we haveleadp 6= Leaderp and
C2-action is enabled atp in γ, a contradiction.
We must show thatC1-action is the enabled action of highest priority atp. If C2-action is not the enabled
action of highest priority atp then this implies thatN -action orC1-action are always enabled. According
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to Lemma 1, after executingN -action it is not enabled atp, a contradiction. So,N -action is disabled atp.
Moreover, PredicateSelected(p) is satisfied atp since it is selected by the local leaderpi andC1-action is
disabled atp, a contradiction. Moreover, according to Lemma 4C2-action is enabled atp until it is executed.

✷

Remark 3 In any configurationγ ∈ C, any nodep ∈ V can belong to at most a single clique.

Proof. This comes from the fact that in a configurationγ ∈ C any nodep elects a single local leader
using its local variableleadp either by executingC1-action if p is a local leader or by executingC2-action
otherwise. ✷

Lemma 6 WhenC3-action is enabled atpi ∈ S, it remains enabled untilpi executes it unlesspi 6∈ S or
C2-action is enabled.

Proof. Let γ 7→ γ′ be a step. Assume, by the contradiction, thatC3-action is enabled atpi ∈ S and not in
γ′ (i.e.,Cpi = Cliquepi in γ′) but pi did not executeC3-action inγ 7→ γ′. According to the hypothesis of
the lemma, we assume thatpi ∈ S in γ′, so we haveSelected(pi) ∧ Spi = Clique temp() in γ′. Sincepi
did not move inγ 7→ γ′ and the variableCpi can only be modified locally bypi by executingC3-action, we
haveCpi 6= Cliquepi atpi in γ′. So,C3-action is enabled atpi in γ′, a contradiction. ✷

Lemma 7 In any configurationγ ∈ (C − B), the nodepi ∈ S of highest rank updates the set of nodes
included in its cliqueCi if Ci satisfies Claims 2 and 3 of Definition 7 but not Claim 4 of Definition 7.

Proof. According to the formal description of AlgorithmSS − CMCP , a local leader executesC3-action
to updates the maximal subset of its neighbors which belongsto its cliqueCi. Since the cliqueCi of pi
satisfies Claims 2 and 3 of Definition 7 but not Claim 4 of Definition 7, there is a neighborp selected by
pi which has electedpi but pi does not consider thatp is part ofCi. Assume, by the contradiction, that the
nodepi ∈ S of highest rank does not updates the maximal subset of its neighbors which belong to its clique
Ci while its cliqueCi does not satisfy Claim 4 of Definition 7. That is,C3-action is disabled or it is not the
enabled action of highest priority atpi in γ ∈ (C − B).
We first show thatC3-action is enabled atpi in γ. By definition ofS, we have¬Selected(pi). According to
the hypothesis of the lemma, we haveSpi = Clique temp() sincepi has selected the subset of its neighbors
which can belong to its cliqueCi. Since Claim 4 of Definition 7 is not satisfied, there is a neighbor q of pi
which has electedpi but q does not belong toCi, i.e., we haveleadq = IDpi ∧ q 6∈ Cpi . According to the
formal description of AlgorithmSS − CMCP , MacroCliquepi returns the set of neighbors selected bypi
which have electedpi. So,q belongs to the set given by MacroCliquepi since we haveleadq = IDpi atq in
γ. Thus, we haveCpi 6= Cliquepi andC3-action is enabled atpi in γ, a contradiction.
We must show thatC3-action is the enabled action of highest priority atpi. If C3-action is not the enabled
action of highest priority atpi then this implies thatN -action,C1-action orC2-action are always enabled.
According to Lemma 1, after executingN -action it is not enabled atpi, a contradiction. So,N -action is
disabled atpi. PredicateSelected(p) is not satisfied atpi sincepi ∈ S, soC2-action is disabled atpi, a con-
tradiction. Moreover,Spi = Clique temp() by hypothesis soC1-action is disabled atpi, a contradiction.
Finally, according to Lemma 6C3-action is enabled atpi ∈ S until it is executed. ✷
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Lemma 8 Let pi andpj be two local leaders such thatrank(pi) ≺ rank(pj). The construction bypj of
the cliqueCj cannot prevent the construction bypi of the cliqueCi.

Proof. First of all, according to the formal description of Algorithm SS − CMCP N -action is exe-
cuted at any node independently from the construction of thecliques to enable the computation of the
2-neighborhood at each node. Moreover,C1-action andC3-action are executed independently at any local
leader, so a local leader cannot prevent another local leader to execute these actions. Finally, we have to
consider the execution ofC2-action at a node selected by several local leaders. Letq be a node selected
by two local leaderspi andpj such thatrank(pi) ≺ rank(pj). Assume, by the contradiction, thatpj pre-
ventsq to join the cliqueCi constructed bypi. This implies thatq cannot executeC2-action to electpi, a
contradiction according to Lemma 5. ✷

Lemma 9 Starting from an arbitrary configuration, the local leaderpi of highest rank can construct its
cliqueCi if Ci does not satisfy Definition 7.

Proof. From Lemmas 3, 5 and 7, we have that the cliqueCi of the local leaderpi of highest rank is
constructed such that Claims 2 to 4 of Definition 7 are satisfied.
Finally we consider Claim 1 of Definition 7. Assume, by the contradiction, that the constructed cliqueCi

contains more than a single local leader. By Definition 4, there is a nodeq in Ci, q 6= pi, (i.e., q ∈ Cpi)
which satisfies Predicate¬Selected(q). This implies thatq has not been selected bypi, i.e.,q 6∈ Spi . Thus,
by Lemma 7pi executesC3-action sinceCi does not satisfy Claim 4 of Definition 7, a contradiction.
Finally, according to Lemma 8 the construction of the cliqueCi by pi cannot be prevented by any other local
leader sincepi is the local leader of highest rank. ✷

We show in the following that AlgorithmSS − CMCP reaches a legitimate configuration (Definition 9)
in finite time starting from an arbitrary configuration.

Lemma 10 Starting from an arbitrary configuration, the local leader of highest rank constructs its clique
in at mostO(1) (asynchronous) rounds if its clique does not satisfy Definition 7.

Proof. Let pi ∈ S be the local leader of highest rank whose cliqueCi does not satisfy Definition 7.
According to Lemma 9,pi constructs its cliqueCi in order to satisfy Definition 7.

First of all, note that if we haveNp 6= Neigp at a nodep ∈ V thenN -action is enabled atp in round 0.
Therefore, since the daemon is weakly fair and according to Lemma 1 in the first configuration of round 1
we haveNp = Neigp at every nodep ∈ V .

In the first configuration of round 1,C1-action is the enabled action of highest priority atpi. Since
the daemon is weakly fair and according to Lemma 2 in the first configuration of round 2 we haveSpi =
Clique temp() andleadpi = IDpi atpi. In the second configuration of round 1, every neighborq of pi such
thatq ∈ Spi satisfiesSelected(q). If leadq 6= IDpi thenC2-action is the enabled action of highest priority
at q. Since the daemon is weakly fair and according to Lemma 4 every such neighborq executesC2-action
to electpi, which is the local leader of highest rank in the neighborhood of q. Thus, in the first configuration
of round 2 we haveSq = Cq = ∅, andleadq = IDpi at q. In the first configuration of round 2,C3-action is
the enabled action of highest priority atpi. Since the daemon is weakly fair and according to Lemma 6 in
the first configuration of round 3 we haveCpi = Cliquepi atpi. Therefore,pi has constructed its cliqueCi

in O(1) rounds. ✷
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Lemma 11 Starting from any configuration in which for each nodep ∈ V the inputdistp is correct,
AlgorithmSS − CMCP reaches a configuration satisfying Definition 9 in at mostO(min(nc×Diam,n))
(asynchronous) rounds, withnc the maximum number of cliques at any distance fromr in G, Diam the
diameter ofG, andn the number of nodes inG. Moreover,O(∆ log(n)) bits of memory are necessary at
each node, with∆ the maximum degree of a node inG.

Proof. In the following, we define bypki a local leaderpi ∈ S at distancek (in hops) from the root noder.
We first show by induction on the distances inG the following proposition: in at mostO(nk) rounds

every local leaderpki , 1 ≤ i ≤ nk at distancek from r has constructed its cliqueCi satisfying Definition 7,
with nk the number of maximal cliques constructed at distancek.

In base casek = 0. We must verify the proposition only atr since there is no other local leader at
distance 0 fromr. According to Lemma 10 inO(1) roundsr has constructed its clique, which verifies the
proposition sincen0 = 1.
Induction case: We assume the proposition is verified for every local leader at distancek − 1 from r in G.
We have to show the proposition is also verified for every local leader at distancek from r. Consider the
local leaderspki at distancek from r, with 1 ≤ i ≤ nk, following the order of their rank from the highest
to the lowest. We can apply iteratively Lemmas 9 and 10 to showthat eachpki constructs its clique inO(1)
rounds. Therefore, in at mostO(nk) rounds the proposition is verified at every local leader at distancek
from r.
Since there are at mostDiam + 1 layers with local leaders, in at mostO(

∑Diam
k=0 nk) ≤ O(nc × Diam)

rounds the proposition is verified at every local leader, with nc = max0≤k≤Diam nk. Moreover, we can
observe that we cannot have more thann cliques in any clique partition. Therefore, in at mostO(min(nc ×
Diam,n)) rounds the proposition is verified at every local leader.

We can observe that in the proposition used for the above induction proof every clique constructed by
a local leader satisfies Definition 7. Therefore, the configurationγ reached by AlgorithmSS − CMCP in
O(min(nc ×Diam,n)) rounds satisfies Definition 9.

Finally, according to the formal description of AlgorithmSS − CMCP at any nodep ∈ V the variables
leadp anddp are of sizeO(log(n)) bits since they store a node identifier and a distance respectively of at
mostn states. Moreover, the variablesNp, Sp andCp store a subset of neighbors identifier composed of at
most∆ elements leading to variables of sizeO(∆ log(n)) bits. ✷

Finally, we show below that any legitimate configuration reached by AlgorithmSS − CMCP is a ter-
minal configuration which defines a solution to the ConnectedMinimal Clique Partition problem.

Lemma 12 In any configurationγ ∈ C, for every nodep which belongs to a cliqueCi satisfying Definition 7
in γ no action of Algorithm 1 is enabled atp.

Proof. Assume, by the contradiction, that there exists a configuration γ ∈ C such that there exists a nodep
in a cliqueCi satisfying Definition 7 with an enabled action of Algorithm 1atp.

Let pi be the local leader of the cliqueCi in the following. IfN -action is enabled atp thenNp 6= Neigp
or dp 6= distp andp can executeN -action in stepγ 7→ γ′. In configurationγ′, we must consider two
cases: either Definition 7 is not satisfied inγ′ a contradiction because this implies thatCi did not satisfy
Definition 7 inγ, otherwise Definition 7 is satisfied inγ′ and according to Lemma 1N -action is disabled,
a contradiction. IfC1-action is enabled atp thenp = pi and we haveSp 6= Clique temp(). This implies
that the nodes selected byp does not form a maximal clique. That is, there exists a neighbor q of p such that
q 6∈ Sp and(∀s ∈ Sp, q ∈ Neigs), or q ∈ Sp and(∃s ∈ Sp, q 6∈ Neigs). This is in contradiction with Claim
2 of Definition 7. IfC2-action is enabled atp thenp is not a local leader and we haveleadp 6= Leaderp.
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This implies thatp has electedpi but there exists a local leaderpj in p’s neighborhood such thatrank(pj) ≺
rank(pi), a contradiction with Claim 3 of Definition 7. IfC3-action is enabled atp thenp = pi and we have
Cp 6= Cliquep. This implies that there exists a nodeq ∈ Ci, q 6= pi, which has electedpi while q 6∈ Cp, i.e.,
we haveleadq = IDpi ∧ q 6∈ Cp. This is in contradiction with Claim 4 of Definition 7. ✷

Corollary 1 In every configurationγ ∈ B satisfying Definition 9, for every nodep ∈ V no action of
AlgorithmCMCP is enabled inγ.

Proof. According to Definition 9, every clique constructed by a local leader inγ ∈ B satisfies Definition 7.
Therefore, we can apply Lemma 12 which shows the corollary. ✷

Lemma 13 Let the set of configurationsB ⊆ C such that every configurationγ ∈ B satisfies Definition 9.
∀γ ∈ B, a connected minimal clique partition (Definition 1) is constructed inγ.

Proof. According to Definition 1, to prove the lemma we must show thatthe clique partition constructed in
every configurationγ ∈ B is: (i) minimal for inclusion, and (ii) connected.

Consider first the minimality property of the clique partition. Assume, by the contradiction, that the first
property is not satisfied inγ ∈ B. This implies that if we take the cliques following their ranks from the
highest to the lowest rank then there are two cliquesCi andCj such thatCi ∪Cj is a clique inγ. However,
according to Remark 1 we have a total order on the cliques and the clique of highest rank, sayCi, is not a
maximal clique. However,Ci satisfies Definition 7 becauseγ ∈ B. So, according to Claim 2 of Definition 7
Ci is a maximal clique, a contradiction.

Consider now the connectivity property of the clique partition. Assume, by the contradiction, that the
clique partition constructed inγ ∈ B is not connected. This implies that the graphGc = (Vc, Ec) induced by
the non trivial cliques is not connected inγ. Thus, there exists a local leaderp ∈ Vc such that there is no path
PGc

(p, r) betweenp andr in Gc. Consider the local leaderpi of highest rank inγ such that6 ∃PGc
(pi, r) in

Gc. According to Remark 2, a correct clique can only contain nodes with a rank lower than the rank of the
local leader of the clique. So, by definition of ranks we have only to consider the shortest paths betweenpi
andr in G. Every shortest pathPG(pi, r) in G can be decomposed in three parts:P1

G(pi, r) containing the
nodes inGc, P2

G(pi, r) containing the nodes in(G − Gc), andpi ∈ Gc. In every shortest pathPG(pi, r),
any nodepj ∈ P2

G(pi, r) is a local leader of its trivial cliqueCj becausepj 6∈ Gc. Sinceγ ∈ B, Cj is a
maximal clique according to Claim 2 of Definition 7. However,there is a neighborq of pj in γ such that
either q ∈ P2

G(pi, r) or q = pi. Thus, we haverank(pj) ≺ rank(q), a contradiction with Claim 2 of
Definition 7 sinceCj is not maximal. ✷

Theorem 2 AlgorithmSS − CMCP is a self-stabilizing algorithm for Specification 1 under a weakly fair
distributed daemon.

Proof. We have to show that starting from any configuration the execution of Algorithm SS − CMCP
verifies the two conditions of Specification 1.

According to Theorem 1, Lemma 11 and Corollary 1, from any configuration AlgorithmSS − CMCP
reaches a configurationγ ∈ C in finite time andγ is a terminal configuration, which verifies Condition 1
of Specification 1. Moreover, according to Lemma 13 the terminal configurationγ reached by Algorithm
SS − CMCP satisfies Definition 1, which verifies Condition 2 of Specification 1. ✷

Finally, from an arbitrary configuration we can establish the following corollary according to Lemma 11.
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Corollary 2 Starting from an arbitrary configuration, the fair composition of AlgorithmSS − CMCP and
AlgorithmABFS reach a configuration satisfying Definition 9 in at mostO(TBFS +min(nc ×Diam,n))
(asynchronous) rounds, withTBFS the round complexity of self-stabilizing algorithmABFS constructing a
BFS tree,nc the maximum number of cliques at any distance fromr in G, Diam the diameter ofG, andn
the number of nodes inG.

3.3.2 Proof assuming an unfair daemon

In the following, we prove that AlgorithmSS − CMCP is self-stabilizing under an unfair daemaon by
bounding the number of steps needed to reach a legitimate configuration.

Lemma 14 In an execution, every nodep ∈ V can executeN -action at most once.

Proof. According to Lemma 1 ifN -action is enabled at a nodep ∈ V in the initial configuration then it
becomes disabled after its execution atp. ✷

In the following we consider that for each nodep ∈ V the inputdistp is correct, i.e.,distp is equal to
the distance (in hops) betweenp andr in G.

Definition 10 (Priority level) Thepriority level of any nodep ∈ V is equal to the number of nodesq ∈ V

such thatrank(q) ≺ rank(p) in G. The priority level of a clique is defined by the priority level of its local
leader.

Lemma 15 LetCi be a correct clique (Definition 7) of priority leveli, 0 ≤ i ≤ n − 1, which belongs to a
legitimate configurationγ ∈ B. In an execution, a correct cliqueCi may not satisfy Definition 7 at mosti
times.

Proof. According to Remark 1, in any clique partition the rank of thecliques define a total order. Moreover,
according to Lemma 8 the construction of any cliqueCj cannot prevent the construction of another clique
Ci if rank(Ci) ≺ rank(Cj). Thus, the construction of the cliqueCi of priority level i can be prevented by
at mosti cliques. However, as long as thesei cliques of rank higher thanCi do not satisfy Definition 7 the
construction ofCi can be affected. Consider the following worst case scheduling. The cliquesCj , 0 ≤ j ≤ i,

are constructed following their rank from the lowest to the highest rank, and before the construction of a
new cliqueCj , j < i, the construction ofCi is performed again in order to satisfy Definition 7. Thus,
the construction of each cliqueCj , j < i, involves thatCi does not satisfy Definition 7 and this situation
happens at mosti times. ✷

According to the formal description of AlgorithmSS − CMCP , the construction of a correct cliqueCi

is performed by executingC1-action andC3-action orC2-action at a nodep ∈ Ci.

Corollary 3 LetCi be a correct clique (Definition 7) of priority leveli, 0 ≤ i ≤ n − 1, which belongs to
a legitimate configurationγ ∈ B. In an execution, a nodep ∈ Ci can executeC1-action,C2-action and
C3-action at mosti times.

Lemma 16 From any configuration in which for each nodep ∈ V the inputdistp is correct, at mostO(n2)
steps are needed by AlgorithmSS − CMCP to reach a configuration satisfying Definition 9, withn the
number of nodes inG.
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Proof. First of all, according to Lemma 14 in an execution of Algorithm SS − CMCP N -action is
executed at mostn times. Moreover, according to Corollary 3 in an execution ofAlgorithm SS − CMCP
a nodep ∈ V of priority level i, 0 ≤ i ≤ n − 1, can executeC1-action,C2-action andC3-action at most
i times. Moreover, a clique partition contains at mostn cliques. So, by summing up we have that in an
execution of AlgorithmSS − CMCP starting from any configuration in which the inputdistp is correct for

each nodep ∈ V C1-action,C2-action andC3-action are executed at most
∑n−1

i=0 i = n(n+1)
2 times.

Therefore, from any configuration in which the inputdistp is correct for each nodep ∈ V Algorithm

SS − CMCP executes at mostn+ n(n+1)
2 < O(n2) steps to reach a configuration satisfying Definition 9.

✷

Finally, from any configuration we can establish the following corollary according to Lemma 16.

Corollary 4 From any configuration, at mostO(STBFS×n2) steps are needed by AlgorithmsSS − CMCP
andABFS executed following a fair composition to reach a configuration satisfying Definition 9, withn the
number of nodes inG andSTBFS the step complexity of self-stabilizing algorithmABFS constructing a
BFS tree.

4 Self-stabilizing Connected Vertex Cover

We define below an extension of the classical Vertex Cover problem, called Connected Vertex Cover prob-
lem.

Definition 11 (2-approximation Connected Vertex Cover)Let G = (V,E) be any undirected graph. A
vertex coverS of the graphG is connectediff for any pair of nodeu, v ∈ S there is a path betweenu
andv in the graph induced byS. Moreover,S is a 2-approximation Connected Vertex Cover, i.e., we have
|S| ≤ 2|CV C∗| withCV C∗ an optimal solution for the Connected Vertex Cover.

In [DLP13], Delbotet al. presented a centralized optimization algorithm to solve the Connected Vertex
Cover problem which uses a solution obtained for the Connected Minimal Clique Partition problem (see
Definition 1). Given a solutionS for the Connected Minimal Clique Partition, the authors have shown
in [DLP13] that we can construct a solutionS′ for the Connected Vertex Cover with an approximation ratio
of 2 by selecting inS′ all the cliques inS which are nottrivial , i.e., by selecting all the cliques composed of
at least two nodes.

In the following, we define in Specification 2 the Self-stabilizing Connected Vertex Cover problem.

Specification 2 (Self-stabilizing Connected Vertex Cover)Let C the set of all possible configurations of
the system. An algorithmACVC solving the problem of constructing a stabilizing connected vertex cover
satisfies the following conditions:

1. AlgorithmA reaches a set of terminal configurationsT ⊆ C in finite time, and

2. Every configurationγ ∈ T satisfies Definition 11.

4.1 Related works

The Vertex Cover problem is a classical optimization problem and many works have been devoted to this
problem or to its variations. This problem is known to be APX-complete [PY88] and not approximable
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within a factor of10
√
5− 21 ≈ 1.36067 [DS05]. Some very simple approximation algorithms gives a tight

approximation ratio of2 [GJ79, Vaz01, Sav82]. Despite a lot of works, no algorithm whose approximation
ratio is bounded by a constant less than2 has been found and it is conjectured that there is no smaller
constantratio unlessP = NP [KR08]. Monien and Speckenmeyer [MS85] and Bar-Yehuda and Even
[BYE85] proposed algorithms with an approximation ratio of2 − ln lnn

lnn
, with n the number of vertices of

the graph and Karakostas [Kar05] reduced this ratio to2−Θ( 1√
logn

).
From a self-stabilizing point of view, Kiniwa [Kin05] proposed the first self-stabilizing algorithm for

this problem which constructs a 2-approximate vertex coverin general networks with unique nodes identi-
fier and under a fair distributed daemon. This algorithm is based on the construction of a maximal matching
which allows to obtain a 2-approximation vertex cover by selecting the extremities of the matching edges.
Turauet al. [TH11a] considered the same problem in anonymous networks and gave an 3-approximation
algorithm under a distributed daemon. Since it is impossible to construct a maximal matching in an anony-
mous network, this algorithm establishes first a bicolored graph of the network allowing then to construct a
maximal matching to obtain a vertex cover. Turau [Tur10] designed a self-stabilizing vertex cover algorithm
with approximation ratio of 2 in anonymous networks under anunfair distributed daemon. This algorithm
uses the algorithm in [TH11a] executed several times on parts of the graph to improve the quality of the
constructed solution.

For the Connected Vertex Cover problem, Savage in [Sav82] proposed a 2-approximation algorithm
in general graphs based on the construction of a Depth First Search treeT and selecting in the solution
the nodes with at least a child inT . In 2010 Escoffieret al. [EGM10] proved that the problem is NP-
complete, even in bipartite graphs (whereas it is polynomial to construct a vertex cover in bipartite graphs),
is polynomial in chordal graphs and can be approximated withbetter ratio than2 in several restricted classes
of graphs.

To our knowledge, there exists no self-stabilizing algorithm for the Connected vertex cover problem.
However, the approach proposed by Savage [Sav82] can be usedto design a self-stabilizing algorithm.
Indeed, any self-stabilizing algorithm performing a depthfirst search traversal of the graph (e.g., see [CD94,
CDPV06, PV07]) executed in parallel with the algorithm described later in this section can be used to select
the appropriate set of nodes in the solution. However, this does not enable to obtain the best complexity in
terms of time. Although a low memory complexity ofO(log(∆)) bits per node is reached, this approach
has a time complexity ofΘ(n) rounds. Indeed, a low level of parallelism is reached because of the DFS
traversal. In contrast, the self-stabilizing algorithm that we propose in this section is based on the algorithm
presented in the previous section. Our solution has a bettertime complexity ofO(min(nc × Diam,n))
rounds because of the parallel construction of cliques. However, the memory complexity isO(∆ log(n))
bits per node.

4.2 Self-stabilizing construction

In this subsection, we present our self-stabilizing Connected Vertex Cover algorithm calledSS − CVC
which follows the approach given in [DLP13]. A solution to the Connected Vertex Cover problem contains
all the non trivial cliques of a Connected Minimal Clique Partition. We give in this section a self-stabilizing
algorithm allowing to select the nodes of non trivial cliques, a formal description is given in Algorithm 2.
So, AlgorithmSS − CVC is defined as a fair composition [Dol00] of Algorithms 1 and 2 which are executed
at each nodep ∈ V .
Algorithm 2 takes in input at each nodep the local leader ofp and the set of nodes belonging to the maximal
clique ofp given by Algorithm 1 (i.e., variablesleadp andCp of Algorithm 1) in casep is a local leader.
Moreover, in Algorithm 2 each node maintains a single boolean variableInp. Any nodep belongs to the
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Connected Vertex Cover if and only if (1) either it is a local leader and its maximal clique is not trivial (i.e.,
leadp = IDp and|Cp| > 1), or (2) it is contained in a maximal clique constructed by a neighbor which is
the local leader ofp (i.e., leadp 6= IDp). PredicateInV C(p) is satisfied at each nodep if p is part of the
Connected Vertex Cover. Therefore, Algorithm 2 is composedof a single rule executed by each nodep ∈ V

to correct the value of variableInp in order to be equal to the value of PredicateInV C(p). So, a solution
to the Connected Vertex Cover problem contains every nodep such thatInp = true.

Algorithm 2 Self-Stabilizing Connected Vertex Cover algorithm for anyp ∈ V

Inputs:
IDp: unique identifier ofp;
leadp: leader ofp computed by Algorithm 1;
Cp: maximal clique ofp computed by Algorithm 1;

Variable:
Inp ∈ {true, false};

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Predicate:
InV C(p) ≡ (leadp 6= IDp ∨ |Cp| > 1)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Action:

V C-action :: Inp 6= InV C(p) → Inp := InV C(p);

4.3 Correctness proof

Definition 12 (Legitimate configuration) A configurationγ ∈ C is legitimate for Algorithm 2 iff for every
nodep ∈ V we haveInp = InV C(p).

In the following we consider that AlgorithmSS − CMCP is stabilized and we have correct inputs for
leadp andCp at every nodep ∈ V .

Theorem 3 Let the set of configurationsB ⊆ C such that every configurationγ ∈ B satisfies Definition 12.
∀γ ∈ (C − B),∃p ∈ V such thatp is enabled inγ.

Proof. Assume, by the contradiction, that∃γ ∈ (C − B) such that∀p ∈ V no action of Algorithm 2
is enabled atp in γ. According to Definition 12, this implies that there exists anodep ∈ V such that
Inp 6= InV C(p). So,V C-action is enabled atp, a contradiction. ✷

Lemma 17 WhenV C-action is enabled at anyp ∈ V , it remains enabled untilp executes it.

Proof. Let γ 7→ γ′ be a step. Assume, by the contradiction, thatV C-action is enabled atp in γ and not in
γ′ (i.e.,Inp = InV C(p) in γ′) butp did not executeV C-action inγ 7→ γ′. Sincep did not move inγ 7→ γ′

and the variableInp can only be modified locally byp by executingV C-action, we haveInp 6= InV C(p)
atp in γ′, a contradiction. ✷

Lemma 18 Starting from any configuration satisfying Definition 9, Algorithm 2 reaches a configuration sat-
isfying Definition 12 in at mostO(1) (asynchronous) rounds. Moreover,O(1) bits of memory are necessary
at each node.
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Proof. In any configuration satisfying Definition 9, if we haveInp 6= InV C(p) at a nodep ∈ V then
V C-action is enabled atp in round 0. Therefore, according to Lemma 17 in the first configurationγ of round
1 we haveInp = InV C(p) at every nodep ∈ V . Moreover, this implies thatγ satisfies Definition 12.

We can observe that Algorithm 2 maintains a single boolean variableInp at each nodep ∈ V . So,O(1)
bits of memory are necessary at each nodep ∈ V . ✷

From Corollary 2 and Lemma 18, we can establish the round complexity given in the following corollary.

Corollary 5 Starting from any configuration, the fair composition of AlgorithmsABFS and SS − CVC
reach a configuration satisfying Definition 12 in at mostO(TBFS+min(nc×Diam,n)+1) (asynchronous)
rounds, withTBFS the round complexity of self-stabilizing algorithmABFS constructing a BFS tree,nc the
maximum number of cliques at any distance fromr in G, Diam the diameter ofG, andn the number of
nodes inG. Moreover,O(∆ log(n)) bits of memory are necessary at each node, with∆ the maximum degree
of a node.

Lemma 19 Starting from any configuration satisfying Definition 9, at mostO(n) steps are needed by Algo-
rithm 2 to reach a configuration satisfying Definition 12, with n the number of nodes inG.

Proof. In any configurationγ satisfying Definition 9, if we haveInp 6= InV C(p) at a nodep ∈ V in γ

thenV C-action is enabled atp in γ. According to Lemma 17,V C-action is enabled atp until it is executed.
V C-action can be enabled at every nodep ∈ V in γ. So, each nodep can executeV C-action because it is
the action of highest priority atp since Algorithm 2 is composed of a single action. Thus, afterat mostO(n)
steps Algorithm 2 has reached a configurationγ′ such that we haveInp = InV C(p) at every nodep ∈ V

in γ′. Moreover, this implies that Definition 12 is satisfied inγ′. ✷

From Corollary 4 and Lemma 19, we can establish the step complexity of AlgorithmSS − CVC given
in the following corollary.

Corollary 6 Starting from any configuration, in at mostO(STBFS × n3) steps are needed by Algorithms
ABFS and SS − CVC executed following a fair composition to reach a configuration satisfying Defini-
tion 12, withSTBFS the step complexity of self-stabilizing algorithmABFS constructing a BFS tree andn
the number of nodes inG.

Lemma 20 In every configurationγ ∈ B satisfying Definition 12, for every nodep ∈ V no action of
Algorithm 2 is enabled inγ.

Proof. Assume, by the contradiction, that there exists a configuration γ ∈ B such that there exists a node
p ∈ V with an enabled action of Algorithm 2. According to the formal description of Algorithm 2, the
algorithm is only composed ofV C-action. This implies that we haveInp 6= InV C(p) atp in γ. However,
we haveInp = InV C(p) at every nodep ∈ V becauseγ ∈ B, a contradiction. ✷

Lemma 21 Let the set of configurationsB ⊆ C such that every configurationγ ∈ B satisfies Definition 12.
∀γ ∈ B, a 2-approximated Connected Vertex Cover (Definition 11) is constructed inγ.

Proof. According to Definition 11, to prove the lemma we must show that the solutionS constructed in
every configurationγ ∈ B is: (i) a vertex cover ofG, (ii) connected, and (iii) a 2-approximation from an
optimal solution.
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According to Specification 1, Algorithm 2 takes in input a Connected Minimal Clique partition. Con-
sider the first property. In any configurationγ ∈ B, according to Algorithm 2 only the nodes which belong
to a non trivial clique are included in the constructed solution S. Assume, by the contradiction, thatS is
not a vertex cover ofG. This implies that there exists an edge between two trivial cliquesCi andCj of the
clique partition given in input. So, the clique partition given in input is not minimal since we can construct
the maximal cliqueCi ∪ Cj, a contradiction with Specification 1. So, the set of trivialcliques forms an
independent set and all the edges of the graph are covered by the nodes inS. Consider the second property.
According to Specification 1, the graph induced by the non trivial cliques given in input is connected. This
implies that the solutionS constructed inγ is also connected. Consider the last property. We follow the
approach proposed in [DLP13]. According to Theorem 2 showedin [DLP13], S is a 2-approximation for
the Connected Vertex Cover problem. The approximation ratio comes from the fact that for each clique of
sizek ≥ 2 at leastk− 1 nodes are in an optimal solution to cover all thek×(k−1)

2 edges of the clique, while
k nodes are selected by the algorithm. ✷

Theorem 4 Algorithm SS − CVC is a self-stabilizing algorithm for Specification 2 under anunfair dis-
tributed daemon.

Proof. We have to show that starting from any configuration the execution of AlgorithmSS − CVC verifies
the two conditions of Specification 2.

According to Theorem 3, Lemmas 18, 19 and 20, from any configuration AlgorithmSS − CVC reaches
a configurationγ ∈ C in finite time andγ is a terminal configuration, which verifies Condition 1 of Specifi-
cation 2. Moreover, according to Lemma 21 the terminal configurationγ reached by AlgorithmSS − CVC
satisfies Definition 11, which verifies Condition 2 of Specification 2. ✷

5 Conclusion

In this paper, we give the first distributed and self-stabilizing algorithm for the Connected Vertex Cover
problem with a constant approximation ratio of 2. Moreover,to solve this problem we propose also a self-
stabilizing algorithm for the construction of a Connected Minimal Clique partition of the graph. These
two algorithms work under the unfair distributed daemon which is the weakest daemon. There are two
natural perspectives to this work. First, our distributed self-stabilizing clique partition construction a root
node is used. This allows to ensure the connectivity property for the clique partition. If this property is not
necessary our algorithm can be easily modified in order to remove this hypothesis, but is it also possible
while guaranteeing the connectivity property. Second, theself-stabilizing algorithm we propose for the
Connected Vertex Cover problem achieves a better time complexity than a self-stabilizing solution based on
Savage’s approach, but at the price of a higher memory complexity. So, a natural question is to investigate
the existence of a distributed algorithm with a low time and memory complexity.
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