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AN INEQUALITY FOR THE ZETA FUNCTION OF A PLANAR

DOMAIN

ALEXANDRE JOLLIVET AND VLADIMIR SHARAFUTDINOV

Abstract. We consider the zeta function ζΩ for the Dirichlet-to-Neumann operator of
a simply connected planar domain Ω bounded by a smooth closed curve. We prove non-

negativeness and growth properties for ζΩ(s)−2
(

L(∂Ω)
2π

)s
ζR(s) (s ≤ −1), where L(∂Ω) is

the length of the boundary curve and ζR stands for the classical Riemann zeta function.
Two analogs of these results are also provided.

1. Introduction

Let Ω be a simply connected (probably multisheet) planar domain bounded by a C∞-
smooth closed curve ∂Ω. See [8, Section 4] for the discussion of simply connected multi-
sheet planar domains. The Dirichlet-to-Neumann operator of the domain

ΛΩ : C∞(∂Ω) → C∞(∂Ω)

is defined by ΛΩf = ∂u
∂ν
|∂Ω, where ν is the outward unit normal to ∂Ω and u is the solution

to the Dirichlet problem

∆u = 0 in Ω, u|∂Ω = f.

The Dirichlet-to-Neumann operator is a first order pseudodifferential operator. Moreover,
it is a non-negative self-adjoint operator with respect to the L2-product

(u, v)L2(∂Ω) =

∫

∂Ω

uv̄ ds,

where ds is the Euclidean arc length of the curve ∂Ω. In particular, the operator ΛΩ has
a non-negative discrete eigenvalue spectrum

Sp(Ω) = {0 = λ0(Ω) < λ1(Ω) ≤ λ2(Ω) ≤ . . . },
where each eigenvalue is repeated according to its multiplicity. The spectrum is called the
Steklov spectrum of the domain Ω. In particular, for the unit disc D = {(x, y) | x2 + y2 ≤
1},

Sp(D) = {0 = λ00 < λ01 ≤ λ02 ≤ . . . } = {0, 1, 1, 2, 2, . . .}. (1.1)

Steklov eigenvalues depend on the size of Ω in the obvious manner: λk(cΩ) = c−1λk(Ω)
for c > 0. The dependence of Steklov eigenvalues on the shape of Ω is probably the most
interesting problem of the subject. Nevertheless, only a few of results are known in this
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direction for simply connected smooth domains. The earliest of such results is Weinstock’s
inequality [14]:

λ1(Ω) ≤
2π

L(∂Ω)
, (1.2)

where L(∂Ω) is the length of the boundary curve. The equality in (1.2) holds if and only if
Ω is a round disc. The first idea for generalizing Weinstock’s inequality to higher Steklov
eigenvalues is just to write

λk(Ω) ≤
2π

L(∂Ω)
λ0k (k = 0, 1, . . . ), (1.3)

where λ0k are defined by (1.1). However, inequality (1.3) is wrong for k ≥ 2. The right
version of such an estimate obtained by Hersch, Payne and Schiffer [6] (see also the recent
work of Girouard and Polterovich [4]) looks as follows:

λk(Ω) ≤
2π

L(∂Ω)
k (k = 0, 1, . . . ). (1.4)

The estimate is asymptotically sharp. Observe that, roughly speaking, inequality (1.4) is
twice weaker than (1.3) since λ0k ∼ k/2 for large k. Actually Hersch, Payne and Schiffer
obtained the more general result

λk(Ω)λℓ(Ω) ≤











(

π
L(∂Ω)

)2

(k + ℓ)2, if k + ℓ is even,
(

π
L(∂Ω)

)2

(k + ℓ− 1)2, if k + ℓ is odd

that can be considered as a geometric inequality for pairs of Steklov eigenvalues.
Our main result, presented by Theorems 1.1 and 1.2 below, can be also considered as

a geometric inequality for the whole collection of Steklov eigenvalues.
Steklov eigenvalues are also defined in more general settings: for domains with non-

smooth boundaries, for multiply connected domains, for multidimensional domains, and
for compact Riemannian manifolds with boundaries. There are much more geometric
inequalities obtained in such settings, see [5, Section 4] and references there. In the
present paper, we do not consider any of this settings because of the following specifics of
the asymptotics of the Steklov spectrum which plays the crucial role in our approach.

In the case of a simply connected (probably multisheet) planar domain Ω bounded
by a C∞-smooth closed curve, the asymptotics of the Steklov spectrum is completely
determined by the length L(∂Ω) of the boundary curve. More precisely,

λn(Ω) =
2π

L(∂Ω)
λ0n +O(n−N) as n→ ∞ (1.5)

fore any N > 0. To our knowledge, this fact was first proved by Rozenblum [10]. Es-
sentially the same proof was independently presented by Edward [1] with the reference
to some preprint by Guillemin and Melrose. In the most general setting, the proof is
reproduced in [3, Lemma 2.1].

Asymptotics (1.5) holds also for simply connected compact Riemannian surfaces with
smooth boundary with the obvious change: L(∂Ω) is the Riemannian length of the bound-
ary. Studying such Riemannian surfaces is equivalent to studying Riemannian metrics on
the unit disc D. In this setting, our main result is expressed by Theorems 1.5 and 1.6
below. The only circumstance should be taken into account: conformally equivalent Rie-
mannian metrics have coincident Steklov spectra. The circumstance arises due to the
conformal invariance of the Laplace – Beltrami operator in the two-dimensional case.
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Asymptotics (1.5) can be generalized to the case of multiply connected smooth planar
domains as well as to the case of multiply connected compact Riemannian surfaces with
boundary [3]. If the boundary has m components with lengths L(∂1Ω), . . . , L(∂mΩ), then
every boundary component ∂iΩ (i = 1, . . . , m) gives the contribution (1.5), with L(∂Ω)
replaced by L(∂iΩ), and the whole asymptotics is just the union of the contributions.
Moreover, a solution to the boundary value problem

∆u = 0 in Ω,
∂u

∂ν
= λiu on ∂iΩ (1 ≤ i ≤ m)

is concentrated near the boundary and solutions coming from different boundary compo-
nents do not interfere for large frequencies (λ1, . . . , λm) [7, 3]. Probably, main results of
the present paper can be generalized to the multiply connected case, but this is not done
yet.

We emphasize that the C∞-smoothness of the boundary curve is essential for the validity
of (1.5). For example, the asymptotics is much more complicated for polygons [5, Section
3].

We return to considering a simply connected (probably multisheet) planar domain Ω
bounded by a C∞-smooth closed curve. Asymptotics (1.5) allows us to introduce the zeta
function of the domain Ω

ζΩ(s) = Tr[Λ−s
Ω ] =

∞
∑

n=1

(

λn(Ω)
)−s

.

The series converges for s ∈ C, Re(s) > 1. In particular, ζD = 2ζR, where ζR(s) =
∑∞

n=1 n
−s is the classical Riemann zeta function. Then ζΩ extends to a meromorphic

function on C with the unique simple pole at s = 1. Moreover, the difference

ζΩ(s)− 2

(

L(∂Ω)

2π

)s

ζR(s)

is an entire function [1].
Our main result is presented by the following two statements.

Theorem 1.1. Let Ω be a simply connected (probably multisheet) planar domain bounded
by a C∞-smooth closed curve ∂Ω and let L(∂Ω) be the length of the curve ∂Ω. The zeta
function of the domain satisfies

ζΩ(s) ≥ 2

(

L(∂Ω)

2π

)s

ζR(s) for s ≤ −1,

where ζR is the classical Riemann zeta function.

Theorem 1.2. Let Ω be as in Theorem 1.1. If Ω is not a round disk, then

d

ds

[(L(∂Ω)

2π

)s

ζΩ(−s)− 2ζR(−s)
]

≥ C(α)eαs for s ≥ 1

and
(L(∂Ω)

2π

)s

ζΩ(s)− 2ζR(−s) ≥ C1(α)e
αs for s ≥ 1

for any positive α with some positive constants C(α), C1(α).

Each of Theorems 1.1 and 1.2 has two other equivalent forms that are also of some
interest.

Let S = ∂D = {eiθ} ⊂ C be the unit circle. To simplify further formulas, the Dirichlet-
to-Neumann operator of the unit disc will be denoted by Λ : C∞(S) → C∞(S), i.e., Λ = ΛD
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(this operator was denoted by Λe in [8] and [9]). Given a positive function a ∈ C∞(S),
the first order pseudodifferential operator

Λa = a1/2Λa1/2 = a−1/2(aΛ)a1/2 : C∞(S) → C∞(S)

is non-negative and self-adjoint with respect to the L2-product (·, ·)L2(S). Here a
1/2 stands

for the operator of multiplication by the function a1/2. The eigenvalue spectrum of Λa

Sp(a) = {0 = λ0(a) < λ1(a) ≤ λ2(a) ≤ . . . }
is called the Steklov spectrum of the function a (or of the operator Λa). The spectrum
Sp(a) has the same asymptotics

λn(a) =
2π

L(a)
λ0n +O(n−N) as n→ ∞ for any N > 0, (1.6)

where L(a) =
∫

S
a−1(θ) dθ. The zeta function of a is defined by

ζa(s) = Tr[Λ−s
a ] =

∞
∑

n=1

(

λn(a)
)−s

for Re s > 1. (1.7)

Two kinds of the Steklov spectrum are related as follows. Given a smooth simply con-
nected planar domain Ω, choose a biholomorphism Φ : D → Ω and define the function
0 < a ∈ C∞(S) by a(z) = |Φ′(z)|−1 (z ∈ S). Let φ : S → ∂Ω be the restriction of Φ to
S. Then aΛ = φ∗ΛΩ φ

∗−1 and Sp(a) = Sp(Ω). See [8, Section 3] for details. In particular,
ζa = ζΩ is a meromorphic function on C. Theorems 1.1 and 1.2 are equivalent to the
following statements.

Theorem 1.3. Given a positive function a ∈ C∞(S), the inequality

ζa(s) ≥ 2

(

L(a)

2π

)s

ζR(s) (1.8)

holds for all s ≤ −1, where L(a) =
∫ π

−π
a−1(eiθ) dθ.

Theorem 1.4. For a positive function a ∈ C∞(S), the following alternative is valid.
Either

(1) ζa(s) is identically equal to 2
(

L(a)
2π

)s

ζR(s)
or

(2) the difference
(

L(a)
2π

)−s

ζa(s)− 2ζR(s) satisfies

d

ds

[(L(a)

2π

)s

ζa(−s)− 2ζR(−s)
]

≥ C(α)eαs for s ≥ 1 (1.9)

and
(L(a)

2π

)s

ζa(−s)− 2ζR(−s) ≥ C1(α)e
αs for s ≥ 1 (1.10)

for any positive α with some positive constants C(α), C1(α).

Theorem 1.3 is actually a corollary of Theorem 1.4. Nevertheless, we will first present
the proof of Theorem 1.3 and then we will show how Theorem 1.4 can be proved by some
specification of the same arguments.

Given a Riemannian metric g on the unit disc D, let ∆g be the Laplace – Beltrami
operator of the metric. The Dirichlet-to-Neumann operator of the metric

Λg : C
∞(S) → C∞(S)
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is defined by Λgf = ∂u
∂ν
, where ν is the unit outer normal to S with respect to the metric

g and u is the solution to the Dirichlet problem

∆gu = 0 in D, u|S = f.

The Steklov spectrum of the metric g is again non-negative and discrete

Sp(∆g) = {0 = λ0(g) < λ1(g) ≤ λ2(g) ≤ . . . }
and the zeta function of the metric

ζg(s) = Tr[Λ−s
g ] =

∞
∑

n=1

(

λn(g)
)−s

for Re s > 1

again extends to a meromorphic function on C. See [8, Section 2] for details. Theorems
1.1 and 1.3 are equivalent to the following

Theorem 1.5. Given a Riemannian metric g on the unit disc D, the inequality

ζg(s) ≥ 2

(

L(S)

2π

)s

ζR(s)

holds for all s ≤ −1, where L(S) is the length of S in the metric g.

Theorems 1.2 and 1.4 are equivalent to the following

Theorem 1.6. For a Riemannian metric g on the unit disc D, the following alternative
is valid. Either

(1) g is conformally equivalent to the standard Euclidean metric e, i.e., there exist a
diffeomorphism Φ : D → D and positive function ρ ∈ C∞(D) such that ρ|S = 1 and
g = ρΦ∗e;
or

(2) the difference
(

L(S)
2π

)−s

ζg(s)− 2ζR(s) satisfies

d

ds

[(L(S)

2π

)s

ζg(−s)− 2ζR(−s)
]

≥ C(α)eαs for s ≥ 1

and
(L(S)

2π

)s

ζg(−s)− 2ζR(−s) ≥ C1(α)e
αs for s ≥ 1

for any positive α with some positive constants C(α), C1(α).

We are grateful to G. Rozenblum for a discussion of some questions related to the paper.

2. Proof of Theorems 1.3 and 1.4

For a function u on the unit circle S = {eiθ}, we will write u(θ) instead of u(eiθ).
Introduce the operators

D = −i d
dθ

: C∞(S) → C∞(S), Λ = ΛD =
(

− d2

dθ2

)1/2

: C∞(S) → C∞(S).

Both D and Λ are self-adjoint operators with respect to the standard L2-product

(u, v)L2 =

π
∫

−π

u(θ)v̄(θ) dθ

and satisfy
(Λu, u)L2 ≥

∣

∣(Du, u)L2

∣

∣ (2.1)
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for every u ∈ C∞(S). This follows from equalities Deinθ = n einθ and Λeinθ = |n| einθ for
n ∈ Z.

It suffices to prove Theorem 1.3 for a function 0 < a ∈ C∞(S) normalized by the
condition

1

2π

π
∫

−π

a−1(θ) dθ = 1. (2.2)

This condition is always assumed in the current section. Given such a function, we define
the operators Da,Λa : C

∞(S) → C∞(S) by

Da = a1/2Da1/2, Λa = a1/2Λa1/2.

Lemma 2.1. For every integer n, the function

ϕn(θ) =
1

√

2πa(θ)
exp

(

in

θ
∫

0

a−1(s) ds
)

(2.3)

is the eigenfunction of the operator Da associated to the eigenvalue n, i.e.

Daϕn = nϕn. (2.4)

The inequality

(Λaϕn, ϕn)L2 ≥ |n| (2.5)

holds for every integer n. The family {ϕn}n∈Z is an orthonormal basis of L2(S).

Proof. First of all, being defined by (2.3), ϕn(θ) is a 2π-periodic function as is seen from
(2.2), i.e., ϕn ∈ C∞(S). Equality (2.4) is proved by a straightforward calculation on the
base of definition (2.3). It implies (ϕn, ϕm)L2 = 0 for n 6= m. On using (2.2), we also
check ‖ϕn‖2L2 = 1. Thus, {ϕn}n∈Z is an orthonormal system in L2(S). Assume a function
u ∈ L2(S) to be orthogonal to all ϕn, i.e.,

(u, ϕn)L2 =
1√
2π

π
∫

−π

u(θ)a−1/2(θ) exp
(

− in

θ
∫

0

a−1(s) ds
)

dθ = 0 (n ∈ Z).

Change the integration variable in this equality by α = α(θ) =
∫ θ

0
a−1(s) ds and introduce

the functions b ∈ C∞(S) and v ∈ L2(S) by b(α(θ)) = a(θ) and v(α(θ)) = u(θ). The
previous formula takes the form

1√
2π

π
∫

−π

b1/2(α)v(α)e−inα dα = 0 (n ∈ Z).

This means that all Fourier coefficients of the function b1/2v are equal to zero. Hence
b1/2v ≡ 0 and u ≡ 0. We have thus proved {ϕn}n∈Z is an orthonormal basis of L2(S).

On using (2.1) and (2.4), we derive

(Λaϕn, ϕn)L2 = (a1/2Λa1/2ϕn, ϕn)L2 = (Λ(a1/2ϕn), a
1/2ϕn)L2

≥
∣

∣(D(a1/2ϕn), a
1/2ϕn)L2

∣

∣ =
∣

∣(Daϕn, ϕn)L2

∣

∣ = |n|.
�
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Both Da and Λa are self-adjoint operators. Observe also that Da = a−1/2(aD)a1/2 and
Λa = a−1/2(aΛ)a1/2. In particular, the operators Da and aD have coincident spectra as
well as the operators Λa and aΛ have coincident spectra. One easily compute

D2
a = a2D2 + 2a(Da)D +

1

2
a(D2a) +

1

4
(Da)2. (2.6)

If ξ is the Fourier dual variable for θ, then the full symbol of Λ is expressed in coordinates
(θ, ξ) by the formula σΛ(θ, ξ) = |ξ|. Let us recall the classical formula for the full symbol
of the product of two pseudodifferential operators

σAB ∼
∞
∑

α=0

1

α!
(∂αξ σA)D

ασB.

On using the formula, we compute

σΛa
= a|ξ|+ 1

2
(Da) sgn(ξ)

and

σΛ2
a
= a2ξ2 + 2a(Da)ξ +

1

2
a(D2a) +

1

4
(Da)2.

Comparing the last formula with (2.6), we see that the operators D2
a and Λ2

a have coinci-
dent full symbols, i.e., the difference Λ2

a −D2
a is a smoothing operator.

The operator D2
a is a non-negative elliptic self-adjoint second order differential operator

with the same eigenvalue spectrum as Λ2, i.e.,

Sp(D2
a) = {0, 1, 1, 4, 4, 9, 9, . . .}.

We will denote |Da| = (D2
a)

1/2. Observe that

Sp(|Da|) = Sp(Λ) = {0, 1, 1, 2, 2, 3, 3, . . .}. (2.7)

We will need complex powers of operators |Da| and Λa. There is a small difficulty in
defining the powers since these operators are not invertible. As follows from Lemma 2.1,
null-spaces of |Da| and Λa coincide and are equal to the one-dimensional space spanned by
the function ϕ0. Let P0 be the orthogonal projection of L2(S) onto that one-dimensional
space. Then |Da|+P0 and Λa +P0 are invertible elliptic first order differential operators.
Therefore the powers (|Da| + P0)

s and (Λa + P0)
s are well defined for every complex s,

see [11] and [12, Chapter 2]. (|Da| + P0)
s and (Λa + P0)

s are pseudodifferential operator
of order Re s. With some ambiguity, we will write

|Da|s = (|Da|+ P0)
s − P0, Λs

a = (Λa + P0)
s − P0.

This actually coincides with Edward’s definition [1, Section 3]. Observe that |Da|s =
(D2

a)
s/2. Equality (2.4) implies

|Da|sϕn = |n|sϕn (s ∈ C). (2.8)

Lemma 2.2. For every complex s,

R(s) = Λs
a − |Da|s

is a smoothing operator with finite trace and

Tr[R(s)] = ζa(−s)− 2ζR(−s) (s ∈ C). (2.9)

If {χn}∞n=0 is an orthonormal basis in L2(S) and χn ∈ C∞(S) (n = 0, 1, . . . ), then
∞
∑

n=0

(Rsχn, χn)L2 = ζa(−s)− 2ζR(−s) (s ∈ C). (2.10)
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Proof. For Re s < −1, equality (2.9) follows from (1.7) and (2.7):

Tr[R(s)] = Tr[Λs
a]−Tr[|Da|s] =

∞
∑

n=1

(

λn(a)
)s−2

∞
∑

n=1

ns = ζa(−s)−2ζR(−s) (Re s < −1).

(2.11)
Let us recall some general facts. Let A be an elliptic first order pseudodifferential

operator on a manifold M . Moreover, assume A to be self-adjoint and positive with
respect to the L2-product defined with the help of a smooth volume form on M . The
positiveness means (Au, u)L2 ≥ δ‖u‖2L2 for every u ∈ C∞

0 (M) with some δ > 0 independent
of u. Then the power As is a well defined pseudodifferential operator for every s ∈ C. Let
Ks(x, y) (x, y ∈ M) be the Schwartz kernel of As. By statement (iii) of [11, Theorem 4],
Ks(x, x) is a meromorphic function of the argument s ∈ C whose poles and residues are
uniquely determined by the full symbols of A.

Returning to our case, the operators Λa + P0 and |Da|+ P0 have the same full symbol.
Therefore the Schwartz kernel Ks(θ, θ) of R(s) = (Λa + P0)

s − (|Da| + P0)
s is an entire

function and Tr[R(s)] =
∫

S
Ks(θ, θ) dθ is also an entire function. Together with (2.11),

this proves the first statement of the lemma. The second statement is just the standard
property of compact finite trace self-adjoint operators on a Hilbert space [13, Chapter
3]. �

Lemma 2.3. Let a function ϕ ∈ C∞(S) satisfy ‖ϕ‖L2 = 1. Then, for every s ≥ 1,

(Λs
aϕ, ϕ)L2 ≥ (Λaϕ, ϕ)

s
L2. (2.12)

Proof. There exists an orthonormal basis {ψn}∞n=0 in L
2(S) consisting of eigenfunctions of

Λa, i.e., Λaψn = λn(a)ψn. Expand the function ϕ in the basis

ϕ =

∞
∑

n=0

αnψn,

∞
∑

n=0

|αn|2 = 1.

Then

(Λaϕ, ϕ)L2 =

∞
∑

n=0

|αn|2λn(a).

Since x 7→ xs is the convex function on [0,∞) for s ≥ 1, by the Young inequality,

(Λaϕ, ϕ)
s
L2 ≤

∞
∑

n=0

|αn|2
(

λn(a)
)s

= (Λs
aϕ, ϕ)L2. (2.13)

�

Proof of Theorem 1.3. By Lemmas 2.2 and 2.1,

ζa(−s)− 2ζR(−s) = Tr[Rs] =

∞
∑

n=−∞

(

(Λs
aϕn, ϕn)L2 − (|Da|sϕn, ϕn)L2

)

.

Each term of the latter series is non-negative. Indeed, by Lemma 2.3, (2.5), and (2.8), for
s ≥ 1,

(Λs
aϕn, ϕn)L2−(|Da|sϕn, ϕn)L2 ≥ (Λaϕn, ϕn)

s
L2−(|Da|sϕn, ϕn)L2 ≥ |n|s−|n|s = 0. (2.14)

This proves (1.8). �
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In the rest of the section, we study the question: When can we get the strong inequality
in (1.8)? To this end we recall the following definition from [8, 9].

Two functions a, b ∈ C∞(S) are said to be conformally equivalent if there exists a
conformal or anticonformal transformation Ψ of the disc D such that

b = a ◦ ψ
∣

∣

∣

∣

dψ

dθ

∣

∣

∣

∣

−1

, where ψ = Ψ|S.

(Ψ is anticonformal if Ψ̄ is conformal.)
If two positive functions a, b ∈ C∞(S) are conformally equivalent, then Sp(a) = Sp(b)

and ζa ≡ ζb. In particular, if 0 < a ∈ C∞(S) is conformally equivalent to 1 (the function
identically equal to 1), then ζa ≡ 2ζR.

Lemma 2.4. Let a positive function a ∈ C∞(S) be normalized by condition (2.2). For
the function ϕ1 defined by (2.3), the equality

(Λaϕ1, ϕ1)L2 = 1 (2.15)

holds if and only if a is conformally equivalent to 1.

Proof. We prove the “if” statement. Let Ψ be a conformal or anticonformal transformation
of the disk D and let a real function b(θ) be such that

Ψ(eiθ) = eib(θ). (2.16)

Assume a to be conformally equivalent to 1 via Ψ, i.e.,

a(θ) =
∣

∣

∣

db(θ)

dθ

∣

∣

∣

−1

. (2.17)

The derivative db/dθ is positive in the case of a conformal Ψ and db/dθ is negative in the
case of an anticonformal Ψ.

In the case of a conformal Ψ, the function Ψ(eiθ) is the restriction to S of the holomor-
phic on D function Ψ(z). Therefore

ΛΨ(eiθ) = DΨ(eiθ) = a−1(θ)Ψ(eiθ). (2.18)

From definition (2.3), we derive with the help of (2.16)–(2.17)

a1/2ϕ1(θ) =
eiθ0√
2π

Ψ(eiθ)

with some θ0 ∈ R. This gives together with (2.18)

(Λaϕ1, ϕ1)L2 =
(

Λ(a1/2ϕ1), a
1/2ϕ1

)

L2
=

1

2π

(

ΛΨ(eiθ),Ψ(eiθ)
)

L2

=
1

2π

(

a−1(θ)Ψ(eiθ),Ψ(eiθ)
)

L2
=

1

2π

2π
∫

0

a−1(θ) dθ = 1.

We proceed similarly in the case of an anticonformal Ψ.
We now prove the “only if” statement. Assume (2.15) to be valid. Set

b(θ) =

∫ θ

0

a−1(s) ds and ψ = eib =
√
2π a1/2ϕ1. (2.19)

Observe that ψ : S → S is an orientation preserving diffeomorphism. Since

(Λψ, ψ)L2 = 2π(a1/2Λa1/2ϕ1, ϕ1)L2 = 2π(Λaϕ1, ϕ1)L2 = 2π
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and

(Dψ, ψ)L2 = 2π(a1/2Da1/2ϕ1, ϕ1)L2 = 2π(Daϕ1, ϕ1)L2 = 2π,

we have
(Λψ, ψ)L2 = (Dψ, ψ)L2. (2.20)

Both sides of (2.20) are expressed in terms of Fourier coefficients ψ̂k of the function ψ as
follows:

(Λψ, ψ)L2 =
∞
∑

k=−∞

|k| |ψ̂k|2, (Dψ, ψ)L2 =
∞
∑

k=−∞

k |ψ̂k|2.

Equality (2.20) holds only when ψ̂k = 0 for all k < 0.
We define the holomorphic function on D by

Ψ(z) =
∞
∑

k=0

ψ̂k z
k.

The map Ψ|S = ψ : S → S is an orientation preserving diffeomorphism. By the argument
principle, Ψ is a conformal transformation of the disk D. Our definitions of b and Ψ
imply the validity of equalities (2.16)–(2.17) that mean the conformal equivalence of the
functions a and 1. �

Lemma 2.5. For a positive function a ∈ C∞(S) satisfying (2.2) and for functions ϕn

defined by (2.3), the following three statements are equivalent:
(i) (Λaϕ1, ϕ1)L2 = 1;
(ii) (Λaϕn, ϕn)L2 = n and (Λaϕn+1, ϕn+1)L2 = n+ 1 for some 2 ≤ n ∈ N;
(iii) (Λaϕn, ϕn)L2 = |n| for every n ∈ Z.

Proof. The fact that (i) implies (iii) follows from Lemma 2.4. Obviously (iii) implies (ii).
It remains to prove that (ii) implies (i).

Define the diffeomorphism ψ : S → S by (2.19). Assuming statement (ii) to be valid
and repeating our arguments from the proof of Lemma 2.4, we see that, for some 2 ≤
n ∈ N, the maps ψn and ψn+1 extend to some holomorphic maps Ψ(n) : D → D and
Ψ(n+1) : D → D respectively.

Then Ψ = Ψ(n+1)/Ψ(n) is a meromorphic function with the boundary trace Ψ|S = ψ. Let
us demonstrate that actually Ψ is a holomorphic function. Indeed, Ψn is a meromorphic
function with the boundary trace Ψn|S = ψn = Ψ(n)|S. Therefore the difference Ψn −Ψ(n)

is a meromorphic function with the zero boundary trace. The difference has finitely many
poles that belong to the interior of the disk D. Therefore there exists a polynomial P (z)
not identically equal to zero such that the product P (Ψn−Ψ(n)) is a holomorphic function
on the disc. Since the product has the zero boundary trace, it must be identically equal
to zero, i.e., Ψn = Ψ(n). Thus, Ψn is a holomorphic function and Ψ is also a holomorphic
function with the boundary trace Ψ|S = ψ. Again, by the argument principle, Ψ is a
conformal transformation of the disc and we finish the proof as in the proof of Lemma
2.4. �

Proof of Theorem 1.4. Let a ∈ C∞(S) be a positive function satisfying (2.2). Let 1 ≤ t ≤
s. On using the convexity of the function x 7→ xs/t on [0,∞), we obtain similarly to (2.12)

(Λt
aϕn, ϕn)

s/t

L2 ≤ (Λs
aϕn, ϕn)L2

for every n ∈ Z. On the other hand, (2.8) and (2.14) with t in place of s imply

(Λt
aϕn, ϕn)

s/t
L2 = (Λt

aϕn, ϕn)
s/t−1
L2 (Λt

aϕn, ϕn)L2 ≥ |n|s−t(Λt
aϕn, ϕn)L2 .
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From two last inequalities

(Λs
aϕn, ϕn)L2 ≥ |n|s−t(Λt

aϕn, ϕn)L2 (1 ≤ t ≤ s, n ∈ N). (2.21)

We recall that (2.5) and (2.12) already give

(Λt
aϕn, ϕn)L2 ≥ |n|t (t ≥ 1, n ∈ N). (2.22)

On using (2.21)–(2.22) and the equality Λaϕ0 = 0, we derive for 1 ≤ t ≤ s

ζa(−s)− 2ζR(−s) =
∞
∑

n=−∞

(

(Λs
aϕn, ϕn)L2 − |n|s

)

≥
∞
∑

n=−∞

|n|s−t
(

(Λt
aϕn, ϕn)L2 − |n|t

)

≥
∞
∑

n=−∞

(

(Λt
aϕn, ϕn)L2 − |n|t

)

= ζa(−t)− 2ζR(−t).

(2.23)
Remark. Actually our arguments give the stronger version of (2.23)

ζa(−s)− 2ζR(−s) ≥ Tr
[

|Da|s−t(Λt
a − |Da|t)

]

≥ ζa(−t)− 2ζR(−t) (1 ≤ t ≤ s).

If a is conformally equivalent to 1, then ζa ≡ 2ζR.
Now, assume a is not conformally equivalent to 1. By Lemma 2.5, for every N > 0, there

exists 2 ≤ n0 ∈ N such that n0 ≥ N and (Λaϕn0
, ϕn0

)L2 > n0. Then (Λt
aϕn0

, ϕn0
)L2 > |n0|t

for every t ≥ 1 as follows from (2.21). All terms of the first sum in (2.23) are non-negative
and at least one term is positive.

Moreover, we can prove the positiveness of the derivative. To simplify our formulas, let
us introduce the notation ψ(t) = ζa(−t) − 2ζR(−t) and set s = t +∆t with ∆t > 0. We
rewrite (2.23) in more detail as follows:

ψ(t +∆t) ≥ n∆t
0

(

(Λt
aϕn0

, ϕn0
)L2 − nt

0

)

+
∑

n 6=n0

|n|∆t
(

(Λt
aϕn, ϕn)L2 − |n|t

)

≥ n∆t
0

(

(Λt
aϕn0

, ϕn0
)L2 − nt

0

)

+
∑

n 6=n0

(

(Λt
aϕn, ϕn)L2 − |n|t

)

= (n∆t
0 − 1)

(

(Λt
aϕn0

, ϕn0
)L2 − nt

0

)

+

∞
∑

n=−∞

(

(Λt
aϕn, ϕn)L2 − |n|t

)

= (n∆t
0 − 1)

(

(Λt
aϕn0

, ϕn0
)L2 − nt

0

)

+ ψ(t).

The result can be written as

ψ(t+∆t)− ψ(t) ≥ Ct(n
∆t
0 − 1)

with

Ct = (Λt
aϕn0

, ϕn0
)L2 − nt

0. (2.24)

This implies
dψ(t)

dt
≥ Ct lnn0 > 0. (2.25)

The coefficient Ct in (2.25) grows exponentially with t. Indeed, on using (2.5) and
(2.12), we obtain from (2.24) for t ≥ 1

Ct = (Λt
aϕn0

, ϕn0
)L2 − nt

0 ≥ (Λaϕn0
, ϕn0

)tL2 − nt
0 = (Λaϕn0

, ϕn0
)t−1
L2 (Λaϕn0

, ϕn0
)L2 − nt

0

≥ nt−1
0 (Λaϕn0

, ϕn0
)L2 − nt

0 = nt−1
0

(

(Λaϕn0
, ϕn0

)L2 − n0

)

,
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i.e.,

Ct ≥ nt−1
0

(

(Λaϕn0
, ϕn0

)L2 − n0

)

= (lnn0)
−1Ceαt, (2.26)

where α = lnn0 > 0 and C = n−1
0 (lnn0)

(

(Λaϕn0
, ϕn0

)L2 − n0

)

> 0. From (2.25) and

(2.26),
dψ(t)

dt
≥ Ceαt for t ≥ 0.

This proves (1.9) since n0 can be chosen such that α = lnn0 ≥ α0 for every α0 > 0.
Estimate (1.10) is obtained from (1.9) by integration with the inequality ψ(1) ≥ 0 taken
into account. �

3. some open questions

Besides statements of Theorems 1.3 and 1.4, some other properties of the function ζa(s)
can be studied. In particular, the behavior of the function on the interval s ∈ (−1, 0) is
of a great interest. Observe that ζa(0) = 2ζR(0) = −1 by Lemma 2.2. The best way to
discover interesting properties of the zeta functions is just to give a look at graphs of ζa(s)
for several examples of the function a. Unfortunately, besides the trivial case of a ≡ 1,
no example is known with an explicit expression for ζa(s). Nevertheless, as mentioned in
[5, Section 3.2], there exists an algorithm for computing Steklov eigenvalues of a planar
domain. We hope the algorithm will allow us to compute the zeta function with a good
precision. This work is not started yet.

The values
Zk(a) = ζa(−2k) (k = 1, 2, . . . )

are of a specific interest. These values are called zeta-invariants of the function a. Let us
recall that ζR(−2k) = 0 (k = 1, 2, . . . ). Therefore Theorem 1.3 implies the inequality

Zk(a) ≥ 0 (k = 1, 2, . . . ) (3.1)

for a positive function a ∈ C∞(S) (condition (2.2) is not assumed now).
Zeta-invariants can be explicitly expressed through Fourier coefficients of the function

a. Given a ∈ C∞(S), we denote its Fourier coefficients by ân, i.e.,

a(θ) =

∞
∑

n=−∞

ân e
inθ.

Then
Zk(a) =

∑

j1+···+j2k=0

Nj1...j2k âj1âj2 . . . âj2k , (3.2)

where, for j1 + · · ·+ j2k = 0,

Nj1...j2k =

∞
∑

n=−∞

[

|n(n+ j1)(n + j1 + j2) . . . (n+ j1 + · · ·+ j2k−1)|

− n(n + j1)(n+ j1 + j2) . . . (n + j1 + · · ·+ j2k−1)
]

.

(3.3)

There is only a finite number of nonzero summands on the right-hand side of (3.3) since
the expression

f(n) = n(n+ j1)(n+ j1 + j2) . . . (n+ j1 + · · ·+ j2k−1)

is a polynomial of degree 2k in n which takes positive values for sufficiently large |n|. Series
(3.2) converges absolutely since Fourier coefficients ân decay rapidly while coefficients
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Nj1...j2k are of a polynomial growth in |j| = |j1| + · · · + |j2k|. In particular, for a real
function a ∈ C∞(S),

Z1(a) =
2

3

∞
∑

n=2

(n3 − n) |ân|2. (3.4)

This formula belongs to Edward [1]. He also proved (3.2) in the case of k = 2 (without
using the notation Z2(a)) [2]. In the general case, zeta-invariants were introduced in [9,
Section 2].

We emphasize that formulas (3.2)–(3.3) make sense for an arbitrary (complex-valued)
function a ∈ C∞(S). These formulas can be taken as the definition of zeta-invariants for
an arbitrary a ∈ C∞(S) although the zeta function ζa is not defined in the general case.
Moreover, one can easily see that zeta invariants are real for a real function a.

Conjecture 3.1. Inequalities (3.1) hold for every real function a ∈ C∞(S).

The conjecture is true in the case of k = 1 by Edward’s formula (3.4). For k ≥ 2,
the conjecture remains open although it is confirmed by a lot of numerical experiments.
Unlike the problem of computing Steklov eigenvalues, formulas (3.2)–(3.3) are very easy
for computerization.

Conjecture 3.1 can be strengthened by some estimate from below. For example, as
follows from (3.4),

Z1(a) ≥ c1

∞
∑

n=2

n3|ân|2 (3.5)

for every real a ∈ C∞(S) with some universal constant c1 > 0. Observe that the Fourier
coefficients â0 and â1 do not participate on the right-hand side of the estimate. This
relates to the conformal invariance of zeta-invariants [9, Section 4]. In particular, Zk(a) =
0 (k = 1, 2, . . . ) for all functions belonging to the three-dimensional space

{a ∈ C∞(S) | a(θ) = â0 + â1e
iθ + â−1e

−iθ}.
The natural generalization of (3.5) looks as follows:

Zk(a) ≥ ck

∞
∑

n=2

n2k+1|ân|2k (k = 1, 2, . . . ) (3.6)

for every real a ∈ C∞(S) with some constant ck > 0 depending only on k. This estimate
is conjectured in [9, Problem 6.1], it is not proved yet. In our opinion, the best possible
version of such estimates should look as follows:

Zk(a) ≥ ck

∞
∑

n=2

n2k+1|b̂n|2, where b = ak. (3.7)

In [2], Edward proved the pre-compactness of a Steklov isospectral family of planar
domains in the Hs-topology for s < 5/2. The proof is based on the usage of first two
zeta-invariants Z1(a), Z2(a), and of ζa(−1), ζa(−3). The same approach would work for
proving the corresponding compactness theorem in the C∞-topology if estimate (3.7) was
proven. But estimate (3.6) is not sufficient for such a proof.
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