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Abstract

The problem of exact observability is analyzed for a wide class of neutral type sys-

tems by an infinite dimensional approach. The duality with the exact controllabil-

ity problem is the main tool. It is based on an explicit expression of a neutral type

system which corresponding to the abstract adjoint system. A nontrivial relation is

obtained between the initial neutral system and the system obtained via the adjoint

abstract state operator. The characterization of the duality between controllability

and observability is deduced, and then observability conditions are obtained.
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1. Introduction

Approximate and spectral controllability and the corresponding dual notions of

observability for delay systems of neutral type were widely investigated at the end

of the last century (see books by [1] and [2] and references therein). The duality be-

tween these notions for systems of neutral type is not so trivial. The main reason

is that the dual or adjoint system is not obtained directly by simple transposition.

It is necessary to consider the duality using some hereditary product proposed first

for retarded systems and later for neutral type systems (see [3, 4, 5] and [2] for ex-

ample). In this context, the important technique of the so called structural operator

was used. It enables some explicit formulations for duality between approximate

controllability, spectral controllability and the same notions for observability and

the characterizations of that concepts. We shall consider some of them in the con-

text of our framework.
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The infinite dimensional setting has been developed essentially for exact con-

trollability and often for neutral type systems without distributed delays. The ex-

act observability problem has been less studied. In [6, 7] and [8] an approach is

described based on the reconstruction of a part of the state for the case of a neu-

tral type system with discrete delays. A duality condition with null controllability

is given. The time of controllability (and of possible reconstruction of a part of the

observed state) is estimated sufficiently large, without more precision.

The present paper is concerned with exact observability which is related to the

notion of exact controllability developed in the paper of the authors [9] as an ex-

tension of other results obtained essentially for neutral type systems with discrete

delay [10, 11]. The semigroup approach used by the authors in [9] is based on the

model introduced in [12] in the product space M2 (see the definition below, in this

section). In the infinite dimensional setting described in [9], exact controllability

means reachability of the operator domain because reachability of all the state space

is not possible by finite dimensional control. Hence, as it may be expected, the dual

notion of observability is also adapted. Here, the approach using the structural op-

erator is not used. Considering the adjoint system in the operator form, that is in an

infinite dimensional framework, we construct a transposed neutral type system cor-

responding to the adjoint system in Hilbert space. This relation between the adjoint

semigroup and the obtained neutral type system is different from that of the model

given in [12].

The notions of exact controllability and observability are important because they

imply exponential stabilizability or exponential convergences for possible estima-

tors.

The results obtained in [9] use the approach of moment problems and allows the

minimal time of exact controllability to be determinated. The main contribution of

our study is to specify how duality may be used in a nontrivial context and to deduce

the characterization of exact observability and also the minimal time of observation.

We consider the neutral type system given by the equation

ż(t)= A−1 ż(t −1)+

∫0

−1
[A2(θ)ż(t +θ)+ A3(θ)z(t +θ)] dθ (1)

where A−1 is a constant n×n-matrix, and A2, A3 are n×n-matrices whose elements

belong to L2(−1,0).

If we introduce the linear operator L : H 1([−1,0];Rn ) −→R
n , defined by

L f =

∫0

−1
A2(θ) f ′(θ)+ A3(θ) f (θ)dθ (2)

then the system may be written concisely as

ż(t) = A−1 ż(t −1)+Lzt , zt (θ) = z(t +θ).

This system may be represented, following the approach developed in [12], by an

operator model in Hilbert space given by the equation

ẋ =A x, x(t) =

(
v(t)

zt (·)

)

, (3)
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where A is the infinitesimal generator of a C0-semigroup S(t) = eA t given in the

product space

M2 = M2(−1,0;Rn )
def
= R

n ×L2(−1,0;Rn )

and defined by

A x(t)=A

(
v(t)

zt (·)

)

=

(
Lzt (·)

dzt (θ)/dθ

)

, (4)

with the domain D(A ) ⊂ M2 given by

{(
v

ϕ(·)

)

: ϕ(·)∈ H 1, v =ϕ(0)− A−1ϕ(−1)

}

, (5)

where H 1 = H 1([−1,0];Rn ).

We consider the finite dimensional observation

y(t)=C x(t) (6)

where C is a linear operator and y(t) ∈ R
p is a finite dimensional output. There are

several ways to design the output operator C [13, 2, 6]. One of our goals in this paper

is to investigate how to design a minimal output operator like

C x(t)=C z(t) or C x(t)=C z(t −1), (7)

where C is a p ×n matrix. More general outputs, for example with several and/or

distributed delays are not considered in this paper. We want to use some results on

exact controllability in order to analyze, by duality, the exact observability property

in the infinite dimensional setting like, for example, in [14].

The operator C defined in (7) is linear but not bounded in M2. However, in both

cases it is admissible in the following sense:

∫T

0
‖C S(t)x0‖

2
Rn dt ≤κ2

‖x0‖
2
M2

, ∀x0 ∈D(A ),

because it is bounded on D(A ). We recall that if x0 ∈D(A ) then S(t)x0 ∈ D(A ), t ≥ 0

(see for example [15]). In fact, C is admissible in the resolvent norm:

‖x0‖−1 = ‖R(λ,A )x0‖=
∥
∥(λI −A )−1x0

∥
∥

M2
, λ ∈ ρ(A ).

This is a consequence of the fact that C is a closed operator and takes value in a

finite dimensional space (see [14, Def. 4.3.1] and comments on this Definition).

Definition 1.1. Let K be the output operator

K : M2 −→ L2(0,T ;Rp ), x0 7−→K x0 =C S(t)x0.

The system (1) is said to be approximately observable (or observable) if kerK = {0}

and exactly observable (or continuously observable [2]) if

‖K x0‖
2
L2

=

∫T

0
‖C S(t)x0‖

2
Rp dt ≥ δ2 ‖x0‖

2
M2

, (8)

for some constant δ.
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This is the classic definition. In the case of a neutral type system with a finite

dimensional output (7) the exact observability in this sense is not possible. It may

be possible if we consider another topology for the initial states x0.

Unlike approximate observability, which does not depend on the topology, exact ob-

servability depends essentially on the topology in the space. We can expect that, the

given neutral type system is not exactly observable if we consider x0 ∈ D(A ), with

the norm of the graph and no longer in the topology of M2. Taking in account the

result on exact controllability, it seems that (8) must be changed by taking a weaker

norm for x0, namely the resolvent norm
∥
∥(λI −A )−1x0

∥
∥ and considering the exten-

sion of the operator K to the completion of the space with this norm. In fact, we

obtain the observability in the initial norm but we need some delay in the observa-

tion in the general case.

Exact observability can be investigated directly, but another way is to use the

duality between exact observability and exact controllability. In [9] the conditions of

exact controllability were given for the controlled system

ż(t) = A−1ż(t −1)+Lzt +Bu(t).

In order to use the duality between observability and controllability, we need to

compute the adjoint operator K
∗ in the duality with respect to the pivot space M2

in the embedding

X1 ⊂ X = M2 ⊂ X−1, (9)

where X1 = D(A ) with the graph norm noted ‖x‖1 and X−1 is the completion of the

space M2 with respect to the resolvent norm ‖x‖−1 =
∥
∥(λI −A )−1x

∥
∥

M2
. The duality

relation is

〈K x0,u(·)〉L2(0,T ;Rp ) =
〈

x0,K ∗u(·)
〉

X1,X d
−1

, (10)

where X d
−1 is constructed as X−1 with A

∗ instead of A (see [14] for example). Our

purpose is to compute the adjoint operator

K
∗ : L2(0,T ;Rp ) → X d

−1.

The abstract formulation is well known. Exact controllability is dual with exact ob-

servability in the corresponding spaces with the corresponding topologies. It is ex-

pected that the operator K
∗ corresponds to a control operator for some adjoint

system.

We then need the expression of the adjoint state operator A
∗ and the corre-

sponding adjoint system in the same class: the class of neutral type systems. As it

will be shown, the situation is not so simple. This is the object of Section 2. In Sec-

tion 3 we return to the duality relation with the explicit expression of the adjoint

system after formulations of exact controllability results. As the adjoint neutral type

system has a slightly different structure, we give an explicit relation between the new

neutral type system and the original one. After that we can give the expression of du-

ality between exact controllability and exact observability. This enables to formulate

the characterization of exact observability and to give the minimal time of observ-

ability. Some illustrative examples are given.
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For the sake of completeness, we recall some results on approximate controlla-

bility (from [2] and [11]) and formulate the duality with the corresponding notion of

observability in our framework.

2. The adjoint system

In this section we give the expression of the adjoint system corresponding to the

adjoint operator A
∗ as the operator A corresponds to the system (1). Let us recall

first the expression of the adjoint operator A
∗ and its spectrum σ(A ∗).

Proposition 2.1. ([16]) The adjoint operator A
∗ is given by

A
∗

(
w
ψ(·)

)

=

(

(A∗
2 (0)w +ψ(0)

−
d[ψ(θ)+A∗

2 (θ)w ]

dθ
+ A∗

3 (θ)w

)

, (11)

with the domain D(A ∗):

{(

w,ψ(·)
)

: ψ(θ)+ A∗
2 (θ)w ∈ H 1, A∗

−1

(

A∗
2 (0)w +ψ(0)

)

=ψ(−1)+ A∗
2 (−1)w

}

. (12)

σ(A ∗) consists of eigenvalues, roots of the equation det∆∗(λ) = 0, where

∆
∗(λ) =λI −λe−λA∗

−1 −

∫0

−1
eλs [

A∗
3 (s)+λA∗

2 (s)
]

ds. (13)

The adjoint operator A
∗ in (11) seems to be different from a state operator gener-

ated by a neutral type system. However, we can construct a system of neutral type

corresponding, in some sense, to the given adjoint operator.

Theorem 2.2. Let x be a solution of the abstract equation

ẋ =A
∗x, x(t) =

(
w(t)

ψt (θ)

)

. (14)

Then the function w(t) is the solution of the neutral type equation

ẇ (t +1) = A∗
−1ẇ(t)+

∫0

−1

[

A∗
2 (τ)ẇ(t +1+τ)+ A∗

3 (τ)w(t +1+τ)
]

dτ. (15)

Proof. Our purpose is to find the corresponding neutral type equation in R
n . Equa-

tion (14) may be written as

∂

∂t

(
w(t)

ψt (θ)

)

=

(

A∗
2 (0)w(t)+ψt (0)

−
∂[ψt (θ)+A∗

2 (θ)w (t )]

∂θ + A∗
3 (θ)w(t)

)

Let us put r (θ) = A∗
2 (θ)w +ψ(θ) and

r (t ,θ) = A∗
2 (θ)w(t)+ψt (θ) = A∗

2 (θ)w(t)+ψt (θ). (16)
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Then the operator A
∗ may be rewritten as

A
∗

(
w

r (θ)− A∗
2 (θ)w

)

=

(
r (0)

−
dr (θ)

dθ
+ A∗

3 (θ)w

)

, (17)

and the differential equation ẋ =A
∗x as a system of two equations:

∂

∂t

(
w(t)

r (t ,θ)− A∗
2 (θ)w(t)

)

=

(
r (t ,0)

−
∂r (t ,θ)
∂θ

+ A∗
3 (θ)w(t)

)

. (18)

The second equation of this system may be written as a partial differential equation:

∂

∂t
r (t ,θ)+

∂

∂θ
r (t ,θ) = A∗

2 (θ)ẇ (t)+ A∗
3 (θ)w(t). (19)

The general solution of this equation is

r (t ,θ) = f (t −θ)+

∫θ

0

[

A∗
2 (τ)ẇ(t −θ+τ)+ A∗

3 (τ)w(t −θ+τ)
]

dτ, (20)

where f (t −θ) is the solution of the homogeneous equation obtained from (19):

∂

∂t
r (t ,θ)+

∂

∂θ
r (t ,θ) = 0.

and the second term is a particular solution of (19).

The first equation of the system (18) gives

ẇ(t) = r (t ,0). (21)

From (20) (obtained from the second equation), putting θ = 0, we get with (21)

ẇ(t) = r (t ,0) = f (t). (22)

Then (20) and (22) allow r (t ,θ) to be written as follows:

r (t ,θ) = ẇ(t −θ)+

∫θ

0

[

A∗
2 (τ)ẇ(t −θ+τ)+ A∗

3 (τ)w(t −θ+τ)
]

dτ. (23)

From the definition of the domain D(A ∗) we obtain A∗
−1r (0) = r (−1). For the func-

tion r (t ,θ), this condition reads

r (t ,−1) = A∗
−1r (t ,0) = A∗

−1ẇ(t) (24)

and by (23) we have

r (t ,−1) = ẇ(t +1)−

∫0

−1

[

A∗
2 (τ)ẇ(t +1+τ)+ A∗

3 (τ)w(t +1+τ)
]

dτ. (25)

Finally, from (24) and (25), we obtain the dual equation

ẇ (t +1) = A∗
−1ẇ(t)+

∫0

−1

[

A∗
2 (τ)ẇ(t +1+τ)+ A∗

3 (τ)w(t +1+τ)
]

dτ. (26)
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On the other hand the solution of equation (18) is

eA
∗t x0 =

(
w(t)

ψt (θ)

)

=

(
w(t)

r (t ,θ)− A∗
2 (θ)w(t)

)

, (27)

where w(t) is the solution of equation (26). If x0 ∈ X then it is a mild solution.

This result may also be formulated, by simple duality (transposition), in the follow-

ing way.

Theorem 2.3. Let x be a solution of the abstract equation

ẋ = Ã x, x(t)=

(
w(t)

ψt (θ)

)

,

where the operator Ã is defined by

Ã

(
w
ψ(·)

)

=

(
A2(0)w +ψ(0)

−
d[ψ(θ)+A2(θ)w ]

dθ
+ A3(θ)w

)

,

with the domain

D(Ã ) =
{(

w,ψ(·)
)

:ψ(θ)+ A2(θ)w ∈ H 1, (A−1 A2(0)− A2(−1)) w =ψ(−1)− A−1ψ(0)
}

.

Then the function w(t) is the solution of the neutral type equation

ẇ(t +1) = A−1ẇ(t)+

∫0

−1
[A2(τ)ẇ(t +1+τ)+ A3(τ)w(t +1+τ)] dτ. (28)

Let us now specify the relation between the solutions of neutral type equations (28)

and (1). Let us put
(

w(t)

ψt (θ)

)

= eÃ t x̃0 = eÃ t
(

w(0)

ψ0(θ)

)

,

and (
v(t)

zt (θ)

)

=

(
w(t +1)− A−1w(t)

w(t +1+θ)

)

= eÃ t
(

v(0)

z0(θ)

)

= eÃ tξ0,

where z0(θ) = w(t +1) and v(0) = z0(0)− A−1z0(−1). Our purpose is to give the ex-

plicit relation between the initial conditions x̃0 and ξ0:

x̃0 =

(
w(0)

ψ0(θ)

)

, ξ0 =

(
v(0)

z0(θ)

)

.

The formal relation between these vectors is

x̃0 =

(
w(0)

ψ0(θ)

)

= Fξ0 = F

(
w(1)− A−1w(0)

w(θ+1)

)

.

Theorem 2.4. The operator F representing the relation between initial conditions x̃0

and ξ0 corresponding to the neutral type systems (1) and (28) is linear bounded and
bounded invertible from X1 to M2.
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Proof. Let us calculate the explicit expression for the linear operator F . From (23)

and (16), taking in account that we consider here the operator Ã instead of A
∗, we

obtain
r (0,θ) = ψ0(θ)+ A2(θ)w(0)

= ẇ(−θ)+
∫θ

0 [A2(τ)ẇ(τ−θ)+ A3(τ)w(τ−θ)] dτ,
(29)

which can be written as

r (0,θ) = ẇ(−θ)+

∫θ

0
[A2(θ− s)ẇ(−s)+ A3(θ− s)w(−s)]ds.

Putting w(−s) =
∫s

0 ẇ (−σ)dσ+w(0), we get

r (0,θ)−

∫θ

0
A3(θ− s)ds ·w(0)

= ẇ(−θ)+

∫θ

0

[

A2(θ− s)ẇ(−s)+ A3(θ− s)

∫s

0
ẇ(−σ)dσ

]

ds. (30)

This may be represented by the expression

r (0,θ)−

∫θ

0
A3(θ− s)ds ·w(0) = (I +V )ẇ(−s), (31)

where V is the Volterra operator defined by

V µ(·) =

∫θ

0

[

A2(θ− s)µ(s)+ A3(θ− s)

∫s

0
µ(σ)dσ

]

ds.

The operator V is a compact linear operator from L2(−1,0;Rn ) to L2(−1,0;Rn ) with

a spectrum σ(V ) = {0}. This implies that the operator I +V is bounded invertible on

L2(−1,0;Rn ).

Let us now represent the operator F as a composition of operators according to

the following commutative diagram

(
v(0)

z0(θ)

)

F
��

P //

(
w(0)

ẇ(−θ)

)

Q

��
(

w(0)

ψ0(θ)

)

R
oo

(
w(0)

(I +V )ẇ(−s)

)

where, as explained above,

(
v(0)

z0(θ)

)

=

(
w(1)− A−1w(0)

w(θ+1)

)

and

(I +V )ẇ(−s) = r (0,θ)+

∫−θ

0
A3(θ+ s)ds ·w(0),

where r (0,θ) is given as in (29). The operators P : X1 −→ M2 and R : M2 −→ M2 are

bounded invertible. Moreover, as I + V : L2(−1,0;Rn ) −→ L2(−1,0;Rn ) is bounded

invertible, then Q : M2 −→ M2 is also bounded invertible.

We also need the following property of the bounded operator F−1.
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Proposition 2.5. For λ 6=σ(Ã ), the operator

F−a = F−1(λI − Ã )

can be extended to a bounded (and bounded invertible) operator from M2 to M2.

Proof. We need to prove that

‖F−1(λI − Ã )x̃0‖≤C‖x̃0‖, x̃0 ∈D(Ã ),C > 0, (32)

where ‖ ·‖ is the initial norm in M2. Let L0 and D0 be the subspaces

L0 = {(0,ψ(·)) : ψ(·) ∈ L2(−1,0;Rn )}, D0 = L0 ∩D(Ã ).

It is clear that D0 is of finite co-dimension n, and this implies that it is enough to

prove the relation (32) for x̃0 ∈D0. Let x̃0 = (0,ψ0(·)) ∈D0. The action of the operator

F−a = F−1(λI − Ã ) may be decomposed according to the following diagram

(
0

ψ0(·)

)
(λI−Ã )
−→

(
−ψ0(0)

λψ0(·)+ ψ̇0(·)

)
R−1

−→

(
−ψ0(0)

Ψ0(·)

)

↓F−a
↓Q−1

(
w(1)− A−1w(0)

w(θ+1)

)

P−1
oo

(
ψ0(0)

ẇ(−θ)

)

where

Ψ0(θ) =λψ0(·)+ ψ̇0(·)+

−θ∫

0

A3(θ+ s)ds ·ψ0(0),

and the function w(·) is determinated from the equation (obtained from (29)):

λψ0(θ)+ ψ̇0(θ)− A2(θ)ψ0(0) =ẇ(−θ)+

∫θ

0
[A2(τ)ẇ(τ−θ)+ A3(τ)w(τ−θ)] dτ,

with the initial condition w(0) = −ψ0(0). Integrating the last equation from 0 to

−1−θ and taking in account the initial condition, we obtain

ψ0(−1−θ)+λ

∫−1−θ

0
ψ0(τ)dτ−

∫−1−θ

0
A2(τ)dτ ·ψ0(0) =

−w(1+θ)+

∫−1−θ

0

(∫τ

0
A2(s)ẇ(s −τ)+ A3(s)w(s −τ)ds

)

dτ.

Using a transformation in the double integration and the initial condition, we get

ψ0(−1−θ)+λ

∫−1−θ

0
ψ0(τ)dτ=

−w(1+θ)+

∫−1−θ

0

(

A2(τ)w(1+θ+τ)+

∫τ

0
A3(s)w(s −τ)ds

)

dτ,
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and this can be written as (I +V1)ψ0(−1−θ) = (−I +V2)w(1+θ), θ ∈ [−1,0], where

V1 and V2 are Volterra operators from L2(−1,0;Rn ) to L2(−1,0;Rn ). Both operators

have spectra concentrated at {0}. Then

w(1+θ) = (−I +V2)−1(I +V1)ψ0(−1−θ) =W ψ0(−1−θ),

where W is a bounded invertible operator on L2(−1,0;Rn ). This enables the final

expression for the operator F−a = F−1(λI − Ã ) on the set D0 to be obtained:

F−a
(

0

ψ0(θ)

)

=

(
W ψ0(−1−θ)

∣
∣
θ=0 − A−1W ψ0(−1−θ)

∣
∣
θ=−1

W ψ0(−1−θ)

)

=

(
w(1)− A−1w(0)

w(1+θ)

)

.

Taking in account A−1w(0) =−A−1ψ0(0) =−ψ0(−1), we can rewrite

W ψ0(−1−θ)
∣
∣
θ=0 − A−1W ψ0(−1−θ)

∣
∣
θ=−1 = W ψ0(−1−θ)

∣
∣
θ=0 +ψ0(−1).

As a Volterra operator is quasinilpotent, we can write: (−I +V2)−1 = −
∑∞

k=0
V

k
2 and

W =−
∑∞

k=0
V

k
2 (I +V1). This gives

W ψ0(−1−θ)|θ=0 +ψ0(−1) = −

(
∞∑

k=1

V
k

2 (I +V1)+V1

)

ψ0(−1−θ)

∣
∣
∣
∣
∣
θ=0

= Gψ0(−1−θ),

and G is a linear operator from a dense set of L2(−1,0;Rn ) to R
n . Since equalities

V1ϕ(−1−θ)
∣
∣
θ=0 =−

0∫

−1

ϕ(τ) dτ,

V2ϕ(−1−θ)
∣
∣
θ=0 =−

0∫

−1

(

A2(τ)ϕ(−1−τ)
τ∫

0

A2(s)ϕ(τ− s) ds

)

dτ

define bounded operators from L2(−1,0;Rn ) to R
n , we conclude that the operator G

can be extended by continuity to a linear bounded operator from L2(−1,0;Rn ) to R
n .

As a consequence, the operator F−a is extended to a bounded (in the norm of M2)

operator, defined on L0 by the formula

F−a
(

0

ψ(θ)

)

=

(
Gψ(−1−θ)

W ψ(−1−θ)

)

. (33)

Let us observe that the subspace L0 as well as its image F−aL0 have codimension n
in the space M2 (a complement subspace for them is R

n × {0} ⊂ M2). Moreover, the

mapping L0
F−a

−→F−aL0 is bijective. On the other hand, the subspace D0 has codi-

mension equals n in D(Ã ), F−a is defined on D(Ã ) by the formula

F−a = F−1(λI − Ã ), (34)

and the mapping D(Ã )
F−a

−→D(Ã ) is also bijective. Besides, D(Ã ) + L0 = D(Ã ) +

F−aL0 = M2. Comparing all these facts, we conclude that the operator F−a , given

by formulas (33), (34), can be extended to a bounded bijective operator on M2.

A direct consequence of this proposition is the following corollary.
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Corollary 2.6. For all x ∈ D(A ), for λ 6=σ(Ã ), we have

c‖x‖ ≤
∥
∥(λI − Ã )−1F x

∥
∥≤C‖x‖,

where ‖ ·‖ is the norm of the space M2.

3. The control system and duality

Consider the controlled neutral type system

ż(t) = A−1ż(t −1)+Lzt +Bu(t), (35)

where u(t) ∈ L2(0,T ;Rm ) is a m-dimensional control vector-function. This system

may be represented by an operator model in Hilbert space given by the equation

ẋ =A x +Bu(t), x(t) =

(
v(t)

zt (·)

)

, (36)

where Bu = (Bu,0) is linear and bounded from R
m to M2. We can note that B is not

bounded from M2 to X1 because Bu = (Bu,0) ∉ D(A ) if Bu 6= 0.

3.1. Exact controllability

Let us denote by RT ⊂ M2 the reachable subspace of the system (36):

RT =

{

RT u(·) =

∫T

0
eA t

Bu(t)dt : u(t) ∈ L2(0,T ;Rm )

}

,

where RT : L2 −→ M2 is a linear bounded operator. As was pointed out in [17] and

[9], RT ⊂ D(A ) for all T > 0. This implies that exact controllability may be defined

as follows.

Definition 3.1. The system (36) is exactly controllable if RT = D(A ).

The abstract condition of exact controllability is (see [18] for example)

∫T

0
‖B∗eA

∗t x‖2
Rm dt ≥ δ2‖x‖2

X d
−1

, ∀x0 ∈ D(A ∗), (37)

which means that the operator RT : L2 −→ X1 is onto. Here the space X d
−1 is the

completion of the space X = M2 with respect to the norm

‖x‖X d
−1

=
∥
∥(λI −A

∗)−1x
∥
∥

M2
, λ∉σ(A ∗).

For the system (35) the condition of exact controllability is given by the following

theorem (see [9]).

Theorem 3.2. The system (35) is exactly controllable at time T if and only if, for all
λ∈C, the following two conditions are verified

i) rank
(

λI −λe−λA−1 −
∫0
−1 eλs [λA2(s)+ A3(s)]ds B

)

= n,

11



ii) rank (λI − A−1 B) = n.

The time of controllability is T > n1(A−1,B).

The integer n1(A−1,B) is the controllability index of the pair (A−1,B) (see [19]). If the

delay is h, then the critical time is n1h.

Let us now consider the dual notion of observability for the adjoint system. The

condition (37) is equivalent to the exact observability of the observed system

{
ẋ = A

∗x,

y = B
∗x

(38)

and the corresponding neutral type system is the system (15). Then the conditions

(i)–(ii) of Theorem 3.2 are necessary and sufficient for the exact controllability of the

adjoint system (38). But what is the corresponding property for the associate neutral

type system (26)? This question will be investigated in the following paragraph.

3.2. Duality

Consider the transposed controlled neutral type system

ż(t) = A∗
−1ż(t −1)+L∗zt +C∗u(t), (39)

where L∗ f =
∫0
−1 A∗

2 (θ) f ′(θ) + A∗
3 (θ) f (θ)dθ. Let A

† be the generator of the semi-

group eA
† t generated by this equation (39). We cannot consider A

∗ for this system

because this operator does not correspond directly to this system as infinitesimal

generator of the semigroup of solutions. The domain D(A †) of the operator A
† is

given by
{(

v
z(·)

)

: z ∈ H 1([−1,0];Cn ), v = z(0)− A∗
−1z(−1)

}

.

The spectrum of A
† is σ(A †) = {λ : ∆∗(λ) = 0} = σ(A ∗). Let X †

1 be D(A †) with the

norm

‖x‖X †
1
=

∥
∥
∥(λI −A

†)x
∥
∥
∥

M2

, λ ∉σ(A †),

which is equivalent to the graph norm. Consider now the reachability operator for

this system

R
†
T u(t) =

∫T

0
eA

†t
(
C∗

0

)

u(t)dt .

From the properties of the operator RT , we can deduce that R
†
T is linear, bounded

from L2(0,T ;R) to X †
1 . The exact controllability for the system (39) can be formulated

as

R†
T = ImR

†
T = X †

1 .

The conditions of exact controllability for this system (39) may be obtained directly

from Theorem 3.2.

12



Let us now consider the corresponding space X †
−1 of linear functionals on X †

1 as

the completion of the space X = M2 with respect to the norm

‖x‖X †
−1

=

∥
∥
∥(λI −A

†)−1x
∥
∥
∥

M2

, λ∉σ(A †).

We then have the embedding

X †
1 ⊂ X = M2 ⊂ X †

−1. (40)

Then, for x ∈ X †
1 and y ∈ X †

−1, the functional acts as

〈

x, y
〉

X †
1 ,X †d

−1
=

〈

(λI −A
†)−1x, (λI −A

†∗)−1y
〉

X
, (41)

where A
†∗ is the adjoint of the operator A

† in M2, and the space X †d
−1 is constructed

as X †d
−1 with A

†∗ instead of A
† (see [14] for example).

Let us note that the operator A
†∗ is in fact the operator Ã defined in Section 2

(see Theorem 2.3 and later). We shall use the properties obtained for this operator.

Let us now consider the adjoint R
†∗
T of R

†
T with respect to the duality induced

by X †
1 and X †d

−1 with the pivot space X = M2. Let x0 ∈ X , then

〈

R
†
T u(·), x0

〉

X1,X d
−1

=

〈

R
†
T u(·), x0

〉

X

=

〈∫T

0
eA

†t
(
C∗

0

)

u(t)dt , x0

〉

X

=

∫T

0

〈(
C∗

0

)

u(t),eA
†∗t x0

〉

X
dt .

Suppose now that x0 =

(
w(0)

ψ0(θ)

)

∈ D(A †∗).

Then, as a consequence of the results in Section 2, namely from (27) but for the

operator A
†∗ = Ã , we obtain

eA
†∗t x0 =

(
w(t)

ψt (θ)

)

=

(
w(t)

r (t ,θ− A2(θ)w(t)

)

, t ≥ 0.

Hence, 〈

R
†
T u(·), x0

〉

X
=

∫T
0 〈u(t),C w(t)〉Rp dt

=

〈

u(·),R†∗
T x0

〉

L2

.

On the other hand, we can write x0 = Fξ0 (cf. Proposition 2.5), where

ξ0 =

(
v(0)

z0(θ)

)

=

(
z0(0)− A−1z0(−1)

z0(θ)

)

=

(
w(1)− A−1w(0)

w(θ+1)

)

,

and then

eA tξ0 =

(
w(t +1)− A−1w(t)

w(t +1+θ)

)

.
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Let K be the output operator introduced in Definition 1.1. Then

〈u(·),K ξ0〉L2
=

〈

u(·),C eA tξ0

〉

L2

=

{ ∫T
0 〈u(t),C w(t)〉Rp dt if C x(t)=C z(t −1)

∫T
0 〈u(t),C w(t +1)〉Rp dt if C x(t)=C z(t)

,

which implies for all x0 ∈ X :

K F−1x0 =

{

R
†∗
T x0 if C x(t)=C z(t −1),

eA
†∗

R
†∗
T x0 if C x(t)=C z(t).

(42)

We can now formulate our main result on duality between exact controllability

and exact observability.

Theorem 3.3. 1. The system (1) with the output

y(t)=C x(t) =C z(t −1)

is exactly observable in the interval [0,T ], i.e.

‖K x0‖
2
L2

=

∫T

0

∥
∥
∥C eA t x0

∥
∥
∥

2

Rp
dt ≥ δ2

‖x0‖
2
M2

if and only if the adjoint system (39) is exactly controllable at time T , i.e.

R†
T =R

†
T

(

L2(0,T ;Rp )
)

= X †
1 = D(A †).

2. If det A−1 6= 0, Assertion 1 of the theorem is verified for the output

y(t) =C x(t)=C z(t),

and for the same time T .

Proof. Let us recall that the exact controllability of the system (39) may be formu-

lated by the equality ImR
†
T = X †

1 . Then, taking in account the embedding (40) and

the duality product (41), we can write the condition of exact controllability as (see

[18] for example):

‖R
†∗
T x0‖L2 ≥ δ

∥
∥
∥(λI −A

†∗)−1x0

∥
∥
∥

M2

, ∀x0 ∈ X . (43)

Let ξ0 = F−1x0 ∈ D(A ), where F : D(A ) → M2 is the bounded invertible operator

defined in Section 2. Let us remember that we have, from (42):

R
†∗
T x0 =K F−1x0 =K ξ0.

Then the inequality (43) is equivalent to

‖K ξ0‖L2 ≥ δ
∥
∥
∥(λI −A

†∗)−1Fξ0

∥
∥
∥

M2

, ξ0 ∈D(A ). (44)
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Suppose now that the relation (44) is verified for all ξ0 ∈ D(A ), then from Corol-

lary 2.6 we obtain

‖K ξ0‖L2 ≥ δ
∥
∥
∥(λI −A

†∗)−1Fξ0

∥
∥
∥

M2

≥ δc
︸︷︷︸

=δ1

‖ξ0‖M2 , ξ0 ∈D(A ).

This inequality can be extended by continuity to ξ0 ∈ M2:

‖K ξ0‖L2 ≥ δ1‖ξ0‖M2 , ∀ξ0 ∈ M2

Conversely, suppose that the preceding relation is verified. For ξ0 ∈ D(A ), and from

Corollary 2.6, we get

‖ξ0‖ ≥
1

C

∥
∥
∥
∥

(

λI −A
†∗

)−1
Fξ0

∥
∥
∥
∥

M2

,

and then

‖K ξ0‖L2 ≥
δ1

C

∥
∥
∥
∥

(

λI −A
†∗

)−1
Fξ0

∥
∥
∥
∥

M2

.

This is the relation (44) with δ= δ1/C . As the relations (43) and (44) are equivalent,

the first assertion of the theorem is proved.

To prove item 2 of the theorem, it is sufficient to remark that the condition det A−1 6=

0 is equivalent to the fact that the operator eA is bounded invertible (eA t is a group),

and then the relations (43) and (44) are equivalent.

From this result and from Theorem 3.2 we can formulate the condition of exact ob-

servability.

Theorem 3.4. 1. The system (1) with the output y = C z(t − 1) is exactly observable
over [0,T ] if and only if

(i) For all λ ∈C, rank
(
∆
∗(λ) C∗

)

= n, where ∆∗(λ) is defined in (13).
(ii) For all λ ∈C, rank

(
λI − A∗

−1 C∗
)

= n,
(iii) T > n1(A∗

−1,C∗), where n1 is the index of controllability for the pair (A∗
−1,C∗).

2. If det A−1 6= 0, then Assertion 1 is verified for the output y(t) =C z(t).

4. Approximate controllability and observability

Let us now formulate the result on approximate controllability and observability.

For more general duality relations between approximate controllability and observ-

ability of neutral type, we refer to the book [2]. We give here a precise formulation in

the light of our results on adjoint systems. Let us first recall the definition of approx-

imate controllability.
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Definition 4.1. The system (36) is approximately controllable at time T if clRT = M2,
where clRT is the closure of the attainable set RT at time T .

Sometimes approximate controllability is defined as

cl
⋃

T>0

RT = M2,

however for neutral type systems this notion of approximate controllability (as exact

controllability) means that there is an universal time of controllability T0 > 0 (see

[2]), i.e. such that:

clRT0 = cl
⋃

T>0

RT .

According to the relation (42) and the definition of observability we obtain the fol-

lowing result on duality between approximate controllability and observability.

Theorem 4.2. 1. The system (1) with the output y(t) = C x(t) = C z(t −1) is approx-
imately observable in the interval [0,T ], i.e. K = {0} if and only if the adjoint sys-
tem (39) is approximately controllable at time T , i.e. cl R†

T = M2.

2. If det A−1 6= 0, Assertion 1 of the theorem is verified for the output y(t) = C x(t) =

C z(t), and for the same time T .

Proof. The proof is a direct consequence of the definitions and (42).

The conditions of approximate observability may be obtained from the conditions

of approximate controllability by duality. For our system, such conditions were ob-

tained in [11] in the space W 2
1 ([−1,0];Rn ). In our notations, this means that the

reachability set RT0 for the system (36) is dense in D(A ) with the norm of the graph.

It is equivalent to the density of RT0 in the space M2. In [2], it is shown that approx-

imate observability and approximate controllability for such neutral type systems

are dual and this does not depend on the state space, and then duality holds in the

space M2 [2, Corollary 4.2.10].

From the necessary and sufficient conditions in [11, Th. 2] and Theorem 4.2, it is

easy to see that approximate observability holds if the following two conditions are

verified:

1. ∀λ ∈C, rank
(
∆
∗(λ) C∗

)

= n,

2. rank
(

A∗
−1 C∗

)

= n.

Note that the second condition is not necessary. The two conditions are verified

when exact observability holds (the second condition is the condition (ii) of Theo-

rem 3.4 for the particular case λ = 0). This emphasizes the difference between the

concepts of exact and approximate observability.
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5. Examples

Let us give some simple examples to illustrate our results.

Example 1. Consider the system

ż(t)= ż(t −1),

where z(t)∈R
n ,n > 1, with two possible outputs

y0(t) =C0x(t) = z(t), y1(t) =C1x(t) = z(t −1).

The conditions of observability are verified, and the system is exactly observable for

the output y0 or y1.

Example 2. Consider the system

{
ż1(t) = 0

ż2(t) = ż2(t −1)+ z1(t −1),

where z(t)= (z1(t), z2(t)) ∈R
2, with two possible output

y0(t) =C0x(t) = z(t), y0(t) =C1x(t) = z(t −1).

The system with the output y1 is exactly observable for the time T > 1 and not ob-

servable for T = 1. The system with the output y0 is not observable for any time

T > 0.

6. Conclusion

For a large class of linear neutral type systems which include distributed delays

we give the duality relation between exact controllability and exact observability.

The characterization of exact observability is deduced.

References

[1] A. Bensoussan, G. Da Prato, M. C. Delfour, S. K. Mitter, Representation and con-

trol of infinite-dimensional systems. Vol. 1, Systems & Control: Foundations &

Applications, Birkhäuser Boston Inc., Boston, MA, 1992.

[2] D. Salamon, Control and observation of neutral systems, Vol. 91 of Research

Notes in Mathematics, Pitman (Advanced Publishing Program), Boston, MA,

1984.

17



[3] M. C. Delfour, A. Manitius, The structural operator F and its role in the

theory of retarded systems. II, J. Math. Anal. Appl. 74 (2) (1980) 359–381.

doi:10.1016/0022-247X(80)90134-1.

[4] M. C. Delfour, A. Manitius, The structural operator F and its role in the

theory of retarded systems. I, J. Math. Anal. Appl. 73 (2) (1980) 466–490.

doi:10.1016/0022-247X(80)90292-9.

[5] D. Salamon, On controllability and observability of time delay systems, IEEE

Trans. Automat. Control 29 (5) (1984) 432–439. doi:10.1109/TAC.1984.1103560.
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[8] V. E. Khartovskĭı, A. T. Pavlovskaya, Complete controllability and controllability

for linear autonomous systems of neutral type, Automation and Remote Con-

trol 74 (5) (2013) 769–784. doi:10.1134/S0005117913050032.

[9] R. Rabah, G. M. Sklyar, The analysis of exact controllability of neutral-type sys-

tems by the moment problem approach, SIAM J. Control Optim. 46 (6) (2007)

2148–2181. doi:10.1137/060650246.

[10] D. A. O’Connor, T. J. Tarn, On the function space controllability of linear neutral

systems, SIAM J. Control Optim. 21 (2) (1983) 306–329. doi:10.1137/0321018.

[11] Z. Bartosiewicz, Approximate controllability of neutral systems with delays

in control, J. Differential Equations 51 (3) (1984) 295–325. doi:10.1016/0022-

0396(84)90092-5.

[12] J. A. Burns, T. L. Herdman, H. W. Stech, Linear functional-differential equations

as semigroups on product spaces, SIAM J. Math. Anal. 14 (1) (1983) 98–116.

[13] D. Salamon, Neutral functional differential equations and semigroups of op-

erators, in: Control theory for distributed parameter systems and applications

(Vorau, 1982), Vol. 54 of Lecture Notes in Control and Inform. Sci., Springer,

Berlin, 1983, pp. 188–207. doi:10.1007/BFb0043949.

18



[14] M. Tucsnak, G. Weiss, Observation and control for operator semigroups.,

Birkhäuser Advanced Texts. Basler Lehrbücher. Basel: Birkhäuser., 2009, p. 483.

xi.

[15] A. Pazy, Semigroups of linear operators and applications to partial differen-

tial equations, Vol. 44 of Applied Mathematical Sciences, Springer-Verlag, New

York, 1983. doi:10.1007/978-1-4612-5561-1.

[16] R. Rabah, G. M. Sklyar, A. V. Rezounenko, On strong regular stabilizability for

linear neutral type systems, J. Differential Equations 245 (3) (2008) 569–593.

doi:10.1016/j.jde.2008.02.041.

[17] K. Ito, T. J. Tarn, A linear quadratic optimal control for neutral systems, Nonlin-

ear Anal. 9 (7) (1985) 699–727.

[18] W. Rudin, Functional analysis, 2nd Edition, International Series in Pure and

Applied Mathematics, McGraw-Hill Inc., New York, 1991.

[19] W. M. Wonham, Linear multivariable control: a geometric approach, 3rd Edi-

tion, Springer, New York, 1985.

19


