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Leveraging Light-Forest with Rateless Network
Coding to Design Efficient All-Optical Multicast
Schemes for Elastic Optical Networks

Lulu Yang, Long Gong, Fen Zhou, Bernard Cousin, M&IMolnar, and Zuging ZhuSenior Member, IEEE

Abstract—In this paper, we study the multicast-capable rout-
ing, modulation and spectrum assignment (MC-RMSA) schemes
that consider the physical impairments from both the trans-
mission and light-splitting in elastic optical networks (EONS).
Specifically, we propose to provision each multicast requésvith
a light-forest which consists of one or more light-trees to eoid the
dilemma that because of the accumulated physical impairmes, a
relatively large light-tree may have to use the lowest moduwaition-
level and hence consume too many frequency slots (FS’). Inder
to further improve the spectral efficiency and compensate fo
the differential delays among the light-trees, we incorpoate the
rateless network coding (R-NC) in the multicast system. We ffst
formulate an integer linear programming (ILP) model to solve
the problem for static network planning. Then, we propose thiee
time-efficient heuristics that leverage the set-cover pralem and
utilize layered auxiliary graphs. The simulation results indicate
that in both the ILP and heuristics, the MC-RMSA with R-NC
can achieve better performance on the maximum index of used
FS’ than that without. After that, we evaluate the heuristics in
dynamic network provisioning. The results show that the MC-
RMSA with R-NC can effectively improve the performance of
all-optical multicast in EONSs to reduce the blocking probalility.

Index Terms—All-optical multicast; Routing, modulation and
spectrum assignment (RMSA); Light-forest; Rateless netwidx
coding; Elastic optical networks (EONS).
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|I. INTRODUCTION

as well. Therefore, compared with the traditional fixeddgri
wavelength-division multiplexing (WDM) networks, EONs
provide enhanced spectral efficiency and make the spectrum
allocation in the optical layer more flexible.

Besides these advantages, EONs also bring new challenges
to the network control and management (NC&M), since
the elastic nature determines that the network planning and
provisioning procedure would be more sophisticated than it
counterpart in conventional WDM networks. Specifically, to
establish a lightpath in an EON, the network operator needs
to allocate a few spectrally-contiguous frequency slotS’YF
to satisfy the bandwidth demand. Here, the bandwidth of an
FS is usually at 12.5 GHz, which is much narrower than a
wavelength channel. Moreover, the modulation format used
by the FS’ should be chosen adaptively from those that
have different spectral efficiencies and receiver selitssy
e.g, binary phase-shifted keying (BPSK), quadrature phase-
shifted keying (QPSK), 8 quadrature amplitude modulat&mn (
QAM) and 16-QAM, according to the quality-of-transmission
(QoT). Intuitively, if we change the modulation format to a
higher order oneg.g, from QPSK to 8-QAM, the spectral
efficiency becomes higher and thus we can use fewer FS’ to
provision the same bandwidth demand. Meanwhile, since the
receiver sensitivity of 8-QAM is lower, it can only support a
shorter transmission reach. To this end, the classic rgatiral

VER the past decade, the rapid development of bangzyelength assignment (RWA) problem in WDM networks

_ width intensive applications has made the traffic volumeg,g|ves into the routing, modulation and spectrum assignme
in Internet backbone increase exponentially. To addreiss tI("R

MSA) problem in EONs [5, 6].

issue, we need to realize highly flexible and scalable baw&bo Previously, numerous studies have addressed the RMSA
networks, which has stimulated active research and de"e"b?oblem and proposed various approaches to solve it with
ment on new optical networking technologies. In line of egjifferent optimization objectives [3, 5-11]. Neverthelesiost
efforts, people have developed advanced optical tran8issyf them did not consider the all-optical multicasting that
and switching technologies [1, 2], and used them to realigg, realize point-to-multiple-point communications in O

the flexible-grid elastic optical networks (EONS) [3, 4]. Iiwjth the evolution of the Internet, multicast has become
is known that with the ban_dwidth-variable transponders-(B\4 key and necessary communication scheme to efficiently
Ts) and wavelength-selective switches (BV-WSS'), EONs caynport emerging network services such as grid computidg an
achieve the bandwidth allocation granularity at 12.5 GHz @gjeconferencingetc Moreover, with the recent rise of inter-

less and support a super-channel at 400 GHz and beyepd
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acenter networks, huge-throughput traffics for dat&uyac

or service migration may also require multicast transraissi
Hence, itis also desired to facilitate efficient multicagtemes

in the backbone networks. All-optical multicast with liginees

has been proposed in [12] for the IP-over-WDM networks.
Basically, by leveraging the multicast-capable opticalssr
connects (MC-OXCs) [13, 14], all-optical multicast allothe
nodes on a light-tree to send the optical signal to more than
one outputsi(e., light-splitting), and reduces the cost from



optical-to-electrical-to-optical (O/E/O) conversioris]. Transmission Distance (Km)
The RWA problem for all-optical multicast in WDM net- 5000
works has been studied in [12, 15-20]. Due to the unique
requirements on NC&Md.g, RMSA for resource allocation),
supporting efficient all-optical multicast in EONs would be 2500 -
more challenging and has just started to attract research
interests since recently. The authors of [21] first studikd a
optical multicast in EONs and compared the performance of : . . .
two simple multicast-capable routing and spectrum ass@m BPSK QPSK  8QAM 16QAM  Modulation Format
(MC-RSA) algorithms. However, they did not consider either
the QoT constraint or the adaptive modulation selection. fig- 1. Mapping between transmission distance and moduldtrmat.
[22], we designed an approach to facilitate MC-RSA with
layered auxiliary graphs and demonstrated that it coulgemut _ ) _ ] )
form those in [21]. Nevertheless, the QoT-aware modulatiGUiPs with an MC-OXC, and? is the fiber link set. Each
selection was still not addressed. By using an over-sireplifiiNk ¢ € E has a bandwidth capacity af FS', each of
impairment model that did not consider the optical signa/hich occupies a fixed bandwidth and provides a capacity of
to-noise-ratio (OSNR) degradation due to light-splitfinge C Gbl/s yvhen using BPS_K as the m_odulatlon format. For the
studied the RMSA for all-optical multicast (MC-RMSA) in modulation format selection, we define as the modulation-
EONSs, formulated two integer linear programming (ILP) mod&Vel. and haven = 1, 2, 3, and4 for BPSK, QPSK, 8-QAM,
els, and proposed several heuristics based on genetidtargor @1d 16-QAM, respectively. Hence, for different modulation
in [23]. However, it is known that the light-splitting in MC- formats, the capacity of an FS can be calculated.as’ Gbrs.
OXCs causes power loss and the subsequent re-amplificatiéff€ Since we consider all-optical multicast without $peo
results in noticeable OSNR degradation [15, 18]. Hence, of@nversions, the modulation format and spectrum assighmen
cannot simply assume that the transmission reaches of 8@ unchanged for all the links on a light-tree.
optical signals with and without light-splitting are thensa For a light-tree, the modulation-level is selected acouydi
In this work, we investigate the MC-RMSA schemes thd® its QoT, which depends on both the transmission distahce o
consider the physical impairments from both the transmissithe longest branch and the number of destinatiaes (ight-
and light-splitting in EONs. Specifically, we propose tovser Splitting times) [15]. We first set up the mapping between the
each multicast request W|th a |ight_forest that Consisterw modulation-level and the maximum transmission distance fo
or more light-trees to avoid the situation that due to th&€ cases in which there is no light-splittinge( unicast).
accumulated impairments, a relatively large light-treeymdi9. 1 depicts the mapping, which is obtained based on the
have to use the lowest modulation-level and hence consufi@erimental results in [25]. With this mapping, we always
too many FS'. Moreover, to further improve the Spectrﬁelect the hlgheSt feasible modulation-level to use as mg
efficiency and compensate for the latency differences amotfi§ transmission distance permits, for obtaining the raghe
the light-trees, we propose to use the rateless networlngodpPectral efficiency [5, 6]. Then, we address the additional
(R-NC) in [24] in the multicast system. We first formulate afmpairments due to the light-splitting in MC-OXCs.

ILP 'T'O‘I?']e' to tgck:e tf;e _problefm of Tltatic Inetworr planning anpeinition The relation among the modulation-level, the trans-
obtain the optimal solutions of small-scale problems. TR iqqiqn gistance and the number of destinations in a light-

leverage the set-cover problem and layered auxiliary &rapee s referred ashe MTD relation. For a light-tree that
to design time-efficient heuristics, and use them for dygamp, ., jeg, destinations, the transmission distance of its longest

network provisioning. The proposed algorithms are evahilatbranch and the modulation-level to be used should satisfy
with extensive simulations, and the results show that the Mﬁﬁe equation below [15, 18]

RMSA using light-forest with R-NC can effectively improve
the performance of all-optical multicast in EONSs.

The rest of the paper is organized as follows. Section II
introduces the network model and explains how to use th?1
light-forest with R-NC to realize all-optical multicast EONS. where 5
In Section I, we formulate the ILP model to jointly optingiz
the light-forest construction, modulation format seleatiand
spectrum assignmenitg., MC-RMSA) for multicast requests. A multicast request can be denotedMdsz(s, D, B), where
The heuristics for MC-RMSA are proposed in Section IV, ang € V' is the source nodel) C V \ s represents the set of
Section V discusses the numerical simulations for perfogea destination nodes, ant is the capacity requirement in Gb/s.
evaluation. Finally, Section VI summarizes the paper. Due to the MTD relation, when the size @ is relatively
large and/or the distances betweeand D are long, it would
be impossible or inefficient to servel R with a single light-
A. Network Model tree. Therefore, we have to consider MC-RMSA with light-

We use a directed grap#(V, E) to represent the EON's forest, and the construction of the light-forest and thect@n
physical topology, wher& denotes the set of nodes that eachf modulation-levels for the light-trees in it are correlat
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Sm,l
logyo(n) + I
'm,»n denotes the maximum length that the light-tree’s

longest branch can have to use modulation-lewebnd S, 1
follows the mapping in Fig. 1.

Sm,n = (1)

Il. PROBLEM DESCRIPTION



With Eqg. (1), we determine the modulation-leve}, for the
k-th light-tree in the light-forest, and assi§g."~ spectrally-
contiguous FS’ on the links in the light-tree.

O Used FS
O Available FS

B. Multicast using Light-Forest with R-NC
_ - ) _ [2EHE (2B
Note that in addition to accommodating the QoT constraint, .

we may also use a light-forest to ser¥éR because a large e
FS-block cannot be found on the links due to spectrum
fragmentation [26]. Hence, when building the light-forese
may not only divide the destinations iP into groups and
cover each with a light-tree, but also split the traffic tota®r rig. 2. spectrum resources on links in an EON.
destination(s) into multiple sub-streams and send themn ove
several light-trees. The latter mimics the spectrum-apdjt
scheme for serving unicast lightpaths [11, 27]. :
However, the aforementioned MC-RMSA with light-fores
has some intrinsic drawbacks. First of all, the total speotr
usage may become higher. Basically, we can easily prove t B
when a light-tree and a light-forest that consists of midtip
light-trees are both feasible fai/ R, the total number of links
in the light-forest is equal to or larger than that in the tigh () (b) © ()
tre€. Therefore, if we cannot leverage the adaptive modulatic..
selection to reduce the spectrum usage on each link, thie Iig,l_c]g. 3
forest may consume more spectra. Secondly, if we consider
the case that the traffic to a certain destination is splib int

multiple sub-streams, the differential delay among the- sup, ries a bandwidth of0 Gb/s f.e. 1 FS), and build a light-
streams may incur a relatively large buffer at the receiger ft, ot with light-trees to deliver them. In Fig. 3, we can find
data reordering [28]. _ that it is not possible to merge the light-trees in Figs. (@)

In order to relieve the impacts from these drawbacks, d), even though they can us& 3 from s to d; andds. This
propose to incorporate the rateless network coding (R-Nfg)pecause if we do S0, neithér nor ds can receive bothd
[24] in the multicast system. Specifically, the work in [24}nq B |n this case, the multicast scheme in Fig. 3 consumes
indicated that with R-NC, we can recoveroriginal symbols 4 (4ta| bandwidth resource of 10 #®ps. Moreover, we will
by using anyk - (1 + <) encoded symbols, where the ordefaye the data reordering issue if the light-trees’ brancires
to receive the encoded symbols does not affect the decodjfgjifferent lengths. Fig. 4 shows the case with R-NC. Here,
results. Hereg is a small real number that usually satisfie§,e ,se R-NC to encode the traffic into three sub-streams
€ < 0.05 [29]. Therefore, we can see that all-optical multicasf anq.. each of which requires a bandwidth of - (1 + ¢)
using light-forest with R-NC is promising. Actually, préis  sp/s Then, according to the working principle of R-NC, we
studies have already considered the usage of R-NC for {1, just build3 light-trees to ensure that all the destinations
multicast in multimedia networks [29, 30]. _can receive0- (1+¢) Gb/s of encoded bandwidth for correct

We use Figs. 2-4 as intuitive examples to explain thgscoding. For instance, we can deliver sub-streamis and
working principle and benefits of multicast using lightdet . jar the light-trees as shown in Fig. 4(a)-(c). Then, fos thi
with R-NC. Fig. 2 shows the spectrum resources on each "E‘gse, the total bandwidth consumption9i§Shops, and we
in the network. The source nodesisand the destination nodesyq ot have to worry about the data reordering issue.

are D‘d: E}dl’?’d?}' To ;irlnp_lify th? p_roblem(,j we do d?or: With this network model and considering the advantages
consider the adaptive modulation selection, and assunbé tha, R-NC, we study MC-RMSA for two different scenarios of

the longest branch of a light-tree is more than wo hops, o Ns,i.e., static network planning and dynamic network pro-
one destination can be reached. Here, the capacity of an FS

is 12.5 Gb/s, and each destination node needs a bandwidth of
20 Gb/s, which means it needs2%] = 2 contiguous FS'.
However, we cannot find two available contiguous FS’ in any
light-tree to satisfy the requirement. Hence, we try totshig
traffic over multiple light-trees to serve the request.

Fig. 3 considers the case without R-NC. We simply split
the traffic into two sub-streamse., A and B, each of which

Example on multicast using light-forest without RGN

1An FS-block is the block of available contiguous FS’ in theticg
spectrum, which has the maximum size in FS’ at the spectcaititon. (a) (b) (©)
2Here, if more than one light-tree in the light-forest use shene link, we

count the link multiple times since the source will deliveultiple copies of ) o )
the traffic over it. Fig. 4. Example on multicast using light-forest with R-NC.



Fig. 5. Six-node topology marked with link lengths in kilotaes.

visioning. In the static network planning, we try to miniraiz

« yq - Boolean variable that indicates whether destination
d € D gets traffic from thek-th light-tree.

o xj: Integer variable that represents the number of desti-
nations covered by thé-th light-tree.

o Ay Integer variable that represents the length of the
longest branch on thg-th light-tree.

o my: Integer variable that represents the modulation-level
used on the:-th light-tree.

0Ok, k,. Boolean variable that equals 1, if the start-index
of the FS-block used on thk-th light-tree is smaller
than that of thek,-th light-tree, and 0 otherwise.

the maximum index of used FS’ and make the MC-RMSA « ci, »,: Boolean variable that equals 1, if thig-th and
more spectral efficient, while in the dynamic network provi-  k»-th light-trees share common link(s), and 0 otherwise.

sioning, the request blocking probability should be miried
to make the MC-RMSA more effective.

Il1. ILP FORMULATION

o wy: Integer variable that represents the start-index of the
FS-block used on thé-th light-tree.

« 2. Integer variable that represents the end-index of the
FS-block used on thé-th light-tree.

In this section, we formulate an ILP model to optimize * 7i - Boolean variable that indicates whether th¢h
MC-RMSA for multicast requests. Specifically, we consider light-tree satisfies the specifie andn according to the

the light-forest construction, modulation format seleatand

spectrum assignment jointly, and incorporate the R-NCrsehe

discussed in the previous section.
Parameters:
« G(V, E): Network topology, wherd” and E are the sets
of nodes and fiber links, respectively.
o l(uv): Length of link (u,v) € E in kilometers.

MTD relation, wherem € [M] is the modulation-level
andn is the number of destinations.

« & Integer variable that represents the capacity allocated
to the k-th light-tree in terms of3,.

. pfi(,i Boolean variable that equals 1 if the capacity
allocated to thek-th light-tree isq- B, and thek-th light-
tree does not covet, and 0 otherW|se

. C: Capacity of an FS in Gb/s when using BPSK as the * /i Boolean variable that equals 1 if the capacity

modulation format.
« s: Source node of the multicast requédtR.
o D: Destination set of/ R and each destination i€ D.
e [ Number of FS’ on each link.
« B: Capacity requirement af/ R in Gb/s.

allocated to the:-th light-tree isq- B, and thek-th light-
tree coversi, and O otherwise.

« h{™: Boolean variable that indicates whether on the
th light-tree, the capacity allocated is- B, and the
modulation-level chosen is.

« B,: Minimum capacity that can be allocated on a light- * /i Boolean variable that indicates whether on thth

tree when we use R-NC, in terms of Gb/s.

o [K]: [K]={1,2,..., K}, K is the maximum number of

light-trees that can be included in the light-foresthe
index of a Iight -tree i € [K].

e Q:Q=[E 1 is the maximum value o3 in terms of
By, and the index; satisfiesq € [Q].

I|ght tree, the modulation-level chosenris.
o : Maximum index of the used FS’ in the light-forest.
« u{""": Boolean variable that equals if the ¢-th avail-
able FS-block on linKu, v) is assigned to thé-th light-
tree, and O otherwise.

Objective:

« A: Maximum transmission reach when using BPSK with We design a metric as follows to assist the optimization.

single destinationi.e., A = S; ; based on Eg. (1).

« M: Highest modulation-level.

o T(u,v)- Number of available FS-blocks on link (u, v).

o Wiy, Start-index of thet-th available FS-block on
link (u,v).

o Z(uw),+» End-index of the-th available FS-block on link
(u,v).

o Smn: MTD relation, which tells the maximum transmis-

sion reach of a branch when there aralestinations in
a light-tree that uses modulation-level

Variables:

. fé“ *): Boolean variable that indicates whether link v)
is used to serve destinatiahe D in the k-th light-tree.

. F\""): Boolean variable that equals 1 if lirfku, v) is in
the k-th light-tree, and 0 otherwise.

SNote that when we split the traffic into multiple sub-streams count a
light-tree multiple times if it carries more than one suteam.

V=a; - Q+ap- Y. ZF(”“)+Z (2)

(u,v)EE kE[K] ke[K]

wherea; andas are positive constants( > «») to balance

the ratio among the three terms in Eq. (2). The first term
is for the maximum index of the used FS’ for the request
(i.e, ©2), and a smallef) reflects a more efficient MC-RMSA,

as we can make the spectrum utilization more compact in
the network. Therefore, we use; to make sure that this
term makes the major contribution . The second term

is the total number of used links in the light-forest, which
is less important tharf2, but is also needed to assist the
optimization. We use the third term to ensure that each tase h
the minimumA. The last two terms are necessary because the
ILP only provides the MC-RMSA for one multicast request,
and when there are multiple pending requests, we will use the
ILP repeatedly to find the MC-RMSAs for them one by one.



Hence, to minimize the values of these two variables for th

current request can benefit the rest requests. With Eq. ), w

define the optimization objective as

z

Minimize W. 3)
Constraints:
1) Flow Conservation Constraint
(u,v) (v,u) _
DL =) R =
ueV ueV
—Yd,k, V=S, (4)
Yk, U =d, vd € D,k € [K].
0, otherwise,

Eqg. (4) ensures that if a light-tree covers a destinatiorenid
there is a single path fromto d on it.
2) Link Aggregation Constraint

Vk € [K],d € D. (5)

)

F]gu,v) > fd?k,'u)

z

,),t
@ > U;(cu ) ' W(u,'u),h

Vk € (K], (u,v) € Bt € [T(uw)),
(16)

zE < (Z(u,'u),t - r) . ugfu”’)ﬂf +r,
Vk € [K],(U; ’U) S Evt € [I(u,'t))]'
17)

Egs. (15) - (17) ensure that if linkz, v) is on thek-th light-
tree, the FS’ allocated to the light-tree should be locatean
available FS-block on it.

szwlirl < r'(1+0k17k270k17k2), Vki, ko € [K],kl 7& ks,
(18)
k1 7wk2+1 < r'(270k1,k270k1,k2)a vklka € [K]vkl 7& ka.
(19)

Egs. (18) - (19) ensure that for any two different light-see
sharing common link(s), their spectrum assignments caarnev
overlap with each other.

Eq. (5) ensures that if different destinations share theesam ) Capacity Constraints

link(s) in a light-tree, we aggregate the links into one.
3) Impairment-Related Constraints

SRS Uy < Ak, VE€ K] dE D,
(u,v)EE

(6)

Ap <A, VE € [K]. @)

For these constraints, we consider the cases with and viithou
R-NC, and describe those designed for each of them.

a) Case without R-NC

> yar>1, VdeD. (20)

ke[K]

each light-tree should not be longer than that of the longestlion d € D only needs to be coverédby one light-tree in
branch in the light-tree or the maximum transmission reachthe light-forest. By applying this constraint, we avoid &eu

determined by the MTD relation.

T = Z Yak, Vke€I[K],

deD

8

A
e = |logs( ) ~ g logsg(on) + 1] + 1. Vi € [K),

9)

my, <M, Vk e [K]. (10)

Egs. (8) - (10) determine the modulation-level chosen fer th
k-th light-tree. Since the expression in Eq. (9) is nonlinesr
introduce the variable,"" to linearize it and transform the
constraint in Eq. (9) into a set of equations as

YD <1, Vke K], (11)
Z Zn "t =, Vke[K], (12)
S S = Ak, V€ K], (13)
m n
me <Y " em, ke [K]. (14)
4) Spectrum AssTgnment Constraints
Soout = FY vk e K], (15)

te[‘z(u,v)]

traffic splitting in MC-RMSA. As discussed in Subsection
11-B, traffic splitting causes several drawbacks for theecas
without R-NC. In the rest of the paper, we refer to the ILP
model for the case without R-NC as ILP.

B
my -

zk—wk—i—l:{ C-" Vk € [K]. (21)

Eq. (21) ensures that the number of FS’ allocated to each
light-tree satisfies the capacity requirement. Eq. (21) is
nonlinear, and we linearize it with the following equations

S onp <1, vkelK], (22)
me[M]
> hpem=my, Vke K] (23)
me[M]
h™ . B
—wp+1> > <k ) VE € [K]. (24)
me[M] m-C

b) Case with R-NC

> Wak-&-By) =B, VdeD. (25)
ke[K]

Eq. (25) ensures that when there is R-NC, each destination
d € D receives enough encoded bandwidth to recover the

4Note that, only ifd € D appears as a destination node in the light-tree,

we say it is covered.



original datd. In the rest of the paper, we refer to the ILP

IV. HEURISTIC ALGORITHMS

model for the case with R-NC as ILP-R-NC. Eq. (25) iS |p, this section, we design several heuristics to perform MC-
nonlinear, and we introduce Egs. (26) - (29) to linearize igpmsA that considers the physical impairments from both the

&= > q-(phy+p5y) - By, Vk€|[K],de D, (26)
]

q€[@Q

transmission and light-splitting in EONSs. Basically, irder to
design an efficient MC-RMSA, we need to focus on improving
the light-forest's spectral efficiency. Hence, the modatat
selection for each light-tree becomes vital. However, thDM
relation in Eg. (1) makes the modulation selection relate to

> pdn=var, Vke[K],deD, (27)  both the longest branch and the number of destinations in the
4€1Q] light-tree. Specifically, a relatively high modulation4g may
not be feasible for a large light-tree. Hence, we need toesddr
Z PZ’Z =1—yar, VkelK],deD, (28) the tradeoff between the modulation-level and the size of a
€0 ' light-tree carefully, and try to use the light-trees thah eese

relatively high modulation-level and cover many destioiasi.

By- | > > phn-a| =B, VdeD.  (29)
KElK] g€lQ]

A. MC-RMSA using Set-Cover

We first design an MC-RMSA algorithm that leverages
the weighted set-cover problem [31]. For a multicast refjues
MR(s,D, B), the universe is the destination sé, the
family A represents the set of all the non-empty subsets

Eq. (30) ensures that the number of FS’ allocated to eagh D- For instance, ifD = {di,dz}, then we haved =
light-tree satisfies the capacity requirement. As it is alsg@1};{dz}, {d1,d2}}. We defined,,, € A as the set of

nonlinear, we linearize it by using the following equationglestinations within which any. number of destinations can
be covered by a light-tree with modulation-levelaccording

to the MTD relation. In the light-forest fol/ R, each light-
tree has two key parameteiss., the number of destinations
n and the modulation-leveln, which affect its spectrum
consumption significantly. First of all, the more destioat
that can be covered by the light-tree, the less light-treids w

zp—wrp+1= {iﬂik—Bg-‘ , Vke[K]. (30)

> npm<1, Vke K], (31)

q€[Q] me[M]

S>> h™m m=my, Vke[K], (32)

a€[Q] me([M] be needed by the light-forest.d., less bandwidth-variable
transponders (BV-Ts)), and thus by increasing we can
Z Z ™ - q=¢&, VkelK], (33) reduce the operational cost. On the other hand, the higker th
4€[Q] me[M] modulation-level is, the more spectrum efficient the ligiee
o 5 is, and hence by increasing, we can reduce the total spec-
E 4 Dy trum consumption of\/ R. Therefore, we define the weight of
w12 qez[%] mg{;ﬂ ( m-C > , ke [K]. A as£ 4+ 2 wherep andé are the positive constants to

(34) adjust the contributions af andm. Then, the MC-RMSA is
transformed into the weighted set-cover problem that fihds t
minimum-weighted coveri g., a subset ofd) whose elements

Chy e > F}giw) +F,§:’”) —1, Vki# ks € [K],¥(u,v) € B. have their uniqn equab. .
(35) In our algorithm, we first calculate all the shortest paths

Eq. (35) ensures that all the common links between any tfi@M source node to each destination nodé< D, denoted
different light-trees are taken care of. asp, 4. Based on the MTD relatioi¥,, ,, and the length of

7) Constraint on Maximum Index of Used FS’ (MIUES) Ps.d: we can obtain the pOtGT‘“""' _de_st|nat|0n S.éﬁ’.’“”}'.
However, a set4,,, , might be invalid, if the destinations in
it are less tham. We remove these invalid sets. For the set
A, that have more tham destinations, we convert it to
Eq. (36) ensures that the maximum ind@xof used FS’ is multiple sets by choosing destinations from it each time
equal to or larger than the end-index of the FS-block used ancording to the distance between source and destinations,
any light-tree in the light-forest. and when the remaining destinations are less thawe just
The variable number in the ILP i§|E| + M + % +1)- ignore them. After obtaining the updated destination seés,
DI+ (|F [+ 1) |E[+ (£ +1)- M +6)-K+2-K?+1, and find the.minimum-weighted cover for them and use it to set
the constraint number i|V'| + |E| +4) - |D| + (2-|r | +1)- P the light-forest forM R.
|E|+18)- K + (|[E| +2)- K2 +3-|D| + 1. Algorithm1 shows the detailed procedure of the MC-RMSA
using set-cover (SCLines1-8 are for the initialization, where
we set the light-foresf” and each se#,, , as empty and
select the destinations to form a series of potential datstin

6) Common-Link-Related Constrajnt

Q> 2z, Vke[K] (36)

5Here, since the coding overhead of R-NC is very small suchdhet 1
[29], we ignore it in the ILP formulation.



sets {A,, »}. The for-loop that coverdines 9-29 updates
{A...»} and the corresponding light-trees. We check whether
a potential A,, , is valid with Lines 14-16. The for-loop

covering Lines 18-27 calculates the light-trees based on a
specific A, . Specifically, we select destinations inA4,, ,,

Algorithm 1: MC-RMSA using Set-Cover (SC)

each time, which are currently farthest framand then use a

heuristic [32] to build a delay-constrained Steiner treedwer input : Multicast request\/ R(s, D, B), the shortest
s and the destinations i, ,, while satisfying the maximum path froms to eachd in D asp; 4, the MTD
branch lengthS,, .. The light-trees are then inserted into relation {S,, »}, the modulation-level set
the light-forest7, as shown inLine 22. Then, if 7 cannot [M], and the available FS’ on each link.
cover all the destinations i, Lines 30-31 mark theM R output: Light-forest7 and allocated FS’ on it.

as blocked. Otherwisel,ines 32-39 try to perform first-fit 1T 0, Ay — 0;
spectrum assignment [33] for all the light-treeg/irand check  , for eachS,,,/L_n thatm < M andn < |D| do

whetherM R can be successfully served. 3 for eachd € D do

In Algorithm 1, since we can pre-calculate all the shortest 4 if length(ps.a) < Sm.n then
paths between each node pair in the topology, the times | Apmn — A Ud;
complexity for checking whether the length pf 4 is within 6 end

Sm.n 18 O(|V]), the complexity of constructing the delay- - end
constrained Steiner tree i©(|D|> + |D| - |V]) according g end
to [32], in the worst case, the procedure will be performed ¢ for n = |D| to 1 do
M -|D| . The complexity of assigning FS’ to the light-forest 14 if D=0 then
isO(|D|-|V|?-|F|). Hence, the time complexity &flgorithm 13 | break;
LisO(M - |D|* + M - [D? - [V| +[D| - [V|* - |F ). 12 | end

13 for m =M to1 do

B. MC-RMSA using Set-Cover and Layered Auxiliary Graphsi: 'f| Véygr’]rii'nieé then

The second MC-RMSA heuristic leverages the good perfor- 4 end '
mance of the layered auxiliary graph (LAG) based approach17 j= UAm,n\J_
that we proposed in [22]. Basically, the LAG approach can Lo
realize integrated multicast routing and spectrum ass@gmnm 18 for i =110 j do o _
Here, we combine SC with the LAG approach and propose thé® select. farthest destinations from in
SC-LAG algorithm for MC-RMSA that considers the MTD Am,n; o
relation. We define a thresholdy, which is specific to a 20 record selected destinations Myem;;
given topologyG(V, E), to divide the modulation-levels into 2% calculate the delay-constrained Steiner
two categories: 1) high modulation-levels: (> mg) and 2) tree " to covers and selected ey,
low modulation-levelsip < my). Here, forM R(s, D, B), the 22 T=TUT, D =D\ Diemp;
meanings ofD and A are the same as those in Subsection?3 delete Dicppp from all A,
IV-A. Then, for an element in4 with the destination set 2 if D=0 then
that can be served with a high modulation-level according® | goto line 32
to the MTD relation, we still apply SC i7(V, E) to serve 26 end
the destinations, since SC uses relatively few FS’ in total.?’ end

However, if the destination set has to use a low modulation28 | €nd
level, we apply the LAG approach and use SC in each LAG?® €nd
to avoid generating excessive spectrum fragmentation. 30 if D # () then

The details of the SC-LAG algorithm are givenAtgorithm 3! | mark MR as blocked;
2. In Lines 1-7, we runAlgorithm 1 to find and serve all the 32 €lsé _ _
light-trees that need high modulation-levels & my). If there 33 | @SSign FS’ to the light-trees i
are still some destination(s) that have not be coveramss- 34 if spectrum assignment is not succesffien
39 try to serve them with the SC-LAG approach. The for-loop 3° | mark MR as blocked;
that coverd.ines10-20 builds the LAGs according to the spec- 3¢ else
trum usage in the network, and selects the destinationgno fo 37 | return 7 and allocated FS’;
setA’ . which means that any destinations indi_ can 3¢ | end

m,n?

be served in the-th LAG G/(V, E%) with modulation-level _ % €nd

m according to the MTD relation. Specifically, to construct
the i-th G*(V*, E), we makeV' = V, check the spectrum
usage inG(V, E), and insert a link in G¢(V, EY), if starting
from thei-th FS, there aré 2] available contiguous FS’ on
e in G(V, E). Hence, if we can obtain a light-tree fromto



Algorithm 2: MC-RMSA using Set-Cover and Lay-
ered Auxiliary Graphs (SC-LAG)

© 0 N o U b~ W
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12
13
14

15
16
17
18
19
20
21
22
23

24

25
26

27
28

29
30
31
32
33
34
35
36
37
38

40
41
42
43
44

input

: Multicast requestV/ R(s, D, B), the shortest

path froms to eachd in D asp, 4, the MTD
relation { S, »}, the modulation-level set
[M], and the available FS’ on each link.

output: Light-forest7 and allocated FS’ on it.

run Algorithm 1 to build the light-trees;
perform spectrum assignment for the light-trees that
need a high modulation-leveb( > my);

if the MC-RMSA has failethen
mark M R as blocked,;
return;
end
remove the served destinationsfin
if D+ () then
for m =mg to 1 do
for n=1to |D| do
fori=1to(F —[£])+1do
construct an LAGG! (V¢ EY);
for eachd € D do
calculate the shortest path frogn
to eachd € D in G* asp ;;
if length(p ;) < Sm.n then
| insertd into A, ;
end
end
end
end
delete all4;, ,, with |A], | <n;
while there isA?,  that|A! | >0 do
selectA’, , with the larges{A;, ,|;
[An wl .
for k=1toj do
selectn farthest destinations te in
Gi from Ain.n;
record selected destinations P, p;
calculate the shortest-path tréeto
covers and selected;.,,,, in G%;
allocate spectrum t@ based onG?;
T = TUT: D = D\Dtemp;
delete D;c,, from all A7,
delete allA?, , with [A7, | <n;
if D =0 then '
| return;
end
end
end
end
end
if D # 0 then
| mark MR as blocked;
else
| return 7 and allocated FS’;
end

certain destinations iz (V¢, E%), those destinations can be
served with the light-tree, using theth to (i + [ 2] — 1)-
th FS' in G(V,E). With all the {4}, .}, the while-loop
coveringlLines22-37 tries to serve the remaining destinations
by building the largest feasible light-tree in the LAGs with
the highest modulation-level each time. Finally, if cantai
destinations still have not been servethes40-41 markM R
as blocked, otherwise, the algorithm returns the lighe$oy™
and allocated FS’ on it fol/ R.

The time complexity of the Dijkstra’s algorithm &@(|E| +
[V| - log|V|) if we use the Fibonacci-heap data structure
according to [34]. And the complexity of calculating the
shortest-path tree i9(|D|-|V'|) according to [35], if we know
the shortest path from the source to each destination. Aad th
complexity of deleting destinations from all thgd?, .} is
O(|F | -|D| - M). Thus, the time complexity of the LAG part
is O (M- (|F [- (|E| +[Vlog|V]) + [D[- (V| +[F |- |D])))-
Finally, the time complexity ofAlgorithm 2 is O(M - |D|* +
M- |D2- |V |+ D] [V]2-|F |+ M-(IF |- (|E|+|V]-log|V]) +
DI (V| +[F|- D))

C. MC-RMSA with R-NC using Set-Cover and Layered Aux-
iliary Graphs

Note that both SC and SC-LAG do not consider R-NC.
Actually, we can easily extend SC-LAG and make it support
the scheme that splits the traffic to certain destinatiom{s)
multiple sub-streams and sends them over multiple ligresty
whenM R cannot be served due to lack of spectrum resources.
More specifically, inLine 11 of Algorithm 2, we can replace
B with B, (i.e., the spectrum-splitting granularity) and build
the LAGs accordingly. Also, before finishing the MC-RMSA,
we need to make sure that all the destination®ioan receive
enough encoded bandwidth to recover the original data. This
MC-RMSA heuristic is referred to as SC-LAG-R-NC.

V. PERFORMANCEEVALUATION
A. Static Network Planning

Since the heuristics in Section 1V are designed for dynamic
network provisioning, we make minor modifications in SC-
LAG-R-NC and SC-LAG to make them suitable for static
network planning. Specifically, in SC-LAG-R-NC, the R-NC
with light-forest is applied when a multicast request canno
be provisioned due to the lack of spectrum resources, which
however, would not be an issue in static network planning.
Hence, we modify this trigger condition to when serving a
multicast request would increase the maximum index of the
used FS’ (MIUFS) in the network. Similarly, SC-LAG is also
modified accordingly.

We evaluate the performance of the ILP model and heuris-
tics in static network planning with the six-node topology
shown in Fig. 5, considering both the cases with and without
R-NC. All the simulations run on a computer with 3.40 GHz
Intel Core i3 CPU and 4 GB RAM and we use Lingo v11.0
[36] to solve the ILP. We assume that in the EON, an FS
provides a capacity off = 12.5 Gb/s when using BPSK
as the modulation format, and we choose two modulation-
levels asm = 1 (BPSK) andm = 3 (8-QAM) to limit



TABLE |
SIMULATION RESULTS FORSTATIC NETWORK PLANNING

4 of Request P ILPRNC sc scLAG sc-LAG-El-Jr::m
MIUFS %‘;‘e”'?s% MIUFS %‘r‘rz‘e"'&g) MIUFS %‘r‘rz‘e"'&g) MIUFS %‘r‘rz‘e"'&g) MIUFS | 10 (3

5 8.4 63368 | 7.2 | 1140687 12.2 0.028 10.4 0.076 10.4 0.087

10 154 | 161119 | 12.6 | 1106.446] 1838 0.041 172 0.147 16.8 0.173

20 246 | 956.641| 206 | 3123.407| 312 0.080 312 0.275 28.6 0.313
35 39.0 | 1948.963] 360 | 8638.648] 52.6 0135 | 474 0507 | 466 0.580
50 53.0 | 3134.702] 50.0 | 9204.175] 71.0 0.167 68.0 0.741 64.8 0.882

the computational complexity. For eadW R(s, D, B), the
sources and destinationd) are randomly chosen, whil&

is uniformly distributed within[25, 75] Gb/s. The size oD is
set a2 or 3 randomly, and the maximum number of light-trees
in a light-forest isK = 3.

Table | shows the simulation results on MIUFS in the
network after serving all the multicast requests and thal tot
computation time. In order to obtain each data point, we run
the simulation5 times and average out the results. Firstly,
we discuss the performance difference between ILP and ILE-
R-NC. We observe that ILP-R-NC obtains smaller results on
MIUFS than ILP but its computation time is also longer, and
the difference between the results on MIUFS is not significan
There are two factors that limit the performance of ILP-R-
NC. One is that due to its high time complexity, we limit the
maximum number of light-trees that can be included in a fight
forest asK = 3, which may make ILP-R-NC provide sub-
optimal solutions since the case with R-NC usually requires
more light-trees to serve a multicast request. The othdras t
the six-node topology is too small, which also restricts the
performance gap between ILP and ILP-R-NC. Secondly, we
analyze the differences among the three heuristics. Wenabserig. 7. US Backbone topology with fiber lengths in kilometerarked on
that SC-LAG-R-NC provides the best performance on MIUFgks:
since it can make network spectrum utilization more compact
While the performance of SC is the worst, since it conside[%’Z
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. . SK, 8-QAM and 16-QAM can be used in the EON. Each
the routing and spectrum assignment of a request separatg

We also notice that SC-LAG and SC-LAG-R-NC have tha el Nk can accommodat8ss FS' (ie, f = 358) that

&ach has a capacity @' = 12.5 Gb/s when using BPSK.
same performanc_e on MIUFS when_ thg number Qf requeﬁtﬁe source and destinations are selected randomly from the
is 5. The reason is that the R-NC with light-forest is seldo

: . % ology, and for each traffic load, we simulaté, 000 re-
applied for such a case in SC-LAG-R-NC. We can also S(aﬁpests. The capacity requirements of the multicast res/aest
that fo_r the_ heu_r|st|cs, the trend on total running time isrie uniformly distributed within[50, 100] Gb/s, and the average
opp_osne d_|rect|on of the performance on MIUFS. number of destinations in the requestsiisWe generate the

Finally, it can be seen that the ILPs has better performa %uests according to the Poisson traffic model withs the
on MIUFS than the heuristics, but they also consume signi

S g verage arrival rate andl as the average holding time. Then,
cantly longer computation time. Therefore, it is not preatio g 1 Y g

he ILPs in | -scal K ; pe traffic load of multicast requests can be quantified vb;ith
use t e s in large-scale petwor ;and/orgdyqamlc njktwén Erlangs. For SC-LAG and SC-LAG-R-NC, we set, :;1
scenario that require real-time service provisioning sieais, d =5 for the NSENET and US Backb tonolodi
considering the complexity and scalability. Thus, we willy 2" F.m‘) % %r 7 € i IanTh' . gc one tﬁpo ogies
discuss the time-efficient heuristics in the performaneduas IN FIgs. & and 7, respeclively. This IS because the average

: : PSS . link lengths in NSFNET and US Backbone 2968.18 km
tion for dynamic network provisioning in the next subsegtio )
y P 9 and 466.49 km, respectively. For SC-LAG-R-NC, we set the

o _ _ _ _ spectrum-splitting granularity aB, = max([21],1) - C.
B. EONSs Provisioning With Dynamic Multicast Traffic Figs. 8(a) and 9(a) show the simulation results on blocking
In this subsection, we perform simulations with the twrobability. It can be seen that in both topologies, SC ptesi
topologies shown in Figs. 6 and 7 for dynamic network prahe highest blocking probability. It performs worse thanGA
visioning. We consider that four modulation formats, BPSKyased approaches since LAG-based approaches achieve inte-
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Fig. 8. Results from simulations with the NSFNET topology. Fig. 9. Results from simulations with the US Backbone togglo

grated multicast routing and spectrum assignment and eanrgduest with a light-forest that consists of one or moretiigh
leviate spectrum fragmentation during the dynamic openati trees. In order to further improve the spectral efficiencyg an
Among the three heuristics, SC-LAG-R-NC performs the besiompensate for the latency differences among the ligestre
This is because the R-NC scheme with spectrum-splitting We used the rateless network coding (R-NC) in the multicast
SC-LAG-R-NC can leverage multiple sub-streams to prowisi®ystem. An ILP model was first formulated to tackle the prob-
relatively large traffic demands and arrange the lightstreell  lem of static network planning. Then, we leveraged the set-
by using the LAG approach. cover problem and utilized layered auxiliary graphs to giesi
Neverthe|ess] even though the LAG-based approaches (gm.e-efﬁdent heuristics. The simulation results showbkdt t
LAG and SC_LAG_R_NC) can improve the b|ocking perfor_the MC-RMSA USing Iight-forest with R-NC could eﬁectively
mance of the network compared with SC, they require mo¥@prove the performance of all-optical multicast in EONSs.
light-trees per request than SC as illustrated in Figs. 8(t)
9(b). This means that they may need more BV-Ts, which ACKNOWLEDGMENTS

results in higher operational costs. Therefore, to provishe This work was supported in part by the NCET program
multicast requests, we have a tradeoff between the blockingqer Project NCET-11-0884, the NSFC Project 61371117,
performance and operational cost. It is also interesting {0 Fundamental Research Funds for the Central Univessitie
notice that the results on the average number of “ght'treﬁﬁK2100060010), Natural Science Research Project for Uni-
per request from SC and SC-LAG stay almost unchandggrsities in Anhui (KJ2014ZD38), and the Strategic Priorit
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NC show noticeable increase when the traffic load is higher
than 150 and 180 Erlangs in the NSFNET and US Backbone
topologies, respectively. This is because when the traffd |

is higher, SC-LAG-R-NC invokes the spectrum-splitting twit [1] W.hShieh, X.Yi, |and Y. Tang, “Transmission e;perimentm]l(x[;)lggigabit
. coherent optical OFDM systems over 1000km SSMF fibEdéctron.

R-NC more frequently to serve more requests in the network. Lett, vol. 43, pp. 183-184, Feb. 2007.
[2] J. Armstrong, “OFDM for optical communicationsJ. Lightw. Techno].

vol. 27, pp. 189-204, Feb. 2009.
VI. CONCLUSION [3] M. Jinno et al, “Distance-adaptive spectrum resource allocation in

spectrum-sliced elastic optical path network [topics iricgp commu-
This paper investigated the MC-RMSA schemes that con- hications],” [EEE Commun. Mag.vol. 48, pp. 138-145, Aug. 2010.

. . . . L [4] O. Gerstel, M. Jinno, A. Lord, and S. Yoo, “Elastic opticeetworking:
sider the physical impairments from both the transmissiwh a a new dawn for the optical layer?EEE Commun. Mag.vol. 50, pp.

light-splitting in EONSs, and proposed to serve each mudtica  S12-S20, Feb. 2012.
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