N
N

N

HAL

open science

Stability property of multiplicities of group
representations

Paul-Emile Paradan

» To cite this version:

Paul-Emile Paradan. Stability property of multiplicities of group representations. Journal of Sym-
plectic Geometry, 2019, 17 (5), pp.1389 - 1426. 10.4310/JSG.2019.v17.n5.a5 . hal-01216505

HAL Id: hal-01216505
https://hal.science/hal-01216505
Submitted on 16 Oct 2015

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-01216505
https://hal.archives-ouvertes.fr

Stability property of multiplicities of group
representations

Paul-Emile PARADAN*

October 16, 2015

Contents

1

2

Introduction

Statement of the results

2.1 Stability result . . . ..o o
2.2 Stability of branching law coefficients . . . . . . . ... ... ... ..
2.3 Stability in a non-compact case . . . . .. ...

Reduction of Kahler manifolds

Witten deformation

4.1 Elliptic and transversally elliptic symbols . . . . . .. ... .. ...

4.2 Localization of the Riemann-Roch character . . . . . . . ... .. ..

43 [Q,RI=0 . . . .

4.4 Main proofs . . . . . .. e
4.4.1 Proof of Theorem A . . . . . . .. ... ... ... ......
4.4.2 Proofof Theorem B . . . . . . .. .. .. ... ... .....
4.4.3 Proof of Theorem C . . . . . . . . .. .. ... ... .....

Examples

5.1 The Littlewood-Richardson coefficients . . . . . . ... .. ... ...

5.2 The Kronecker coefficients . . . . . . . .. . . ... ... ... ....
5.2.1 The partition (1P7) . . . . . . . . . ...
5.2.2 The triple (22),(22),(22) . . . .. .. ... ...

5.3 Plethysm . . .. ... .. .

*Institut Montpelliérain Alexander Grothendieck, CNRS UMR 5149, Université de
Montpellier, paradan@math.univ-montp2.fr



1 Introduction

Recently, Stembridge [26] has proposed to generalize a classical result of
Murnaghan [20] by introducing the notion of stability, a notion that can
be formalized as follows.

Let m : C — N be a map defined on a semi-group C. An element z € C
is called stable if m(x) > 0 and if the sequence m(y + nz) converge for any
y € C, and is called semi-stable if m(nz) = 1 for all n € N. In this paper
we will study weak version of stability: « € C is called weakly stable if
the sequence m(y + nz) is bounded for any y € C, and is called weakly
semi-stable if the sequence m(nz) is bounded.

In the case were m is the map defined by the Kronecker coefficients,
Stembridge [26] has shown that stable points are semi-stable, and the con-
verse statement was proved by Sam and Snowden [24].

The main purpose of this paper is to study these stability properties in
a more general setting. Let p : G — G be a morphism between compact
connected Lie groups. We can associate to it a map m, : Cg XCs — N where
Cg, and Cg are the semi-groups of dominant weights that parametrized
the irreducible representations of G and G, and m, (1, i) is defined as the

multiplicity of the representation VHG in the restriction VﬁG|G. In this context
we generalize the results of Stembridge, Sam and Snowden by proving that
“stability” = “semi-stability” and “weak stability” =“weak semi-stability”.

When = € C is semi-stable we can define a map m* : C — N : the
value m”(y) is the limit of the sequence m(y + nz) when n — co. We will
give a formula for these stretched coefficients when we work with the map
m,. It generalizes some computations done by Brion [8], Manivel [14] and
Montagard [18] in the plethysm case. In fact we are able to give a formula
of m(y + nx) when x is weakly stable and n is large enough.

Another interesting question is to produce examples of stable elements.
In the case of Kronecker coefficients, Vallejo [28] and Manivel [15] introduced
a notion of “additive matrix” that permits them to parametrize a large
family of stable elements. In Section 5 we show that this notion can be
transferred to the morphism case p (see Definition 5.1), and we compute the
stretched coefficients associated to it.

The method used in this paper is explained in the next section. The
overall strategy is to obtain these stability properties and the computation
of the stretched coefficients as an application of the credo “[Q,R]=0" of
Guillemin-Sternberg [9].
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2 Statement of the results

Let M be a compact complex manifold acted on by a compact Lie group
G. Let L — M be a G-equivariant holomorphic line bundle that is assumed
to be ample. Note that the G-action on £L — M extends to the complex
reductive group Gc [9].

In this context, we are interested in the family of G-modules T'(M, L&™)
formed by the holomorphic sections, and more particularly to the sequence
H(n) := dimT'(M,£®")% n > 1. For any holomorphic G-complex vector
bundle & — M, we consider also the sequence

He(n) == dim (M, € ® L&), n > 1.

Our main result, that we will detail in the next Section, can be sum-
marized as follows : if the sequence H(n) is bounded, then the sequence
Hg¢(n) is bounded for any holomorphic G-complex vector bundle £ and we
can compute its value for large n.

2.1 Stability result

Since the line bundle £ is ample, there exists an Hermitian metric h on
L such that the curvature Q := i(V")2 of its Chern connection V" is a
Kahler class : £ is a symplectic form on M that is compatible with the
complex structure. By an averaging process we can assume that the G-
action leaves the metric and connection invariant. Hence we have a moment
map ¢ : M — g* defined by Kostant’s relations

(2.1) L(X) — u(Xp)V =i(®, X) forall X €g.

Here L(X) is the Lie derivative on the sections of £, and Xs(m) := %e‘sx-
m|s—o is the vector field generated by X € g.

The [@, R] = 0 Theorem of Meinrenken [16] and Meinrenken-Sjamaar
[17] says that the moment map P gives a geometric interpretation of the
sequence H(n). An important object here is the reduced space

My := &~ 10)/G

which is homeomorphic to the Mumford GIT quotient M /Gc [11].



A special case of the [@, R] = 0 Theorem is the following basic but
important fact that is explained in Section 3.

Proposition 2.1 We have the following equivalences:

eH(n)=0,Vn>1 < My=0,

e H(n) is non-zero and bounded <= My = {pt}.

When My = {pt}, we have H(n) := dim[L%"|,,,]7 where m, € ®71(0)
and H is the stabilizer subgroup of m,. In particular if H(1) # 0, then
H(n) =1 for alln > 1.

Let us recall the geometric criterion that characterizes the fact that the
reduced space My is a singleton. We consider the tangent space T,,, M
attached to m, € ®71(0): it is a complex H-module where H is the stabilizer
subgroup of m, acts. We consider the complex subspace gc - mo, C Ty, M
which is the tangent space at m, of the complex orbit G¢ - m,.

The following H-module is important for our purpose:

(2.2) W := Ty, M/ac - mo.

Let us denote Sym(W*) the H-module formed by the polynomial func-
tions on W. The following standard fact is explained in Section 3.

Proposition 2.2 We have ®~1(0) = Gm, if and only if the H-multiplicities
of Sym(W*) are finite.

Our main contribution is the following stability result.

Theorem A Let &€ — M be an holomorphic G-vector vector bundle.
o I[fH(n)=0,Vn >1, then Hg(n) =0 if n is large enough.
e IfH(n) is bounded and non-zero, then
He(n) = dim [Sym(W*) ® E|pn, @ L5, "
for n large enough. In particular the sequence Hg(n) is bounded.

o [fH(n) is bounded and H(1) # 0, we have H(n) = 1, Yn > 1. More-
over He(n) is increasing and equal to dim [Sym(W*) @ &|, 17 for n
large enough.

In the next section we will give a consequence of Theorem A to the
branching laws between compact Lie groups.



2.2 Stability of branching law coefficients

Let p: G — G be a morphism between two connected compact Lie groups.
We denote dp : g — g the induced Lie algebras morphism, and 7 : g* — g*
the dual map.

Select maximal tori 7 in G and T in G, and Weyl chambers th, in t*

and t$, in t*, where t and t denote the Lie algebras of T, resp. T
Let Asg C E*zo, A>o C t5, be the set of dominant weights. For any
(, 1) € A>p X /NXZO, we denote VMG, V[LG the corresponding irreducible repre-

sentations of G and G, and we define
(2.3) m(y, i) € N

as the multiplicity of VMG in V[LG |G-

For any weights (u, i), we denote (GJi) u the reduction of the G-Hamiltonian
manifold Gji at p : in other words (Gfi), := G N 7w~ ' (Gu)/G. We start
with the following particular case of Proposition 2.1

Proposition 2.3 We have the following equivalences
e m(nu,nji) =0, Vn>1 <= (Gji), =0

o m(npu,nji) is bounded and non-zero <= (Gjfi), = {pt}.

When (Gf1),, = 0, Theorem A tell us that for any dominant weight (1, A),
m(\ + nj, A+ nji) = 0 when n is large enough.

Let us concentrate to the case where (G/ji) p # 0. We work here with
the complex G-manifold P = é,& x G where we take the opposite kihler
structure on Gp. Let &, € G such that 7(¢,) = u: the stabilizer subgroup
H C G of & is contained in G,. On the coadjoint orbit G we work with

the line bundle [C;] ~ G Xé, Cj, and the vector bundle &5 := G Xé, VS\G[L

where VS\G[L is the irreducible representation of éﬁ with highest weight .
We consider the following H-modules associated to p = (&, 1) € P:

L D= [Calle, ® (Cp)*|a,
Gy
2. E)\75\ = 55\|§O & (V)\ H) |H,

3. W := T,P/gc - p that is isomorphic to Tgoéﬂ/p(pu) - &,. Here p, is
the parabolic sub-algebra of gc defined by p, = Z(a,u)>0(g‘c)a'



Note that H acts trivially on the H-module D (it is a consequence of the
Kostant relations). Hence the sequence (D®"),,~; of H-modules is periodic.

In this setting Proposition 2.2 says that (éﬂ)u = {pt} if and only if the
H-module Sym(W*) has finite H-multiplicities. Theorem A becomes

Theorem B Let (u, i) be a dominant weight such that (Gfi), = {pt}.

e We have m(nu, nji) = dim[D®" 7 n > 1, and for any dominant weight
(A, ) the equality

m(A + np, A+ nji) = dim[Sym(W*) ® E, 5 © D¥""

holds for n large enough. In particular the sequence m(A+npu, A +nji)
s bounded.

o If m(p, i) # 0, we have m(nu,nji) = 1,Yn > 1. Moreover the se-
quence m(\ + npu, A+ nfi) is increasing and constant for large enough
n, equal to dim[Sym(W*) ® E, 5]7.

In section 5 we give some examples where Theorem B applies.

2.3 Stability in a non-compact case

We consider here a closed subgroup K of G and a Hermitian K-module
V. We denote @y : V — £ the (moment) map defined by (®y(v), X) =
(v, Xv). In this section we assume that the algebra Sym(V*) of polynomial
functions on V has finite K-multiplicities.

Let E be the representation of G which is induced by the K-module
Sym(V*). We write B =3, m(,u)Vf where VHG is the irreducible represen-
tation of G parametrized by u, and

m(y) = dim [Sym(V*) ® (Vf)*!K]K

The study of the asymptotic behaviour of the multiplicity function p
m(p) uses that the representation space E can be constructed as the “geo-
metric quantization” of the Hamiltonian G-manifold

(2.4) M:=Gxg (E-aV)
with moment map ® defined by the relation

d([g; € @0v]) =g (£ + Py (v)).



Recall that the complex structure on M comes from the natural isomorphism
M ~ G(C X K¢ V.

We denote M,, ;= ®~1(Gu)/G the symplectic reduction of M at u. Here
the [@, R] = 0 Theorem gives the following

Proposition 2.4 We have the following equivalences:
em(nu) =0, Vn>1 <= M, =0,
e m(npu) is non-zero and bounded <= M, = {pt}.

We fix a dominant weight u. Let m, € M such that ®(m,) = u. Its
stabilizer subgroup H C G is contained in G),. Hence the 1-dimensional
representation C,, of the group G, can be restricted to H. It is not difficult
to see that the connected component H? acts trivially on C,. Hence the
sequence C,,,|g of H-modules is periodic.

The complex H-module W := T,, M/gc - m, associated to the point
Mo = [go, Vo] € G XKk V is naturally equal to V/€c - v,. Recall that the
H-multiplicities in Sym(W*) are finite if and only if ®~1(Gu) = Gm,.

In this non-compact setting, we obtain the following stability result

Theorem C

e If m(nu) = 0, Yn > 1, then for any dominant weight A we have
m(\ +np) =0 if n is large enough.

e Ifm(npu) is bounded and non-zero, then m(nu) = dim|[C,,| ), n > 0,
and for any dominant weight A

H
m(A + np) = dim [Sym(W*) @ (Vi) i @ Cpyln |

for n large enough. In particular the sequence m(\ + nu) is bounded.

o I[fm(npu) is bounded and m(u) = 1, the sequence m(A+mnu) is increas-
ing and constant for large enough n, equal to dim[S(W*)@(V)\G“)ﬂH]H.

The following example recovers the situation studied in Section 2.2

Example 2.5 Consider the case of a morphism p : K — K between two
connected compact Lie groups. If we work with the groups G := K x K,
K — G embedded diagonally, and the trivial module V = 0, the G-manifold
(2.4) corresponds to the cotangent bundle T*K with the action of K x K



induced by the following action of K x K on K: (k,k) - g = kgi(k)~'. In
this setting the multiplicity function is defined by the relation

~ = K
for (\,\) € Kx K.

3 Reduction of Kahler manifolds

We consider a complex manifold M, not necessarily compact, and a holo-
morphic Hermitian line bundle (£,h) on it. We assume that the curvature
Q = i(V")? of its Chern connexion V" is a Kiihler class (we says that the
line bundle £ prequantizes the symplectic form ).

We suppose furthermore that a compact connected Lie group G acts
on L — M leaving the metric and connection invariant. Hence we have a
moment map ® : M — g* defined by Kostant’s relations 2.1. Let us assume
that the G-action on M extends to a Gc-action and that the momentum
map & is proper. Then the G-actions on £ and on its smooth sections can
both be uniquely extended to actions of G¢, and the projection £ — M is
equivariant.

An important object in this context is the reduced space

My = d71(0)/G

which is compact. When 0 is a regular value of ®, the set My is an orb-
ifold equipped with an induced Kahler structure form (€, Jp), and the line
orbibundle Lg := L|g-1(0)/G prequantizes (Mo, Qo).

In general the set My has a natural structure of a singular Kahler man-
ifold that is defined as follows. A point m € M is (analytically) semi-stable
if the closure of the G¢-orbit through m intersects the zero level set ®~1(0),
and we denote the set of semi-stable points by M*S.

On M®, we have a natural equivalence relation : = ~ y <= Gcx N
Gcy # 0. The Mumford GIT quotient M /G is the quotient of M by this
equivalence relation [19, 11, 25].

We have the following crucial fact

Theorem 3.1 The set M //Gc has a canonical structure of a complex an-
alytic space, and the inclusion ®~1(0) < M* induces an homeomorphism

MO ~ M//G(C



To get a genuine line bundle on My, we have to replace £ by a suitable
power L := £% such that for any m € ®!(0) the stabilizer subgroup
G acts trivially on LL|,,. Then Ly := £L®g-1(5)/G is an holomorphic line
bundle on Mj.

We need the following result (see Theorem 2.14 in [25]).

Theorem 3.2 The line bundle Ly is positive in the sense of Grauert. The
reduced space My is a complex projective variety, a projective embedding
being given by the Kodaira map My — IP’(I‘(MO,L?R)) for all sufficiently
large k.

The following theorem is the first instance of the [@, R] = 0 phenomenon.
It was proved by Guillemin-Sternberg [9] in the case where 0 is a regular
value of ® and M is compact. In [25] Sjamaar extends their result by dealing
the non-smoothness of My and the non-compactness of M.

Theorem 3.3 The quotient map M — My and the inclusion M C M
induce the isomorphisms T'(M, L)¢ ~ T'(M*, L)% ~T'(My, q¢ L), where ¢¢ L
is the sheaf of invariant section induces by the line bundle L.

In this paper we will use Theorems 3.2 and 3.3 to get basic results con-
cerning the sequence H(n) := dimT'(M, L)Y n > 1.

Proposition 3.4 For n large enough, the sequence H(nq) is polynomial
with a dominant term of the form cn® where « is the complex dimension of
the (smooth part of the) projective variety M.

Proof. It is direct consequence of two facts: H(ng) := dim I'( My, L")
thanks to Theorem 3.3 and the Kodaira map My — P(I'(Mo, L§™)) is a
projective embedding for n large enough.

We get then the following useful result.

Lemma 3.5 ¢ H(n) =0, n>1 <= My=0.
e H(n) is non-zero and bounded <= My = {pt}.
o IfH(n) is bounded and H(1) # 0, then H(n) =1 for alln > 1.

Proof. The implications = are a consequence of Proposition 3.4, and
the implications <— are a consequence of Theorem 3.3. For the last point
we use first the [Q, R] = 0 theorem when My = {pt} : we have

H(n) := dim [£%"],,,]"



where m € ®71(0) and H is the stabilizer subgroup of m,. The H-module
L], is trivial if and only if H(1) = 1. The third point follows then.

We can now state the corresponding result that relates the multiplicities

m”(u, n) = dim [[(M, £L5") @ (V)]

with the reduced spaces M,, :== ®~1(Gu)/G.

Lemma 3.6 e m*(nu,n) =0, n>1 < M, =0.
e m*(nyu,n) is non-zero and bounded <= M, = {pt}.

Proof. It is a direct consequence of the shifting trick by applying
Lemma 3.5 to the Kéhler manifold M x (Ku)~ prequantized by the holo-
morphic line bundle £ ® [C_,].

We finish this section by recalling the following fact.

Lemma 3.7 e Suppose that H(1) # 0. Then for any holomorphic vec-
tor bundle & — M, the sequence He(n) = dimI'(M,€ @ L&) is
INCTeasing.

o Let m, € ®7Y(0) with stabilizer subgroup H. We consider the H-
module W := T,,. M/gc - mo. Then ®~1(0) = Gm, if and only if the
algebra Sym(W*) has finite H-multiplicities.

Proof. The first point follows from the fact that for any non-zero
section s € T'(M, E)G, the linear map w — w ® s defines a one to one map
from T'(M, & @ L&) into T'(M, € @ LEHHE,

Let us check the second point. The vector space g-m, C T,,, M is totally
isotropic, since (X - Mo, Y - my) = (®(m,), [X,Y]) = 0. Hence we can
consider the vector space E,,, := (g-m,)"/g-m, that is equipped with a H-
equivariant symplectic structure Qg,, : we denote by ®g,, : Ep, — b the
corresponding moment map. A local model for a symplectic neighborhood
of Gm, is G x g (b* x E,,,) where the moment map is ®,,,[g; &, v] = g(& +
®p,, (v)). We see then that ®~1(0) = Gm, if and only if the set @E;O(O)
is reduced to {0}, and it is a standard fact that @E}n (0) = {0} if and only
if the algebra Sym(£;, ) has finite H-multiplicities. ’

We are left to prove that E,, ~ W. Let J be a complex structure on
Ty, M compatible with the symplectic form €2,,,. Since the vector space
gc - M, is equal to the symplectic subspace g-m, ® J(g-m,), the H-module

10



W has a canonical identification with its (symplectic) orthogonal (g - m, @
J(g-m,))*t. Finally the orthogonal decomposition

(8-mo®J(g-mo))" ®g-mo=(g-mo)"

shows that the complex H-modules W and E,,  are equal.

4 Witten deformation

4.1 Elliptic and transversally elliptic symbols

Let us recall the basic definitions from the theory of transversally elliptic
symbols (or operators) defined by Atiyah-Singer in [1].

Let M be a compact G-manifold with cotangent bundle T*M. Let p :
T*M — M be the projection. If £ is a vector bundle on M, we may
denote still by £ the vector bundle p*€ on the cotangent bundle T*M. If
ET. E~ are G-equivariant complex vector bundles over M, a G-equivariant
morphism o € C*°(T*M,Hom(ET,£7)) is called a symbol on M. For z € M,
and v € TFfM, thus o(x,v) : E|f — £|, is a linear map. The subset
of all (z,v) € T*M where the map o(z,v) is not invertible is called the
characteristic set of o, and is denoted by Char(o). A symbol is elliptic if its
characteristic set is compact.

The product of a symbol ¢ by a G-equivariant complex vector bundle

F — M is the symbol ¢ ® F defined by
(0@ F)(x,v) = o(z,v) @ 1F,.

An elliptic symbol o on M defines an element [o] in the equivariant K-
theory of T*M with compact support, which is denoted by K%(T*M ). The
index of ¢ is a virtual finite dimensional representation of GG, that we denote
by Index (o) € R(G) [3, 4, 5, 6].

Recall the notion of transversally elliptic symbol. Let T M be the fol-
lowing G-invariant closed subset of T* M

TeM ={(z,v) e T"M, (v, X -z) =0 forall X €g}.

Its fiber over a point € M is formed by all the cotangent vectors v € T M
which vanish on the tangent space to the orbit of x under G, in the point
x. Thus each fiber (T}, M), is a linear subspace of Ty M. In general the
dimension of (T, M), is not constant and this space is not a vector bundle. A
symbol o is G-transversally elliptic if the restriction of o to T, M is invertible
outside a compact subset of T, M (i.e. Char(c) NTEM is compact).

11



A G-transversally elliptic symbol ¢ defines an element of K%(TEM ),
and the index of o defines an element Index?/ (o) of R(G).

The index map Index : K% (T5M) — R(G) is a morphism of R(G)
module: for any G-module V,

(4.5) Index (6 ® V) = Index (0) @ V.

Any elliptic symbol is G-transversally elliptic, hence we have a restriction
map K& (T*M) — K%(TE M), and a commutative diagram

(4.6) K%(T*M) —= K%(T5M)
Indexgl lIndexg
R(G) R(G) .

Using the excision property, one can easily show that the index map
Index? : K% (TEU) — R(G) is still defined when U is a G-invariant relatively
compact open subset of a G-manifold (see [21][section 3.1]).

Finally the index map Index : K%(T5M) — R(G) can be still defined
when M is a non-compact manifold. Any class o € K%(TEM ) is represented
by a symbol on M with a characteristic set Char(c) C T*M intersecting
THM in a compact set. Let U be a G-invariant relatively compact open
subset of M such that Char(c) N TELM C T*U. The restriction oy defines
a G-transversally elliptic symbol on U, and we take

Index (¢) := Index% (o y).

Remark : In the following the manifold M will carry a G-invariant
Riemannian metric and we will denote by v € T*M — v € TM the corre-
sponding identification.

4.2 Localization of the Riemann-Roch character

Let M be a G-manifold equipped with an invariant almost complex structure
J. Let p: TM — M be the projection. The complex vector bundle (T*M)%!
is G-equivariantly identified with the tangent bundle TM equipped with
the complex structure J. Let hjs be an Hermitian structure on (TM, J).
The symbol Thom(M,.J) € C* (T*M,Hom(p*(AL*"TM), p*(AXITM)))
at (m,v) € TM is equal to the Clifford map

(4.7) cm(v) @ AFT, M — AXIT,, M,

12



where ¢, (v).w = VA w — o(D)w for w € ALT,,,M. Here «(0) : AT\, M —
/\EleM denotes the contraction map relative to hys. Since c,,(v)? =
—||v||’1d, the map c,,(v) is invertible for all v # 0. Hence the symbol

Thom(M, J) is elliptic when the manifold M is compact.

Definition 4.1 Suppose that M is compact. To any G-equivariant complex
vector bundle £ — M, we associate its Riemann-Roch character

RRZL(M, &) := Index (Thom(M, J) ® ) € R(G).

If the complex structure J is understood we just denote RRg(M,—) the
Riemann-Roch character.

Remark 4.2 The character RRg (M, &) is equ_al to the equivariant index
of the Dolbeault-Dirac operator Dg = v/2(Dg + 82), since Thom(M, J) ® €
corresponds to the principal symbol of Dg (see [T][Proposition 3.67]).

Let us briefly explain how we perform the “Witten” deformation the
symbol Thom(M,J) with the help of an equivariant map ¢ : M — g~
[21, 13, 23]. Consider the identification { — &, g* — g defined by a G-
invariant scalar product on g*. We define the Kirwan vector field:

(4.8) Ko (m) = (gb(m))M (m), me M.
We denote Z4; C M the subset where k¢ vanishes.

Definition 4.3 The symbol Thom(M,J) pushed by the vector field Ky is
the symbol cy defined by the relation

Cglm(v) = Thom(M, J)|m (¥ — rg(m))
for any (m,v) € T*M.

Note that cg|m,(v) is invertible except if 7 = ky(m). If furthermore v
belongs to the subset T, M of cotangent vectors orthogonal to the G-orbits,
then v =0 and m € Z, = {ky = 0}. Indeed ry(m) is tangent to G -m while
v is orthogonal. Finally we have Char(cy) N TEM ~ Zy.

Definition 4.4 When the critical set Zy, is compact, we define
RRa(M,E,¢) € R(G) as the equivariant index of the transversally elliptic
symbol ¢y, ® € € K& (TEM).
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When M is compact, it is clear that the classes of the symbols ¢y ® &
and Thom(M, J) @ € are equal in K (T§ M), hence the equivariant indices
RRG(M, ) and RRg (M, E, ¢) are equal.

For any G-invariant open subset U C M such that U N Z, is compact in
M, we see that the restriction cy|y is a transversally elliptic symbol on U,
and so its equivariant index is a well defined element in }AE(G)

Definition 4.5 e A closed invariant subset Z C Zy is called a component
if it is a union of connected components of Zy.
e For a compact component Z of Zy, we denote by

RRG(M,E,Z,6) € R(G)

the equivariant index of ¢y ® E|1+y, where U is any G-invariant open subset
such that U N {ky = 0} = Z. By definition, RRq(M,E,Z,¢) = 0 when
Z=1.

In this paper we will have a particular interest to the character
RRG’(M7 57 (ﬁil(o)a ¢) € ]%(G)

which is defined when ¢~!(0) is a compact component of Zy.

43 [Q,R =0

When (M,Q, ®) is a compact Hamiltonian G-manifold, the Riemann-Roch
character RRg (M, —) is computed with an invariant almost complex struc-
ture J that is compatible with . Here the Kirwan vector field k¢ is the
Hamiltonian vector field of the function S!|®||>. Hence the set Zg of ze-
ros of ke coincides with the set of critical points of ||®[|2. When M is
non compact but the critical set Zg is compact, we can define the localized
Riemann-Roch character RRg (M, —, ®). If moreover the map ® is proper,
the set ®~1(0) will be a compact component of Zg, so we can consider the
localized Riemann-Roch character RRg(M, —, ®~1(0), ®).

Let £ — M be a Hermitian line bundle that prequantizes the data
(M, Q, ®). In this setting we are interested by the dimension of the trivial G-
representation in RRg(M, L&) that we simply denote [RRg(M, LE)]|C €
7.

One of the main fact of this localization procedure is the following

Theorem 4.6 ([21, 23]) Let (M,Q,®) be a Hamiltonian G-manifold pre-
quantized by a line bundle L. Let £ be an equivariant vector bundle on M.
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o When M is compact, we have

[RRa(M, £5™)]% = [RRa(M, LE",&71(0),®)], for n > 1,
[RRe(M, LE" 2 €)]9 = [RRa(M,LE" @ €,871(0),®)], for n >> 1.
o [f ® is proper and the critical set Zg is compact, we have
[RRa(M, £2",®)]“ = [RRa(M, L8, @71(0), )], for n > 1,
[RRo(M, L5" @ £,8)]9 = [RRa(M,L2" ®&,871(0),®)], for n >> 1.

Let us finish this section by explaining the cases where the quantity
[RRa(M,€,971(0),®)] “ can be computed as an index on the reduced space
Mj.

First suppose that 0 is a regular value of ®. The reduced space My is
a symplectic orbifold, and we can define in this context a Riemann-Roch
character RR(Mj, —) with the help of a compatible almost complex struc-
ture. For any equivariant vector bundle F on M we define the orbibundle
Fo := Flo-1(0)/G on My, and we have

[RRe (M, F,7(0),8)]“ = RR(Mo, Fo).

Suppose now that 0 is a quasi-regular value of ®. It is the case when
there exists a sub-algebra b of g such that Z := ®~1(0) is contained in the
sub-manifold My = GMy where My = {m € M,g,, = b}. Let N be the
normalizer subgroup of h in G, and let H° be the closed connected subgroup
of G with Lie algebra h. Thus M) ~ G xny My and Z ~ G xy Zy where
Zy = ®710) N My is a compact N-submanifold of M with a locally free
action of N/H°. Then the reduced space

My :=®(0)/G = Zy/(N/H®)

is a compact symplectic orbifold.
Let W — Z be the symplectic normal bundle of the submanifold Z in
M: for x € Z,
Wl = (T 2)1 /(T 2) N T, 2,

were we have denoted by (T,Z)* the orthogonal with respect to the sym-
plectic form. We can equip W with an H-invariant Hermitian structure
h such that the symplectic structure on the fibres of W — Z is equal to
—Im(h).

The sub-algebra h acts fiberwise on the complex vector bundle W| z,- We
consider the action of h on the fibres of the complex bundle Sym(W*|z, ).
We will use the following result ([23][Section 12.2]).
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Lemma 4.7 The sub-bundle [Sym(W*|z, )" is reduced to the trivial bundle

Thanks to Lemma 4.7, we can introduce the following notion of reduction
in the quasi-regular case.

Definition 4.8 If F — M is a K- equivariant complex vector bundle, we
define on My the (finite dimensional) orbi-bundle

Fo = [Flz, ® Sym(W|z,)]" /(N/H?).
Ifb acts trivially on the fibres of |z, , the bundle Fo is equal to F|z, /(N/H®).

The following result is proved in [23][Section 12.2].

Theorem 4.9 Assume that ®~1(0) C M. For any G-equivariant complex
vector bundle F — M, we have

19 = RR(Mp, Fo).

[RR¢ (M, F,(0),®)

A case of particular interest for us is when the reduced space M, :=
®-1(0)/G is reduced to a point : we are in the quasi-regular case. Let H
be the stabilizer subgroup of m, € Z := ®~1(0) (which is not necessarily
connected). Then Z = G -m, ~ G/H is contained in GMy where b is the
Lie algebra of H.

By definition the fiber of the complex vector bundle W — Z at m, is
Wim, = (8- mo)*"/g - m,. We have checked in the proof of Lemma 3.7 that
the H-modules W)|,,, coincides with W := T,,, M /gc - m,. Recall that the
hypothesis Z = G - m,, is equivalent to the fact that the complex H-module
Sym(W*) has finite multiplicities.

In this case Theorem 4.9 gives

Corollary 4.10 Suppose that ®~1(0) = G - m, with G,,, = H. For any
G-equivariant complex vector bundle F — M, we have

[RRe(M, F,&71(0),®)] 7 = [Sym(W*) © Fl,n, )7,

where W := T, M/gc - m,.
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4.4 Main proofs
4.4.1 Proof of Theorem A

Consider a G-compact complex manifold M endowed with an ample holo-
morphic G-line £ — M with curvature the symplectic two-form €. Let
® : M — g* be the moment map associated to the G-action on L (see
(2.1)).

Let &€ — M be an holomorphic G-vector bundle. In this context, we
are interested in the family of G-modules I'(M,€ ® £®") formed by the
holomorphic sections. We denote He(n) the dimension of T'(M, £ @ L&),
When we take £ = C, we denote H(n) = dim I'(M, L&")C,

By Kodaira vanishing theorem, we know that

He(n) = RR¢ (M, € @ £L2™)]¢

when n is sufficiently large. On the other hand Theorem 4.6 tell us that
[RR (M, E® L)Y is equal to [RRa(M, € @ L™, @71(0), )] “ for n large
enough. We know then that

(4.9) He(n) = [RRq(M, € ® L&, 07(0), )]

when n is sufficiently large. Two cases are considered in Theorem A.

e Suppose that H(n) = 0 for all n > 1. We have seen in Lemma 3.5 that
it means that ®~1(0) = ). In this case relation (4.9) shows that Hg(n) = 0
if n is large enough.

e Suppose that the sequence H(n) is non-zero and bounded: here we
have that ®~1(0) = G - m,, for some m, € M. Corollary 4.10 tell us that

[RRa(M, € @ L2, &71(0), )] 7 = [Sym(W*) & E|pm, @ L|n,] ",

where H is the stabilizer subgroup of m,, and W := T,,. M/gc - m,.
The proof of Theorem A is then completed.

4.4.2 Proof of Theorem B

Here we use the notations of Section 2.2. We fix a dominant weight (u, i)
for the group G x G, and we work with the G-manifold P = Gji x (Gu)~,
where (Gu)~ is the coadjoint orbit with the opposite symplectic and complex
structure. The line bundle Lp := [C;] X [C_,] prequantizes the symplectic
form Qp := Qéﬂ X —{1gy. The moment map ®p : M — g* is defined by the

relation ®p(€,€) = m(€) — &,
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The Borel-Weil Theorem says that the G-module I'(P, £L5") corresponds
to the tensor product (Vncit)* ® Vn%lg, hence H(n) := dim[['(M, £L2)]C is
equal to the multiplicity m(nu,nfi). Here Lemma 3.5 tell us that the se-
quence m(nu, nfi) is bounded if and only if the reduced space (Gfi),, is empty
or reduced to a singleton. .

Now we want to investigate the behaviour of the sequence m(A+nu, A\ +
nji). On the coadjoint orbit Gji (resp. Gu) we consider the complex vector
bundle &5 = G e VS\G’1 (resp. &\ == G xg, V)\G“). A direct computation
gives that Viinﬂ = RRs(Gf1, £5®[Cy]®™) and (Vg_nu)* =RRa((Gp)~,E5®
[C_p]®™), hence m(X + nu, A + np) = [RRq(M, & @ £ @ LO)] “

If we use Theorem A, we obtain the following result:

e Suppose that m(nu, nji) = H(n) = 0 for all n > 1. Then m(A+npu, A+
nii) = Heg(n) = 0 if n is large enough.

e Suppose that the sequence m(ngu, nji) = H(n) is non-zero and bounded:
here we have that ®~1(0) = G(&,, 1) for some &, € Gfi. In this case we have

~ H
m(A -+ np, A+ nji) = [Sym((WF)") 9 E, 5 o D]

if n is large enough. Here H is the stabilizer subgroup of p = (&, u),
* G *
WP =T,P/gc - p, D := [Czlle, ® (Cp)*|m, and Ey 5= &le, ® (V")
The proof of Theorem B is completed with the following

Lemma 4.11 The H-modules WF is isomorphic to Te,Gji/p(p,.)-&o, where
p, s the parabolic sub-algebra of gc defined by p,, = Z(a,u)zo(gc)a‘

Proof. = We have T,P ~ Tgoéﬁ X gc/pu- Hence the map Tgoé —
T,P/gc - p,v — (v,0) is surjective with kernel equal to p(p,) - &o.

4.4.3 Proof of Theorem C

Here K is a closed subgroup of GG, and we use a K-invariant decomposition :
g=*tdq. Let V be a K-Hermitian vector space such that the K-module
Sym(V*) has finite multiplicities. The proof of Theorem ?? is an adaptation
of the previous arguments to the case where we work with the non-compact
manifold M := G xg (q* @ V).

The symplectic structure on M is defined as follows. Let 6 € AY(G) ® g
the canonical connection relatively to right translation : 9(%“:096”( )=X.
Let Qy be the symplectic structure on V' which is —1 times the imaginary
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part of the hermitian structure of V. Let Ay the invariant 1-form on V
defined by Ay (v) = %Qv(?}, —) : we have Qy = d\y. The moment map Py :
V — ¢ associated to the K-action on (V,Qy) is defined by (®y (v), X) =
2Oy (Xv,v). Recall that our hypothesis “the K-module Sym(V*) has finite
multiplicities” implies that the map ®y is proper: one has a relation of the
form || @y (v)|| > c|lv||? for some ¢ > 0.

We consider the 1-form A := Ay — (£ ® @y, 0) on G x (q* & V), which is
G x K-equivariant and K-basic. It induces a 1-form Ay; on M.

We have the standard fact.

Proposition 4.12 e The 2-form Qu := dAys defines a G-invariant sym-
plectic form on M. The corresponding moment map is ®([g;& @ v]) =
g€ ® By (v)).

e The moment map ® is proper and Zg ~ G/K.

o The trivial line bundle C on M prequantizes the 2-form Q.

We equip M with an invariant almost complex structure compatible with
Q. Since the critical set Zg is compact, one can define the the localized
Riemann-Roch character RRg(M, —, ®). The following result is proved in
[22][Section 2.3].

Proposition 4.13 We gave

RR¢(M,C,®) = Ind% (Sym(V*)) = > m(u)V,7,

pneG

with m(p) = dim [Sym(V*) ® (Vf)*yK]K

In order to compute geometrically m(u) we have to adapt the shifting
trick to this non-compact setting. Let us fix two dominant weight © and A.
Like in the previous section we work with the G-manifold P = M x (Gu)~,
that is equipped with

e the symplectic form Qp := Qy x —Qgy,

e the line bundle £Lp := CX [C,]~! that prequantizes Qp,

e the moment map ®p : P — g* that is defined by the relation ® p(m,§) =
q)M(m) - 5’

e the vector bundle &) := CK G xg, VAG”.

For any R > 0, we define M<p as the compact subset of points [g; { @ v]
such that [|£]| < R and |jv| < R. We start with the following basic fact
whose proof is left to the reader.
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Lemma 4.14 There exists ¢ > 0, such that for any p the critical set Zg,, C
P =M x Gu s contained in the compact set M<y, X Gu.

Since Zg, is compact we can consider the localized Riemann-Roch char-
acter RRg(P,—, ®p). Here the map ®p is also proper, hence we can con-
sider the Riemann-Roch character RRg (P, —, ®5'(0), ®p) localized on the
compact component ®5'(0).

Lemma 4.15 We have
mZ (A + np,n) = [RRa(P, & @ L™, 25(0), @p)]“

for n large enough.

Proof. We consider the family of equivariant maps ¢! : P — g*,t €
[0,1] defined by the relation ¢'(m, &) = ®p(m) — t€. Let &' be the Kirwan
vector field attached to ¢f, and let Zg4t be the vanishing set of k': thanks to
Lemma 4.14 we know that Zy: is a compact subset included in M, x Gu
for any t € [0, 1].

We know then that the family of pushed symbols c4: is an homotopy of
transversally elliptic symbols on P. We get then that

RRG(P, & @ LS, ®p) = RRa(P,E @ LE", )
= RRg(M,C,®) @ RRa((Gu)™,E ® [(C_nu])
= RRg(M,C, o) @ (V)"

At this stage we have proved that
(4.10) m(\ +np) = [RRa(P,& ® L™, &p)]©

for any n > 0. Since Theorem 4.6 tells us that the right hand side of (4.10)
is equal to [RRa(P, & @ LT, 351(0), @p)]G for large enough n, the proof
of our Lemma is completed.

Like in the previous section, the term
* — G
Qup(n) := [RRa(P. &5 ® LE", @51 (0), @p)]
can be computed explicitly when the reduced space ®5'(0)/G is empty or

a point:
o If ©,'(0) = 0, we have Q) ,(n) = 0 for any n > 0.
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o If ,1(0) = G - (my, ) for some m, € M, we have

H
Qrpu(n) = [Sym(W*) @ C_pp @ (V) u| . n>0

where H is the stabilizer subgroup of m,, and W = T, M /p, - m,.

We have proved that :

o if M, = 0, we have m(\ + nu) = 0 if n is large enough, for any
dominant weight A,

o if M, = {pt}, we have m(X + nu) = [Sym(W*) ® C_,,, ® (VAG“)*|H]H
if n is large enough, for any dominant weight .

The last thing that we need to prove is the following

Proposition 4.16 ¢ m(nu) =0,n>1 < M, =10,
e m(nu) is non-zero and bounded <= M, = {pt}.

Proof. We will show that the proof follows from Lemma 3.6.

The symplectic manifold M = G Xk (q ® V) admits a natural identifi-
cation with the complex manifold G¢ x k. V, through the map [g; X & v] —
[geiX;v]. Hence M inherits a Gc-action and a Gg-invariant (integrable)
complex structure Jps: it is not difficult to check that Jy; is compatible
with the symplectic form ;.

We are in the setting of Section 3, where the trivial line bundle C — M
prequantizes ,7. In this context, the space T'(M,C®") of holomorphic
section does not depends on n € N and is equal to the vector space C"°!(M)
of holomorphic functions on M.

Let us recall Lemma 3.6 which compares the behaviour of the multiplic-
ities m"!(y) := dim [C"N(M) ® (VMG)*]G with the reduced spaces M, :=

@/ (Gp)/G.

Lemma 4.17 e m"(ny) =0, n>1 < M, = .
e m"(ny) is non-zero and bounded <= M, = {pt}.

Since the vector space C"!(G¢ x k. V') admits the vector space

. oK
@ V{7 @ (V) |k @ Sym(V*)]
AeG
as a dense subspace, we know that the multiplicities m”° (1) and m(p)

coincide. The proof is then completed.
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5 Examples

Let p: G — G be a morphism between two connected compact Lie groups.
We denote dp : g — g the induced Lie algebras morphism, and 7 : g* — g*
the dual map.

Select maximal tori 7' in G and T in G, such that p(T) C T. We still
denote dp : t — t the induced map, and 7 : t* — t* the dual map. Let A C ¥,
A C t* be the set of weights for the torus T and T: we have naturally that

m(A) C A.

Let R := R(G, T) (resp. R := R(G,T)) be any set of roots for the group
G (resp. ). Recall that an element € € ¥ defines a parabolic sub-algebra
p £ = ﬂc@z( mg)zo(@c)a of the reductive Lie algebra gc. Its nilpotent radical

is ﬁé = Z(a7£)>0(gC)a-

Definition 5.1 An element £ € t is adapted to the group G if the set
m({a € R, (o, §) > 0}) is contained in an open half space, i.e. if there exists
& € t° such that Yo € R, (a,§) >0 = (7(®),&) > 0.

Let O be a coadjoint orbit of the group G. The moment map O — g*
relative to the action of G on O is the restriction of m on O. Hence for any
¢ € £, the G-reduction of O at ¢ is equal to O N 771 (G¢)/G.

The main tool used in this section is the following

Proposition 5.2 Let £ € ¥ and ¢ = n(€). If € is G-adapted, we have
e the G-reduction of the coadjoint orbit éé at & is reduced to a point,
e p(Ge) C G,

e p(pe) C ﬁé, where p¢ C gc and ﬁg C gc are the parabolic sub-algebras
defined respectively by € € t* and £ € ¥,

e The linear map p : p¢ — ]35 factorizes to a linear map p : ng — ﬁg.

Proof. It isimmediate to see that the first two points are a consequence
of the following equality

(5.11) Genm (€)= {¢}

Let us denote 7; : §* — t* the projection. Since GEN ury L(€) is reduced
to the singleton {£}, the identity (5.11) follows from the following identity

(5.12) m(O0) N (m1()) = {€}-
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Thanks to the Convexity Theorem [12] we know that 7;(O) is equal to the
convex hull Conv(W¢), where W is the Weyl group of (G,T). On the other
hand the set (W_l(f)) is equal to the affine subspace € + E where E C t*
is equal to the kernel of 7 :  — t*. Let A C  be the tangent cone at &
of the convex set Conv(W¢): by standard computation we know that —A is
the cone generated by a € R, (a,£) > 0. Since m;(0) C € + A we see that
(5.12) is a consequence of

(5.13) ANE = {0}.

Our proof of (5.11) is now completed since (5.13) follows immediately from
the fact that for some &, € t we have: Vo € R, (o, &) > 0 = (7(a),&,) > 0.

Let us concentrate to the third point. We know already that p(G¢) C éé-
Hence to get the inclusion p(p¢) C pz we have just to check that

(5.14) p((gc)s) C pg

for any 8 € R such that (5,£) > 0. A small computation shows that (5.14)
is a consequence of

(5.15) {a e R, (o, &) < o} M7 (8) = 0.

It is proved in [10][Lemma 8.3], that

(5.16) {BeR, (B¢ >0} CW({aeﬁ%, (o, €) >O}>.

Since {N € t* is adapted to the group G, we have that

(5.17) - <{a e R, (a,€) > 0}) N~ ({a e R, (o, €) < 0}) = 0.

Hence (5.15) follows from the identities (5.16) and (5.17).
For the last point we just use that the linear map p : p¢ — ﬁg sends
(g¢)c into (@g)c- Then it factorizes to a map p from ng ~ pe/(ge)c into

ng ~pg/(8g)c.

Let us fix some set of dominant weights Azo, A>q for the groups Gand G.
For any (u, ft) € A>o X AZO, we denote VHG, Vﬂé the corresponding irreducible
representations of G and G, and we define m(u, i) as the multiplicity of VMG
in Vﬂé|g.

We give now a specialization of Theorem B.
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Theorem 5.3 Let (ji,w) € Asg x W such that wji is adapted to G.

Up to the conjugation by an element of the Weyl group of G we can
assume that pg = w(Wh) is a dominant weight. We denote H C G and
H C G the respective stabilizers' of ug and wji.

o We have m(npy, nit) =1, for alln > 1.
e For any dominant weight (A, \) the sequence m(\ + njug, A + nji) is
increasing and equal to
. * H Hy\* H
dim [Sym(W*) © V| @ (Vi) ]
for n large enough. Here W corresponds to the H-module

(5.18) N/ PNy )-

Proof. The first point is due to the fact that the stabilizer of W relative
to the G-action is equal to the connected subgroup H, hence the H-module
D is trivial. For the second point we have just to check the computation
of the H-module W. Let a = @i € O := C:r’/l. Here T,0 ~ fnwﬂ/ﬁc. As
p(Pus) C P one sees directly that W = T,0/p(pu,) - @ is equal to (5.18).

We have another specialization of Theorem B that will be used in the
plethysm case. We suppose here that the sets of positive roots R™ and 9:{*
are chosen so that the corresponding Borel subgroups B C G¢ and B C G¢
satisfy

(5.19) p(B) C B.

Let Azo, A>q be the corresponding set of dominants weight. When we work
with this parametrization we have the following classical fact.

Lemma 5.4 Let i € Aso and p = w(fi). We have
1. p € Aso and m(p, fi) # 0,
2. p(pu) C pp and p(G,) C Gj.

Proof. Let ‘7,; be an irreducible representation of G with highest
weight fi. There exists a non-zero vector v, € Vj such that the line Cu,

'Recall that p(H) C H.
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is fixed by B and the maximal torus T acts on Cv, through the character
t s th.

Let V be the vector space generated by p(g)v,,g € G. It is an irreducible
representation of G and v, is still a highest weight vector for the G-action :
the line Cu, is fixed by B and the maximal torus 7" acts on Cv, through the
character t — t#. This forces u to be a dominant weight for G (relatively
to B) and then V C f/ﬂ is G-representation with highest weight p : the first
point is proved.

For the second point we look at the Gc-action (resp. Ge-action ) on
the projective space P(Vﬂ) (resp. P(V)), the stabilizer subgroup of the line
Cu, is equal to the parabolic subgroup 15,1 c Ge (resp. P, C Gc) : hence
p(P,) C P;. If we work with the actions of the compact groups G and G
we get similarly that p(G,) C G.

Like in Proposition 5.2, the linear map p : p, — pj; factorizes to a linear
map p : n, — ngz. We have another specialization of Theorem B.

Theorem 5.5 Suppose that (5.19) holds. Let ji € Asq and p = 7(ji) €
A>og. We denote H C G and H C G the respective stabilizers® of . and fi.
Let W :=1;/p(n,).

The following statements are equivalent:

a) m(nu,ni) =1, for alln > 1.

b) For any dominant weight (\, \) the increasing sequence m(\~+n, A+
nji) has a limit.

¢) The algebra Sym(W*) has finite H-multiplicities.

If these statements hold the limit of the sequence m(\ + nyL, A+ nii) is
equal to the multiplicity of VI in the H-module Sym(W*) ® VS\H.

Proof. We have constructed (p, /i) so that m(u, i) # 0. In this case
proposition 2.3 and Theorem B tells us that the following equivalences hold
m(nu,njt) = 1,¥n > 1 <= m(np,nji) is bounded <= (Gi), = {pt}.
Hence we have proved that a) < ¢) and b) = a). The other implication
a) = b) is also a consequence of Theorem B.

*Recall that p(H) C H.
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5.1 The Littlewood-Richardson coefficients

Here we work with G embedded diagonally in G := G x G. The map
m:g" x g* — g* is defined by (£1,&) — & + &o.
Here the multiplicity function m : A;O X A;o X A;o — N is defined by

m(a, b, c) := dim [(VE)" ® Vi€ ® VE]“

We fix an element (p1,p2) € (AL))% It is easy to see that (u1,p2) is
adapted to G. We denote j = 1 + p1o. The stabilizer subgroup G, is equal
to G, NG,. We work with the G,-module

(5.20) Wtz = Z (9C)a-
(a,pu1)>0

(a,u2)>0

In this case Theorem 5.5 gives

Proposition 5.6 Let (u1,p2) € (AJZFO)2 and (1 = 1 + 2.
o We have m(np,npuy,nuz) =1 for anyn > 1.

e For any (a,b,c) € (AL)3, the sequence m(a + np, b+ npuy, c+ npus) is
increasing and equal to

G
dim [Sym(W;hm) ® (VGG;L)* ® Vme ‘Gu ® VCGM ’Gu] "

for n large enough.

Proof. If we follows the notation of Theorem 5.5, we have fi = (u1, u2),
w =1, py = p = pu1 + pe2, the parabolic subgroups ﬁﬁ)ﬂ’puw are respectively
equal to p,, X pu, and p,, Npy, and the subgroup H is equal to G, x G, .
We check then easily that the G,-module ng;/p(n,,) is equal to W, .
5.2 The Kronecker coefficients

Let U(E), U(F) be the unitary groups of two hermitian vector spaces E, F.
The aim of this section is to detail our results for the canonical morphism

p:G:=UE)xUF)—=G:=UEQRF).

This problem is equivalent to the question on the decomposition of tensor
products of representations for the symmetric group.
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A partition A is a sequence X = (A1, Ag,...,\x) of weakly decreasing
non-negative integers. By convention, we allow partitions with some zero
parts, and two partitions that differ by zero parts are the same. For any
partition A, we define |A| = A; + Ay + -+ + Mg and [()\) as the number of
non-zero parts of A.

Recall that the the U(FE) irreducible polynomial representations are in
bijection with the partitions A such that [(A\) < dim E. We denote by Sy(E)
the representation associated to A.

We consider the groups G := U(E) x U(F) and G := U(E ® F). Let
v be a partition such that [(7) < dim E - dim F'. We can decompose the
irreducible representation S, (E ® F') as a G-representation:

Sy(E®F) = Z 9(a, B,7) Sa(E) @ Sy(F)
a,B

where the sum is taken over partitions «, [ such that |a] = |58] = |7],
l(a) < dim E and [(8) < dim F'.

We fix an orthonormal basis (e;) for E, (f;) for F: let (e; ® f;) the
corresponding orthonormal basis of E ® F. We denote Ty (resp. Tr) the
maximal tori of U(E) (resp. U(F')) consisting of endomorphism that are
diagonal over (e;) (resp. (fj)). We denote T = T x Tr the maximal
torus of G. Similarly we denote T the maximal tori of G associated to the
endomorphisms that diagonalize the basis (e; ® f;). At the level of tori, the
morphism p induces a map p: T — T sending ((t;), (s7)) to (t;s;). At the
level of Lie algebra the map p : t — t is defined by

p(x,y) = (2 +yj)ij

for x = (z1,-+ ,2gimp) € RI™F ~ Lie(Tg) and ¥y = (y1, - ,Ydimr) €
RAMF ~ Lie(Tr).

Let 0; € t* be the linear form that send an element (a; ;) € t to ag.
Then t* is canonically identified with the vector space of matrices of size
dim E x dim F through the use of the basis ), and the dual map 7 : £ — t*
is given by 7((&i;)) = (325 &ij)i» (32; &ij)s)-

Recall the following definition [28, 15].

Definition 5.7 Let A = (a;;) be a matriz of size dim E x dim F'. Then,
A is called additive if there exist real numbers x1,...,TdimE, Y1, - -, Ydim F
such that

Qi > Qg = Ti +Y; > Tk + Y,

foralli,k €[l,...,dim E] and all j,l € [1,...,dim F].
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The following easy fact is important.

Lemma 5.8 Let £ € t* that is represented by a matriz (&;). Then £ is
adapted to the group G if and only if the matriz (&;) is additive.

Proof. The system of roots for G is R = {0;; — Ok, (4,5) # (k,D)}.
By definition ¢ € t* is adapted to G if and only if there exists (z,y) €
RAmME o RAMF ~ ¢+ guch that

(0i5 — Ok1, &) > 0 = (w(0ij — Oa), (z,9)).

Our proof is completed since (0;; =0, &) = &j—E&w and (7(0;5—0k1), (z,y)) =
zi +y; — (Tk +y)-

Definition 5.9 If A = (a;;) is a matriz of size dim E x dim F' with non
negative integral coefficients, we define the partition a4, 84,74 where ag >~
(325 @ij)is Ba = (32, aij); and va = (a;;). Note that |aa| = |Ba| = |val.

The first part of Theorem 5.5 permits us to recover the following result
of Vallejo [28] and Manivel [15].

Proposition 5.10 Let A = (a;;) is a matriz of size dim E x dim F with
non negative integral coefficients. If the matriz A is additive then

e g(naa,nfa,nya) =1 for alln > 1,

e the sequence g(a+naa,b+nfa,c+nya) is increasing and stationary
for any partition a,b,c such that |a| = |b| = ||, I(a) < dim E, I(b) < dim F
and l(c) < dim E - dim F'.

Now we want to exploit the second part of Theorem 5.5 that concerns a
formula for the limit multiplicities.

Definition 5.11 Let A = (a; ;) is an additive matriz of size dim E x dim F
with non megative integral coefficients. For any partition a,b,c such that
la| = |b] = |c|, we define ga(a,b,c) € N as the limit of the sequence g(a +
naa, b+ nfa,c+nys) when n — co.

We denote EF (resp. F jl) the orthogonal projection of rank 1 of E (resp.
F) that sends e; to ey, (resp. f; to f;). At an additive matrix A, we attach :

e The stabilizer H4 C G of the element A € t*, with Lie algebra § 4.

e The stabilizer Hy C G of the element w(A). We have Hy = HY x HY
with HY = U(E)a, and HY = U(F)g,.

aA
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e The fIA—module
k l
>, CEloF
aij>ag
that corresponds to the parabolic sub-algebra of gc attached to A. Its
nilradical is ng = zaij>akl CEF® Fjl
e the sub-algebras n;(4) C pr(a) C gc and their images by p:

pora)) = > CEF@ldpe > Cldp® F|
>, B;>81

piea) = > CEf@ldpe® Y Cldp®F)
ai>ay B;>81

Thanks to proposition 5.2 we know that p(H4) C H4 and that p(Pr(a)) C

pa. We denote p(n;(4)) the projection of p(ny(4)) C pa on pa/(ha)c ~ iy
We define the H 4-module

(5.21) Wy =n04/p(0r(a))
and we know that Sym(W*) has finite H 4-multiplicities.
E
For a partition a = (a1, as, ..., a4mE), we define VaHA as the irreducible
representation of HE with highest weight a. If aq = (I7*,152,...,1") with
Iy > 1y > -+ > I, the subgroup HY is 1somorph1(: to U(El) - x U(Ey)
with dim E), = ng, and the representatlon Va i is equal to the tensor

product S,1)(E1) ® Syp2)(Er) ® -+ @ Sapp(Er) where alk] is the partition
(Qny ot 1o - - o5 Qg gy )-

- F
We can define similarly the representations V.74 and V})HA. Theorem 5.5
give us the following

Theorem 5.12 Let A = (a; ;) is a additive matriz of size dim ' x dim F
with non megative integral coefficients. For any partition a,b,c such that

la| = 10| = |¢, l(a) < dim E, I(b) < dim F and I(c) < dim E-dim F', we have

E F
HF ~ HAXHA

HE *
eV, ) ®VCHA|H§xH§

ga(a,b,c) = dim |Sym(W%) ® (V,
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5.2.1 The partition (179)

Let us work out the example of the partition A = (177) where 1 <p < dim E
and 1 < ¢ <dimF.

We see A = (177) as an additive matrix (a;;) of type dim E x dim F: a;;
is non-zero, equal to 1, only if 1 <7 <pand 1 < j < q. We denote g,, the
corresponding stretched Kronecker coefficients.

We use an orthogonal decomposition of our vector spaces : E = E, ® E’
and F = F,; ® F' with dim E,, = p and dim F, = ¢. For the tensor product
we have EQ F = E,® F, @ (E, ® F,)* where (E,® F,))* = B, ' & F'®
F,oE ®F'

The stabiliser subgroup of A in G'is Hy,, := U(E, ® F,) x U((E, ® F,)")
and the stabiliser subgroup of w(A) in G is Hyq == Hf X H(f where Hf =
U(E,) x U(E') and HY = U(F,) x U(F").

If A= (179), we denote W4 = W,,, the Hp,-module introduced in (5.21).
A direct computation shows that

W,, = hom(E,, E') ® sl(F,) @
sl(Fy) ® hom(Fy, F') @) hom(E,, E') @ hom(F,, F').

A partition a = (ay, ..., aqim g) defines the partitions a(p) := (a1, ..., ap)
and a’ := (ap41, ..., adim ). Similarly a partition b = (by, ..., bgim ) defines
the partitions b(q) := (b1,...,bq) and V' := (ag+1,- -, Adim F)-

A partition c of length dim E'x dim F' is represented by a matrix (c;;). We
define then the partition ¢(pq) of length pq represented by the coefficients ¢;;
when 1 <i <pand1 < j < g, and the partition ¢’ which is the complement
of ¢(pq) in c.

Theorem 5.12 tell us that the stretched Kronecker coefficient gpq(a, b, ¢)
is equal to the multiplicity of the irreducible representation

Sa(p)(Ep) ® Sar(E') @ Sy(q)(Fy) @ Sy (F')
in
Sym(W;q) ® Sc(pq)(Ep ® Fq) ® Sc’((Ep ® Fq)J_)-

When ¢ = 1 the following expression for the stretched coefficient was
obtained by Manivel [15], extending the case p = ¢ = 1 treated by Brion [8].

5.2.2 The triple (22), (22),(22)

The aim of this section is to explain how our technique permit us to re-
cover the result of Stembridge [26] concerning the stability of the triple
(22), (22), (22).
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We work with the morphism p : U(C?) x U(C?) — U(C? ® C?). The

matrix
v (1 0
A.—Z(O 1).

represents a weight of the maximal torus T’ of G = U(C? ® C?). Let X3 be
the character defined by X on the stabilizer subgroup of G %

The restriction of A to the maximal torus T' of G = U(C?) x U(C?)
defines a weight A\ = (). We see that A is the differential of the character
X = det x det.

The Kronecker coefficient g(n(1,1),n(1,1),n(1,1)) correspond to the
multiplicity of the character X?" in Vnc;:\. Let us check that the sequence
g(n(1,1),n(1,1),n(1,1)) is bounded.

The subgroup of G that stabilizes A is denoted H := G'N CNJS\. Let H®
be its connected component. We consider the following H-module W :=

T5(GX)/gc - A
Lemma 5.13 1. The H-module W is reduced to {0}.
2. The reduced space (GN)y is a singleton.

3. The character X;X;l is trivial on H° and defines an isomorphism
between H/H® and {£1}.

4. g(n(1,1),n(1,1),n(1,1)) =

Proof. If we compute the real dimensions we have dim GA = dim U(4)—
2dim U(2) = 8. On the other hand, dimgc - A = 2dimg- X = 2(dim G —
dim H). But one can compute easily that H° = T. Hence dim H = 4 and
dim gc - A = dim G\. It proves the first point.

The second point is a consequence of the first point (see Proposition 2.3).
At this stage we know that

g(n(l, 1)’ ’I’L(l, 1)’ n(la 1)) = dim[(Xj\Xgl)@n]H'

The last point is a consequence of the third one. The easy checking of the
third point is left to the reader.

5.3 Plethysm

Let p: G — G = U(V) be an irreducible representation of the group G.
Let N =dimV. Let T be a maximal torus of G. The T-action on V can
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be diagonalized: there exists an orthonormal basis (v;);es and a family of
weights (a;)jes such that p(t)v; = t%wv; for all t € T. Let T be the maximal
torus of G formed by the the unitary endomorphisms that are diagonalized
by the basis (v;);es: we have then p(T) C T. We denote 7 : t* — t* the
projection, and e;, € t* the linear form that sends (x)jes to x.

Let B be a Borel subgroup of G: there exists a Borel subgroup B C G
such that p(B) C B. We work with the set of dominant weights Ao,
A>o defined by this choice: the Borel subgroup B fix an ordering > on
the elements of J, and a weight £ = ZjeJajej belongs to Azo only if
Jj >k = a; > a;. For simplicity we write J = {1,..., N} with the
canonical ordering.

For the remaining part of this section we work with a fixed partition
o = (01,02,...,0n), and we denote S,(V') the corresponding irreducible
representation of U(V'). We can represent ¢ by the element Zjvzl ojej € t*
(that we still denote o). Let p=m(0) =3, 0ja; € Aso.

Let {0 = jo > j2 > -+ > jp = N} be the set of element j € [0,...,N]
such that 011 > o or j € {0, N}. We have an orthogonal decomposition
V = @gzlvm where V], is the vector space generated by the v; for j €
[Jk—1 + 1,...,jk]- The nilradical n, of the parabolic subgroup p, C gl(V')
corresponds to the set of endomorphisms f such that f(V}y)) C ©;j< V-

The following Lemma is proved in [18]

Lemma 5.14 Let n, the nilradical of the parabolic subgroup p, C gc. The
morphism dp : gc — gl(V') defines an injective map from n, into n,.

We define W, as the quotient n,/p(n,). Recall that the image by p
of the stabiliser subgroup G, is contained in the stabilizer subgroup of o:
hence W, is a G,-module.

For any partition 6 = (0y,...,0x), we associate the partition of length
dim Vi, O := (0j,_,+1, - - -, Vj,.), and the irreducible representation So (Vi)
of the unitary group U(V[y).

For any partition 6 of length N and any dominant weight of A € A we
denote

[V)\Cinu : SG-i-na (V)]

the multiplicity of the irreducible representation V)ﬁw
So+ne(V)la-

The following Theorem, which is a particular case of Theorem 5.5, was
first obtained by Manivel [14] when G = U(F) and by Brion [8] when
o0 = (1). The following version was obtained by Montagard [18]: the only
improvement that we obtain here is condition a).

in the restriction
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Theorem 5.15 Let o a partition of length dim' V' and p = w(0o).

The following statements are equivalent:

a) [VnCL 2 Sne (V)] =1, for allm > 1.

b) For any couple (X\,0) the increasing sequence [V)\G_HW : Soine (V)] has

a limit.

c) The algebra Sym(W,*) has finite G ,-multiplicities.

If these statements hold the limit of the sequence [VAG-HW : Sotne (V)] is

equal to the multiplicity of V)\G“ in the G, -module

Sym(Ws) @ Sopy (Vi) @ Soigy (Vigg) © -+ @ Sy (Vig))-
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