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#### Abstract

Associative memories are devices capable of retrieving previously stored messages from parts of their content. They are used in a variety of applications including CPU caches, routers, intrusion detection systems, etc. They are also considered a good model for human memory, motivating the use of neural-based techniques. When it comes to cognition, it is important to provide such devices with the ability to perform complex requests, such as union, intersection, difference, projection and selection. In this paper, we extend a recently introduced associative memory model to perform relational algebra operations. We introduce new algorithms and discuss their performance which provides an insight on how the brain performs some high-level information processing tasks.
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## I. Introduction

Associative memories are special types of memories that are capable of high-speed content-based mapping between input queries and outputs. This type of storage differs from classical index-addressable memories in that no explicit address is needed to search for stored data. In order to efficiently provide this associative functionality to memories, different methods of content structuring are required. Artificial neural networks (ANNs) are known to be such an adapted medium to implementing associative memorization. Their design is inspired from neo-cortical neural mechanisms in mammalian brains, believed to be knowledge-associative biological neural networks [1].

Many ANN models, differing in topology and functionality, were proposed to act as associative memories. Famous examples include the Perceptron [2], self-organizing maps [3], Hopfield networks [4] and Boltzmann machines [5]. A new model was proposed recently by Gripon and Berrou in [6] and generalized by Aliabadi et al. in [7]. This model relies on sparse coded patterns stored as cliques and is based on Hebian learning [8]. This sparse coding approach resembles the ones introduced by willshaw [9] and Palm [10], with an added explicit mapping between stored messages and their representation in the network.

Typically, an associative memory is able to retrieve a previously stored piece of information given partial content, a sort of erasure-retrieval property. However, human ability to handle more complex queries suggests that their representation of information should be able to perform other operations. Relational algebra gives a formal framework to introduce
complex operations on tuples of stored messages, including union, intersection, difference, projection and selection. In this paper, we aim at extending the model introduced in [7] to process these operations.

Most of these operations are common as far as human cognition is concerned. For example, selection aims at retrieving the list of all messages that match a given probe (e.g., listing all city names you know that start with the letter ' $b$ '). The union operation can be used for merging date while intersection and difference operation are useful for comparing contents of several memories or memory regions. Our main motivation is to show that existing neural-network-based architectures for associative memories are easily adapted in order to handle these complex queries. There have been several works addressing the relational problem and its biological plausibility such as [11] and [12], which were more focused on inference and relational learning.

The rest of this paper is organized as follows: in Section II, we introduce the associative memory model extended in this paper. Sections III, IV, V and VI describe how to perform resp. union, intersection, difference and projection using these models. In Section VII, we explain how to handle the more complex selection operator. For this operator, we introduce a novel algorithm using simmulated annealing. Simulation results are provided in Section VIII when independently identically uniformly distributed messages are considered. Section IX is a conclusion.

## II. THE MEMORY MODEL AND RELATIONAL ALGEBRA

## A. The associative memory model

First, we introduce the associative memory model proposed by Gripon and Berrou in [6] and then extended in [7]. Let us consider the finite alphabet $\mathcal{A}$ made of integers between 1 and $\ell$. we define a blank character $\perp \notin \mathcal{A}$ and $\overline{\mathcal{A}}=\mathcal{A} \cup$ $\{\perp\}$. We are interested in storing words made of $\chi$ characters over $\overline{\mathcal{A}}$. We call such a word a message $m=m_{1} m_{2} \ldots m_{\chi}$. Blank characters represent the absence of a character at a given position, such that depending on their number, messages can be regarded as sparse vectors.

An associative memory is a device capable of storing messages and then retrieving them given partial knowledge about some of their nonblank characters. To implement this device, the authors of [6] propose to use a symmetric, binary, $\chi$-partite neural network composed of $n=\chi \cdot \ell$ vertices that we shall refer to as units. The authors of [6] explain
that units should be considered analogous to cortical microcolumns believed to be the computational building-blocks of the cerebral neo-cortex [13] [14]. This network can be split into $\chi$ clusters, each containing the same number $\ell$ of units.

We denote by $[n]$ the set of integers beween 1 and $n$, let us then index each cluster of the network by an integer in $[\chi]$. We also index units of a given cluster by integers in $[\ell]$. As a result, each unit in the network is uniquely addressed giving a couple $(i, j)$ where $i$ is the index of a cluster and $j$ the index of the unit within this cluster.

We define a function $f$ that maps each message $m$ into a set of couples $(i, j)$ as follows:

$$
\begin{equation*}
f: m \mapsto \quad\left\{(i, j) \mid i \in[\chi], j \in[\ell] \text { and } m_{i}=j\right\} \tag{1}
\end{equation*}
$$

where $m_{i}$ refers to the $i$-th character of $m$.
The network topology is entirely captured by an adjacency matrix $W$ of size $\chi \cdot \ell$ such that:

$$
w_{(i, j)\left(i^{\prime}, j^{\prime}\right)}= \begin{cases}1 & \text { if }(i, j) \text { and }\left(i^{\prime}, j^{\prime}\right) \text { are connected }  \tag{2}\\ 0 & \text { otherwise }\end{cases}
$$

To store a message $m=m_{1} m_{2} \ldots m_{\chi}$ in such a network, all unit pairs in $f(m)$ are connected pairwise according to 2 forming a clique in the underlying graph. It is worth noticing that cliques corresponding to different messages could sometimes overlap and share connections. Given a set of messages $\mathcal{M}$, we denote by $W(\mathcal{M})$ the adjacency matrix obtained after storage of all messages in $\mathcal{M}$.

A subset of $f(m)$ is called a partial input associated with the message $m$. The task of an associative memory is then: given a partial input of $m \in \mathcal{M}$, retrieve $m$ using $W(\mathcal{M})$.

To retrieve a message from a partial input, an iterative algorithm is performed. Retrieval algorithms and techniques have been discussed in detail in [15].

It has been shown in [7] that performance of this structure as an associative memory mainly depends on a density parameter defined as the ratio of the number of connections in the network to the total number of possible connections. Under the hypothesis that messages contain exactly $c$ nonblank characters uniformly distributed over $\overline{\mathcal{A}}$, density can be approximated by the following equation:

$$
\begin{equation*}
d=1-\left(1-\frac{c(c-1)}{\chi(\chi-1) l^{2}}\right)^{M} \tag{3}
\end{equation*}
$$

In this paper, we aim at extending the functionality of these associative memories, which we shall call Clustered Clique Networks (CCNs), to cover more general problems defined in relational algebra.

## B. Connections to relational algebra

In relational algebra, operators are defined on relations (sets of tuples). A set of attributes is associated with each relation. Then, each tuple is defined as a set of instances of these attributes. A CCN in this respect can be viewed as a relation. Each cluster represents an attribute and units within each cluster are instances of that attribute (attribute values). A clique connecting units is equivalent to a tuple. In the following sections, we are going to propose algorithms and methods for implementing some relational operators on relations defined in the form of CCNs.

## III. Union

Defined in terms of the set theory, the union of a collection of sets $S^{1}, S^{2}, \ldots, S^{n}$ is a set $S^{\cup}$ containing all distinct elements in this collection. It can be described as follows:

$$
\begin{align*}
S^{\cup} & =S^{1} \cup S^{2} \cup \ldots \cup S^{k}  \tag{4}\\
& =\left\{x \mid x \in S^{1} \vee x \in S^{2} \vee \ldots \vee x \in S^{k}\right\} \tag{5}
\end{align*}
$$

where $\cup$ is the set union operator and $\vee$ is the Boolean OR function.

In the context of memory storage, union is used to combine the contents of several memories or memory partitions into a single one while avoiding the redundancy resulting from the same data-word being stored multiple times. An example of this is merging the contents of two folders on a computer. This task is straightforward when using a classical indexed memory since messages do not overlap.

Suppose that we have two CCNs with the same dimensions $W\left(\mathcal{M}_{1}\right)$ and $W\left(\mathcal{M}_{2}\right)$ that we wish to merge in a single network $W^{\cup}$ of the same dimensions. We define this operation as follows:

$$
w_{(i, j)\left(i^{\prime}, j^{\prime}\right)}^{\cup}=\left\{\begin{array}{l}
1 \text { if } \quad w\left(\mathcal{M}_{1}\right)_{(i, j)\left(i^{\prime}, j^{\prime}\right)}=1 \vee  \tag{6}\\
0 \text { otherwise }
\end{array}\right.
$$

Following intuitively from this definition is the fact that upon applying the union operation, information is conserved in the new network. That is, if a clique exists in either $W\left(\mathcal{M}_{1}\right)$ or $W\left(\mathcal{M}_{2}\right)$, it would also exists in $W^{\cup}$. Hence we can rewrite $W^{\cup}$ as $W^{\cup}(\mathcal{M})$ with $\mathcal{M}=\mathcal{M}_{1} \cup \mathcal{M}_{2}$. The problem here is that combining memories in this fashion can cause a significant growth in the density of $W^{\cup}(\mathcal{M})$, leading possibly to dramatically low performance in terms of retrieval error rates of stored messages. More formally, if $d^{1}$ is the density of $W\left(\mathcal{M}_{1}\right)$ and $d^{2}$ is the density of $W\left(\mathcal{M}_{2}\right)$, then the density of $W^{\cup}(\mathcal{M})$ denoted $d^{\cup}$ is given by:

$$
\begin{equation*}
d^{\cup}=1-\left(1-d^{1}\right)\left(1-d^{2}\right) \tag{7}
\end{equation*}
$$

and thus $d^{\cup}$ is greater than both $d^{1}$ and $d^{2}$. This means that while retrieval error rates may be optimal for $W\left(\mathcal{M}_{1}\right)$ and $W\left(\mathcal{M}_{2}\right)$, the network resulting from their union might suffer from some degeneration in performance because of the increased density. Therefore, union should be done only if the resulting network performance is acceptable. The relationship between retrieval error rates and density are presented in details in [7] and [15].

According to (6) all possible connections in the networks should be tested during the union operation. So, given $\frac{\chi(\chi-1) \ell^{2}}{2}$ possible connections [7] in each network, the average-case complexity of such process is $\Theta\left(\chi^{2} \ell^{2}\right)$.

The phenomenon of degenerated memorization efficiency caused by the increased density is not uncommon in the brain. For example, learning and recalling a new word in a foreign language is typically not a difficult task. However, trying to learn a dozen of new words at the same time might turn out to be much more challenging comprising many memorization errors and confusions and even mixing syllables of different words. New words can be better learned by training and experience, which is partially due to the association of these words with other memories. We suggest that this process, in
terms of CCNs is equivalent to adding more clusters to the network such that more units can be added to existing cliques, which lowers its density and increases performance.

## IV. Intersection

The intersection among several sets $S^{1}, S^{2}, \ldots, S^{k}$ is a set $S^{\cap}$ containing only those elements that $S^{1}, S^{2}, \ldots, S^{k}$ have in common:

$$
\begin{align*}
S^{\cap} & =S^{1} \cap S^{2} \cap \ldots \cap S^{k}  \tag{8}\\
& =\left\{x \mid x \in S^{1} \wedge x \in S^{2} \wedge \ldots \wedge x \in S^{k}\right\} \tag{9}
\end{align*}
$$

where $\cap$ is the set intersection operator and $\wedge$ is the Boolean AND function.


Figure 1. Intersection and Difference between two CCNs. $W^{\cap}$ shown in 1c is the network resulting from the intersection of $W\left(\mathcal{M}_{1}\right)$ and $W\left(\mathcal{M}_{2}\right)$.
$W \backslash$ shown in 1 d is the difference of $W\left(\mathcal{M}_{1}\right)$ from $W\left(\mathcal{M}_{2}\right)$.

When applied to relations, intersection serves in extracting common tuples between two or more tables having the same number and types of attributes. This is done easily when such a database is stored in an indexed memory. One way to implement intersection between two CCNs is by keeping only those connections that happen to exist in the exact same place in both networks. So, given two CCNs $W\left(\mathcal{M}_{1}\right)$ and $W\left(\mathcal{M}_{2}\right)$ of the same type and dimensions, we can define their intersection $W^{\cap}$ as follows:

$$
w_{(i, j)\left(i^{\prime}, j^{\prime}\right)}^{\cap}=\left\{\begin{array}{l}
1 \text { if } \quad w\left(\mathcal{M}_{1}\right)_{(i, j)\left(i^{\prime}, j^{\prime}\right)}=1 \wedge  \tag{10}\\
0 \text { otherwise }
\end{array}\right.
$$

The average-case complexity of this operation is given by $\Theta\left(\chi^{2} \ell^{2}\right)$ for the same reason as in the union. The density $d^{\cap}$ of $W^{\cap}$ as a function of $d^{1}$ and $d^{2}$ (the densities of $W\left(\mathcal{M}_{1}\right)$ and $W\left(\mathcal{M}_{2}\right)$ respectively) is given by:

$$
\begin{equation*}
d^{\cap}=d^{1} \cdot d^{2} \tag{11}
\end{equation*}
$$

We notice from (11) that $d^{\cap}$ is always lower than $d^{1}$ and $d^{2}$ given that densities have their values in the interval $[0,1]$. Thus, we guarantee that no density explosion occurs as in union.

Some problems might still occur when performing this operation, as depicted in Figure 1 where four simple identical networks are considered each with a total number of units $n=12$ grouped in $\chi=3$ clusters with a message size of $c=\chi$. Network $W\left(\mathcal{M}_{1}\right)$ shown in Figure 1a contains two cliques $a f h$ and beg and network $W\left(\mathcal{M}_{2}\right)$ in Figure 1b also contains two cliques $a f r$ and beg. We notice that only the clique beg is common between these two networks. By applying the intersection operation as in (10) we obtain $W^{\cap}$ shown in Figure 1c, which contains the common clique beg as expected but also contains the edge $a f$, which is an undesirable result, because $a f$ does not represent a complete message (tuple). We shall call af a residual edge. As a consequence, $W^{\cap}$ could possibly contain more connections than a an ideal intersection network $W^{\cap}(\mathcal{M})$ with $\mathcal{M}=\mathcal{M}_{1} \cap \mathcal{M}_{2}$. This increase in density due to residual edges is expected to deteriorate performance [7].

## V. Difference

The difference of two sets $S^{1}$ and $S^{2}$, which can also be called that relative complement of $S^{2}$ with respect to $S^{1}$, is a set $S^{\backslash}$ that contains only those elements of $S^{1}$ that are not in $S^{2}$ :

$$
\begin{equation*}
S^{\backslash}=S^{1} \backslash S^{2}=\left\{x \mid x \in S^{1} \text { and } x \notin S^{2}\right\} \tag{12}
\end{equation*}
$$

where $\backslash$ is the set difference operator which is not commutative so that $S^{1} \backslash S^{2} \neq S^{2} \backslash S^{1}$.

So, the difference between two database tables is the set of tuples in the first one that do not exist in the other, which is also an easy-to-implement operation in classical memory systems. A simple method of implementing difference between two CNNs $W\left(\mathcal{M}_{1}\right)$ and $W\left(\mathcal{M}_{2}\right)$ is by instantiating a new memory $W \backslash$ containing only connections in $W\left(\mathcal{M}_{1}\right)$ that do not exist in $W\left(\mathcal{M}_{2}\right)$. That is:

$$
w_{(i, j)\left(i^{\prime}, j^{\prime}\right)}^{\backslash}=\left\{\begin{array}{l}
1 \text { if } w\left(\mathcal{M}_{1}\right)_{(i, j)\left(i^{\prime}, j^{\prime}\right)}=1 \wedge  \tag{13}\\
0 \text { otherwise }
\end{array}\right.
$$

The average-case complexity of this operation is also given by $\Theta\left(\chi^{2} \ell^{2}\right)$. Intuitively, the density $d \backslash$ of the new network $W \backslash$ is always less than or equal to the density $d^{1}$ of $W\left(\mathcal{M}_{1}\right)$. So, if $d^{1}$ is well controlled, we would have no problems with the performance of $W \backslash$. The density $d \backslash$ is given by the following relationship:

$$
\begin{equation*}
d^{\backslash}=d^{1} .\left(1-d^{2}\right) \tag{14}
\end{equation*}
$$

As in the case of intersection, the difference operation defined in (13) processes data down on the level of individual connections not on the level of cliques. This causes the problem depicted in Figure 1d. In this figure, $W \backslash$ is the network resulting from applying $W\left(\mathcal{M}_{1}\right) \backslash W\left(\mathcal{M}_{2}\right)$. Ideally, we wish that $W^{\backslash}=W^{\backslash}(\mathcal{M})$ with $\mathcal{M}=\mathcal{M}_{1} \backslash \mathcal{M}_{2}$,i.e., a network that contains only the clique $a f h$. However, according to (13), we only get two edges $a h$ and $f h$ because $a f$ is a common edge between $W\left(\mathcal{M}_{1}\right)$ and $W\left(\mathcal{M}_{2}\right)$ and thus eliminated by the difference operation. This represents a loss of information since the network $W \backslash$ no more stores the message
corresponding to the clique $a f h$. We shall call this undesirable effect erosion. Actually, no method is yet available for getting an ideal intersection or an ideal difference between CCNs. We consider the methods proposed in this paper as approximations to the real operations.

## VI. Projection

In relational algebra, projection is defined as a unary operator $\Pi$ applied to a tuple $R$ in order to produce a new tuple $R^{\Pi}$ consisting of $k$ attributes $\left\{r_{1}, r_{2}, \ldots, r_{k}\right\}$, which is a subset of the attributes originally contained in $R$. This can be written as follows:

$$
\begin{equation*}
R^{\Pi}=\Pi_{r_{1}, r_{2}, \ldots, r_{k}}(R) \tag{15}
\end{equation*}
$$

A network $W^{\Pi}$ is said to be a projection of a network $W$ on a given set of attributes, if it contains only a subset of the attributes of $W$,i.e., $W^{\Pi}$ contains only a subset of the clusters of $W$.

Clearly, this operation is very easy to implement in CNNs with a constant time complexity. Moreover, the density $d^{\Pi}$ of the resulting network is equal to the density of the original network given that connections are uniformly distributed within the latter network:

$$
\begin{equation*}
d^{\Pi}=d \tag{16}
\end{equation*}
$$

## VII. Selection

## A. Problem definition

In relational algebra, selection or restriction is a unary operator applied to a relation $R^{1}$ and returns another relation $R^{2}$. The latter relation contains all tubles in $R^{1}$ whose attribute values satisfy a propositional formula $\varphi$. This can be transcribed as follows:

$$
\begin{equation*}
R^{2}=\sigma_{\varphi}\left(R^{1}\right) \tag{17}
\end{equation*}
$$

We argue in this paper that a mechanism similar to selection might be used by the brain for thinking and memorization. A typical such request would be, for instance, to name all scientific authors one knows whose names start with an ' $a$ '. We aim at using the model proposed in [7] as a substrate for this selection process.

The selection algorithm we shall present here runs continuously, giving multiple (possibly redundant) answers one after another. This appears to us being behaviorally similar to what humans could produce facing a similar query. The process that makes us avoid redundancy is called short-term/working memory. Once its buffer is full or overcrowded, repetitions of the same word/name can occur.

The requirements that our selection algorithm is meant to meet are the following:

1) Determine the sub-graph $G$ of potentially interesting units.
2) In sub-graph $G$, find all cliques of size $c$.

Finding a maximum clique in a graph (or equivalently) a minimum cover is a know NP-complete problem. Many algorithms and heuristics were proposed to give approximate solutions to this problem in medium-sized graphs. Examples of these algorithms are [16] and [17] that make use of the simulated annealing principle introduced in [18] and [19],
which is a probabilistic meta-heuristic method for locating the global optimum of a given function. Another known method widely used in applications such as computational chemistry is the BronKerbosch algorithm [20], which can efficiently find maximal cliques in an undirected graph.

We propose to use an adaptation of the simulated annealing algorithm proposed by Geng et al. in [16]. We also use their same objective function to evaluate our solutions.

## B. The proposed selection algorithm

Suppose we have a CCN denoted by $W$ and a partial input message $m$ containing $q \leqslant c$ known nonblank attributes. The selection operator consists in finding all stored cliques made of a set of units containing $f(m)$. In order to perform this search efficiently, it is sufficient to restrict the search to the subgraph made of only the units connected to units in $f(m)$. We shall call this subgraph $G_{m}$. We denote its adjacency matrix by $A_{m}$.

For simplicity of representation, we refer to each unit of $G_{m}$ by an integer index $k$ or $s$ where $k, s \in\left\{0,1, \ldots, n^{\prime}-1\right\}$, $n^{\prime}$ being the number of units in $G_{m}$. Our objective now is to find all the cliques in $G_{m}$ that have a size (number of units) of $c^{\prime}=c-q$.

We consider the following optimization problem: We define $\rho$ as a permutation of units in $G_{m}$ ( $\rho$ is an array of size $n^{\prime}$ containing all unit indexes of $G_{m}$ as its elements). For a given ordering of elements in $\rho$, we consider the first $c^{\prime}$ elements of $\rho$ as indexes of units in $G_{m}$ acting as a potential solution (a clique). So, by permuting $\rho$ 's contents we can get a different candidate solution. The objective function used to evaluate these solutions is given by:

$$
\begin{equation*}
F\left(G_{m}, \rho\right)=\sum_{k=0}^{c^{\prime}-2} \sum_{s=k+1}^{c^{\prime}-1}\left(1-a_{\rho[k], \rho[s]}\right) \tag{18}
\end{equation*}
$$

where $a_{\rho[k], \rho[s]}$ is an element of the adjacency matrix $W$. As $F(G, \rho)=0$ when a clique is found, the goal is to find permutations that minimize this function.

The algorithm is applied to $G_{m}$ as follows:
Step 1: Parameter initialization.
Initial temperature $T_{1}$, end temperature $T_{2}$, current temperature $t=T_{1}$ and cooling coefficient $\alpha$. Set the initial permutation as $\rho[k]=k, k \in$ $\left\{0,1, \ldots, n^{\prime}-1\right\}$. Random setting of permutation is also possible.
Step 2: Compute $F\left(G_{m}, \rho\right)$ and terminate if it evaluates to zero.
Step 3: Randomly choose two integer indexes $u$ and $w$ of $\rho$ such that $u \in\left\{0,1, \ldots, c^{\prime}-1\right\}$ and $w \in$ $\left\{c^{\prime}, c^{\prime}+1, \ldots, n^{\prime}-1\right\}$.
Condition 1:
If $\rho[w]$ has more or the same number of connections with $\left\{\rho[0], \rho[1], \ldots, \rho\left[c^{\prime}-1\right]\right\}$ than $\rho[u]$ has, then $\rho[w]$ and $\rho[u]$ are swapped and thus a new permutation $\rho^{\prime}$ is obtained.
Condition 2:
If $\rho[u]$ has more connections with $\left\{\rho[0], \rho[1], \ldots, \rho\left[c^{\prime}-1\right]\right\}$ than $\rho[w]$ has, then the index $w$ is rejected and we go back to step 3 . but if $w$ has already been rejected for more than $8 n^{\prime}$ times consecutively as defined in [16], then
$\rho[w]$ and $\rho[u]$ are swapped and a new permutation $\rho^{\prime}$ is obtained.
Step 4: Compute $F\left(G_{m}, \rho^{\prime}\right)$ and terminate if it evaluates to zero.
Step 5: Compute $\Delta F=F\left(G_{m}, \rho^{\prime}\right)-F\left(G_{m}, \rho\right)$.
If $\Delta F \leqslant 0$, then accept the new permutation $\rho^{\prime}$ by setting $\rho=\rho_{-\Delta}^{\prime}$. Otherwise accept $\rho^{\prime}$ with probability $p=e^{\frac{-\Delta F}{t}}$.
Step 6: Update current temperature as $t=\alpha t$. If $t<T_{2}$ terminate the algorithm; otherwise, go back to step 3.

A single run of this selection algorithm is meant to find one clique ,i.e., one answer. So, in order to output more answers this algorithm should be repeated many times.

## VIII. Results

## A. Selection

In order to test the proposed selection algorithm, we used a CCN with $n=3240$ units grouped in $\chi=15$ clusters. 15000 randomly generated messages of $c=10$ characters were stored giving a network density $d$ of about 0.13 . We used the same initial and end temperatures as in [16] for the simulated annealing algorithm; 100 and 0.001 , respectively. We set the cooling coefficient to 0.996 . To construct a selection query message, one already stored message is randomly selected of which 9 characters were erased (set to $\perp$ ) giving an input query message with only one known non-blank character.


Figure 2. Average accumulated number of unique outputs as a function of the number of iterations in a network of $n=3240, \chi=15, c=10,15000$ stored messages. The input message used has only one non-blank character.

As described in Section VII, the algorithm we propose might give redundant outputs when executed several times. Figure 2 shows how fast unique outputs were found as a function of the number of executions of the selection algorithm. Curves in the figure are averaged over 100 identical experiments.

An interesting property of the resulting curve is that most unique answers are obtained during earlier executions of the algorithm. So, referring back to Figure 2, about 45 unique answers out of 47 possible ones are found by the $250^{t h}$ execution,

40 answers by the $125^{t h}$ execution and about 30 answers by the $60^{t h}$. In other words, about $89 \%$ of answers were obtained when only $50 \%$ of total executions were achieved and $67 \%$ of answers after $24 \%$ of total executions. This is a natural result for a selection by replacement experiment where all answers have an equal chance of being chosen at each execution.

We suggest that such result bears some qualitative resemblance to the way human beings memorize lists of mental objects where it is common that the last few items turn out to be more difficult and time consuming to recall because of the distraction caused by redundant answers coming to mind and other phenomena.

## B. Intersection and difference

A comparison among average complexities of some operators when applied to CCNs and two other known data structures (ordered lists and binary search trees) storing sparse messages of the form $m=m_{1} m_{2} \ldots m_{\chi}$ is provided in Table I. An interesting observation is the fact that the order of complexity of operators using a CCN is close to that of a binary search tree given that setting $\ell \gg \chi$ is preferable in practice for a higher network capacity [7]. However, the complexity of union, intersection and difference of ordered lists is lower by a factor of $\chi$ than that of CCNs while the complexity of insertion is $\ell^{2} / \chi$ higher.

TABLE I. COMPLEXITY OF SOME RELATIONAL OPERATORS IN SEVERAL TYPES OF DATA STRUCTURES.

|  | CCN | ordered list | binary search tree |
| :--- | :---: | :---: | :---: |
| Insertion(Storing) | $\Theta\left(\chi^{2}\right)$ | $\Theta\left(\chi \ell^{2}\right)$ | $\Theta(\chi \log (\ell))$ |
| Union | $\Theta\left(\chi^{2} \ell^{2}\right)$ | $\Theta\left(\chi \ell^{2}\right)$ | $\Theta\left(\chi \ell^{2} \log (\ell)\right)$ |
| Intersection | $\Theta\left(\chi^{2} \ell^{2}\right)$ | $\Theta\left(\chi \ell^{2}\right)$ | $\Theta\left(\chi \ell^{2} \log (\ell)\right)$ |
| Difference | $\Theta\left(\chi^{2} \ell^{2}\right)$ | $\Theta\left(\chi \ell^{2}\right)$ | $\Theta\left(\chi \ell^{2} \log (\ell)\right)$ |

## IX. CONCLUSION AND FUTURE WORK

In this paper, we have introduced some methods for applying certain algebraic-relational operators on a new class of neural-network-based associative memories we call CCNs. We argued that the process of recalling a list of items (which can also be mapped to more general memorization tasks) in the brain can be behaviorally assimilated to the selection operation known to relational algebra. We proposed an algorithm for implementing this process using the principle of simulated annealing. Then, we showed that the results we got have some resemblance to what might be obtained by a human subject in terms of redundancy.

We have also demonstrated that CCNs can be used as classic data-structures by approximating operators such as union, intersection, difference and projection. We saw that the implementation of union and its related density explosion problem raised the question as to how the brain organizes information with high correlation or high density. Two possible mechanisms the brain might be using are forgetting rarely used "data" (by the decay of synaptic weights) and tagging pieces of correlated data with different contextual information. Similar mechanisms might be integrated in CCNs by allowing connections to have real values with a decay parameter and by providing contextual tagging in the form of CCNs existing on
a separated level of a hierarchy of networks. Another possible solution is to design networks with dynamic sizes to prevent exceeding a maximum allowed density.
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