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Abstract

Detecting events such as major routing changes or congestions in the dynamics of the
internet topology is an important but challenging task. We explore here an empirical
approach based on a notion of statistically significant events. It consists in identifying
properties of graph dynamics which exhibit a homogeneous distribution with outliers,
corresponding to events. We apply this approach to ego-centered measurements of the
internet topology (views obtained from a single monitor) and show that it succeeds in
detecting meaningful events. Finally, we give some hints for the interpretation of detected
events in terms of network operations.
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1 Introduction

The internet nowadays plays a key role in our society, economy, and everyday life. Despite
this, our knowledge of the problems experienced by its infrastructure (failures and attacks,
congestions, bugs, etc) remains very limited. As a consequence, when we face major losses
of connectivity or service degradations we have a limited understanding of the underlying
phenomena, their impact on the internet, and the solutions to prevent them.

Indeed, in this context, monitoring the network at a global scale remains out of reach.
The first challenge to be addressed would be to obtain a global view of the network, which
is generally done using traceroute-like tools and/or BGP tables. Such maps are however
very partial and biased, and their collection is too expensive (in time and network load) to
be repeated at a high-enough frequency for monitoring the network in real-time.

To solve these issues, it was proposed to focus on a part of the topology called an ego-
centered view. It consists in what a single machine, called monitor, may see of the internet
topology. It is basically captured by running traceroute measurements from the monitor to
a given set of randomly chosen targets, and iterating this process every few minutes. This
may be done very efficiently, and measurements of this kind have been performed at a large
scale. See [27] for details. The main outcomes of these works are the obtained dataset [39]
and the observation that the dynamics of ego-centered views is much higher than expected
[30].

It must be clear that such measurements give a very partial view of the global topology.
In addition, the ego-centered nature of these views has a strong impact on observations. In
particular, in case of a connectivity loss at the monitor (or close to it), the view becomes blank

LAn abstract of this work was presented at the Workshop on Dynamic Networks, WDN 2010 (same title,
same authors).



(or almost), which may lead to the conclusion that a major problem occurred on the internet.
This is not true, though, as the connectivity loss may be of very limited scope (possibly only
the monitor). Still, such measurements have the avantage that they have a natural and easy
to understand meaning (they are basically routing trees from the monitor), and that they can
be repeated at a relatively high frequency (of the order of a few minutes typically).

Even if precise data were available regarding the dynamics of the internet topology (per-
fectly accurate maps captured every second, for instance), monitoring this dynamics would
still face another difficult challenge: what are events in the dynamics of such objects, and
how to detect them? Given our very limited knowledge of the dynamics of the internet, and
because this dynamics is intense (due in part to load-balancing [3, 32, 37], BGP instabil-
ity [24, 25] and other phenomena [30]), answering such questions raises fundamental issues.

In addition, the object under concern is a graph, i.e. a set of nodes and links beween them,
which evolves during time. Whereas many works consider temporal series of numbers and
detection of events within them, only very few previous works consider dynamic graphs, and
none addresses the definition and detection of events in their dynamics. Current state-of-the-
art on the analysis of such dynamics indeed remains very limited. In order to detect events
in the dynamics of the internet topology, one therefore has to introduce graph-based notions
of events, together with a method to detect them.

We propose in this paper a general empirical method for event detection in graph dynamics
and demonstrate its effectiveness by applying it to ego-centered measurements of the internet
topology. We start with such measurements [39] (Section 2) and we consider a notion of
statistically significant events with a method to detect them (Section 3). We then introduce
simple and more subtle dynamic graph properties and assess their relevance for event detection
in our data (Sections 4 to 6). We finally discuss methods for interpretation of detected events
(Section 8) and correlations between detected events (Section 8.1). We compare our approach
to previous works in Section 9 and conclude in Section 10.

2 Data and notations

We present here the data we used in the whole paper and mathematical notations for manip-
ulating them.

2.1 Data

Although it is sometimes inaccurate [3], the traceroute tool [21] basically gives an IP-level
path from the monitor running it to the selected target. Each node on this path is an IP
address and each link represents an IP-level hop. This tool is at the basis of most IP-level
internet topology measurements, and maps are constructed by merging such measured routes
from several monitors to many targets, see for instance [41, 2, 20, 15, 44].

The tracetree tool [27] works in a very similar way but gives a routing tree from a monitor
to a set of targets, which is called an ego-centered measurement because it gives a view of
the internet from this specific monitor. It is basically equivalent to running traceroute from
the monitor to each target in the set. Compared to this approach, it however imposes lower
and more balanced load on the network, and is faster. As a consequence, it may be iterated
at a relatively high frequency, leading to radar measurements. Such measurements consist in
series of periodic ego-centered measurements, each being called a round.



Radar measurements are presented in [27] and the authors provide the obtained data freely
[39]. They ran these measurements from more than a hundred nodes towards 3,000 random
targets each, during several weeks in continuous and with approximately one round every
15 minutes. Each monitor therefore provides its own ego-centered view of the dynamics of
the internet IP-level topology. The method we present here considers such a view, obtained
from a given monitor, and detects events in the dynamics it captures. We performed our
computations on views from a wide set of monitors and obtained similar observations. As our
goal here is not to discuss subtle differences between monitor views, we present the results for
a representative monitor only, located in Japan (Tokyo University), which performed 5000
rounds of measurement (during more than 7 weeks in spring 2007). Comparing observations
from several monitors more precisely is one of our main perspectives, see Section 10.

Finally, notice that, like the ones of traceroute, the probes sent by tracetree do not
necessarily receive an answer. This leads to unidentified nodes on the paths (traditionally
represented by stars "*’). Matching unidentified nodes from one round to another is a difficult
problem, and may interfere with event detection. We therefore decided to simply ignore them
(i.e. remove them from the measurement) and to focus on nodes with an actual IP address.
In addition, we removed isolated nodes (nodes with no link), which provide no topological
information. This is classical in analysis of such internet measurements.

2.2 Notations

We consider series of rounds of measurements performed from a monitor M, indexed by an
integer i. Round i corresponds to a tree G; = (V;, E;) which we consider as an undirected
graph: V; is a set of nodes (IP addresses) and E; C V; x V; is a set of links. We denote by
N; = |V;] the number of nodes at round 1.

For any two integers i and j, we denote by G{ = (Vl] , EZJ ) the graph obtained by merging
rounds from i to ¢ +j — 1 (i.e. j rounds starting from the i-th): V;j = Uzzzﬂ_le and
El = U=t R,

For any integer i, given two integers p and ¢ we call G = (V,¢, Ef) the current graph and
G?_p = (Viifp , E;‘*p ) the previous graph. The current graph is the merging of the ¢ rounds
starting from the i-th, and the previous graph is the merging of the p rounds preceding the
i-th.

We will use these notations in next sections to define properties of dynamic graphs.

3 Methodology

As explained above, only very limited knowledge is available regarding the dynamics of the
internet topology, and of any dynamic graph in general. Therefore, one cannot rely on a
description of the mormal dynamics to define events as behaviors which deviate from the
normal one. Likewise, there is no clear knowledge of event occurrences and their impact of
the dynamics of ego-centered views. Therefore one cannot rely on the study of such known
events and search for their signature in observed dynamics. For these reasons, we propose a
statistical approach to event detection. It relies on the definition of dynamic graph properties
(Sections 4 to 6) and identification of statistically significant deviations in the evolution of
these properties. We detail this approach here.

First notice that when one considers a set of numerical value associated to a dynamic



property (like for instance the number of nodes in a dynamic graph), three typical situations
may occur: observed values may be homogeneous, which means that they are all similar to
the average value and that one never observes any significant deviation from it; observed
values may be heterogeneous by nature, which means that there is no notion of a normal
value; and observed values may be homogeneous with some outliers, i.e. most values have a
homogeneous nature but some significantly deviate from them.

In the first two situations, the considered property is in itself of no help for event detection:
either all values are normal and there is no notion of event (homogeneous values), or there is
no notion of normal behavior and thus no event (heterogeneous values). In the third case, on
the contrary, the property may be used for event detection: statistically significant outliers
indicate events, while most values correspond to the normal behavior.

We use this notion here. Therefore, we are interested in properties with homogeneous
values and outliers. This leads to the following four step method:

1. define numerical properties describing the dynamics of the object under concern,
2. compute them on the considered dataset,

3. study the distribution of obtained values (i.e. number of occurrences of each possi-
ble value) and decide on the nature of the property: homogeneous, heterogeneous or
homogeneous with outliers,

4. select the properties which are homogeneous with outliers and consider that these out-
liers point out events in the dynamics.

It must be clear that defining relevant properties which capture the dynamics of the
object and have the expected behavior (homogeneous values with outliers) is a challenge in
itself; we address it in the following sections. Another difficult task is the study of empirical
distributions and the decision regarding their nature. In principle, this should be feasible
using classical fit methods and goodness of fit evaluations. In practice, though, empirical
distributions rarely fit models very well, automatic methods may be misleading [45, 10], and
appropriately fitting empirical data is a challenginng task [11]. We therefore combine visual
inspection of distributions and automatic statistical techniques, both being complementary
of each other and having their own limitations and strengths.

In order to perform visual inspection of distributions, we plot them in lin-lin, lin-log and
log-log scales. This makes it possible to observe bell-shaped distributions (visible in lin-
lin scales), exponential decreases (straight lines in lin-log scales) and polynomial decreases
(straight lines in log-log scales). Exponential decreases in distributions are hallmarks of
homogeneity (values are exponentially rarer when they increase) and polynomial decreases
are hallmarks of heterogeneity (values are only polynomially rarer when they increase). Notice
that we assume in this presentation that distributions are decreasing, but similar reasoning
is applicable for their increasing parts.

We also study in similar ways the inverse cumulative distributions (i.e. for each possible
value, the number of occurrences larger than it), which are often easier to read. Examining
lin-lin, lin-log and log-log plots of these leads to conclusions in a similar way to what we
described above.

Figures 1 to 3 illustrate the different typical situations and their visual inspection. We
consider three distributions (one figure each) and plot them in both lin-lin, lin-log and log-log



scales (first row, from left to right). We also plot the inverse cumulative distribution in each
scale (second row, from left to right), leading to six plots for each distribution. Figure 1
illustrates the homogeneous case: there exists a normal value, and no observed value deviates
much from it. This is captured by the exponential slope of the distribution, revealed by its
straight shape in lin-log scales. Figure 2 illustrates the heterogeneous case: there exists no
notion of a normal value; instead, the distribution is characterized by the fact that observed
values cover wide ranges, with a polynomial decrease revealed by its straight shape in log-log
scales. Finally, Figure 3 illustrates the homogeneous case with outliers: there exists a normal
value, but some values deviate much from it. These values are called outliers and indicate
statistically significant events. The corresponding distributions therefore exhibit two regimes:
an exponential decrease (revealed by a straight shape in lin-log scale) and some values which
deviate significantly.
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Figure 1: Typical homogeneous distribution. First row (left to right): the distribution in

lin-lin, lin-log and log-log scales. Second row: the inverse cumulative of the distribution in
the same scales.
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Figure 2: Typical heterogeneous distribution. First row (left to right): the distribution in
lin-lin, lin-log and log-log scales. Second row: the inverse cumulative of the distribution in
the same scales.

In addition to visual inspection of plots, we use automatic techniques to perform decisions
on the types of observed distributions. Such techniques rely on the use of model distributions
to which empirical distributions may be fitted. There is a wide variety of possible model distri-
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Figure 3: Typical homogeneous distribution with outliers. First row (left to right): the
distribution in lin-lin, lin-log and log-log scales. Second row: the inverse cumulative of the
distribution in the same scales.

butions, but our goal here is not to find a perfect fit: we want to decide whether the empirical
distribution is homogeneous, heterogeneous or homogeneous with outliers, as described above.

We therefore consider only two model distributions? to capture the homogeneous and hetero-
—1l,xz— 2
(5)

e 2 v

geneous nature of an empirical distribution: the normal distribution P(z) = ——
which is a typical homogeneous distribution with well defined mean p and standard deviation
v and an exponential decrease; and the power-law distribution P(z) ~ =%, which is a typical
heterogeneous distribution characterized by its exponent a and which has no normal value.

In this framework, deciding on the homogeneous or heterogeneous nature of a given em-
pirical distribution consists in: (1) trying to fit it with each model (i.e. determine the model
parameters which make it fit the empirical distribution as well as possible); (2) deciding which
model corresponds best to the empirical distribution: this the one that produces the fit closest
to this distribution. We detail these two steps below.

In order to handle the crucial case where the empirical distribution is homogeneous with
outliers, we add an additional step: first we identify and remove possible outliers, and then we
compare the obtained distribution to the normal model, in the same way as we compare the
original distribution to the normal and power-law models, which we detail below. Identifying
possible outliers in a distribution is a difficult problem in itself [43, 18]; we will use here a
simple method based on Grubb’s test. It consists in comparing each value to the mean and
standard deviation of the distribution: if the value is higher or lower than the mean by a
given number of times the standard deviation, then it is considered an outlier.

The most classical methods for performing fits probably are to minimize the error (ME)
at each point of the empirical distribution and to maximize the likelihood (ML) of the em-
pirical distribution for the model. Here we use the classical Maximum Likelihood Estimation
(MLE) [16, 12] because ME uses only the moments of the empirical distribution rather than
all the data and is very sensitive to initialization values; since we have no insight for such
initialization, this makes it impossible to use for performing automatic decisions.

Notice that, in our context, the fit is not the outcome of greatest interest: we are interested
in how much each fit is relevant, in order to compare the fits produced by the different models.
In a way consistent to the way the fit is computed (MLE), one could use the obtained likelihood

2We conducted the same computations with Poisson and gamma models, leading to very similar results.



to estimate this relevance. However, the notion of likelihood depends on the considered model,
and thus comparing likelihoods obtained with different models makes little sense, if any.

We therefore compare the relevance of the fits by comparing the empirical distribution
to each fit directly. A classical way to do so is the Kolmogorov-Smirnov (KS) distance [38],
which is the largest difference between the cumulative versions of the empirical distribution
and the fit. This gives a worst case comparison, as the point at which the fit is the poorest
entirely determines the value of the KS distance. If the fit is poor at this point but excellent
everywhere else, the KS distance will be high. In order to obtain more insight, we also
compute the Monge-Kantorovich (MK) distance [17], defined as the average distance between
the cumulative versions of the empirical distribution and the fit.

We finally obtain a complete method for automatically deciding whether an empirical
distribution has an homogeneous, heterogeneous, or homogeneous with outliers nature: we fit
it to normal and power-law model distributions using MLE; we remove outliers with Grubb’s
test and fit the obtained distribution to the normal model distribution; then we compute the
KS and MK distances and conclude that the distribution is homogeneous if it is closest to the
fit with the normal model, heterogeneous if it is closest to the fit with the power-law model,
or homogeneous with outliers if the distribution with the outliers removed is closest to the
normal model.
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compare fit to original distribution (KS and MK)

best: pW bect normal\g}wnjHouthers
\i

no notion evenis
of event no even events

Figure 4: Overview of our method: for each property of possible interest (typically the ones
defined in Sections 4 to 6), we compute its values on the dataset, obtain the distribution
and fit it to the three model distributions discussed in the text (power-law, Poisson, and
Poisson with outilers); depending on the best fit result (according to KS and MK distances),
we decide wether the property is able to detect statistically significant events in the dataset
or not. Once this method is applied to several properties, we investigate correlations between
results (Section 7) and we interpret detected events (Section 8).

Our global method is summarized by the diagram presented in Figure 4.



4 Numbers of nodes

The most basic property of ego-centered views certainly is the number of nodes observed at
each round of measurement, which we study here. We also consider the number of nodes
in several consecutive rounds and the number of appearing nodes (nodes observed in some
rounds of measurements but not in previous rounds).

Although these properties are barely graph properties (they do not capture any informa-
tion on the structure of the network), we consider them as a basis for further investigation, as
they are the most basic yet nontrivial statistics. We investigate more subtle graph properties
in next sections.

4.1 Number of nodes in each round

We plot in Figure 5 the number N; of nodes observed in round i, as a function of 7. This
plot shows that the number of nodes at each round is very stable with some exceptions.
Most of the time, it oscillates close to a mean value slightly above 10600. However, closer
examination shows that this value changes near rounds 1100 and 2100: during some time
after these rounds, the number of nodes oscillates close to a different value. In addition to
these changes in the average value, the plot also exhibits sharp downward peaks. On the
contrary, no upper peak is visible.
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Figure 5: Number N; of nodes observed at measurement round 4, as a function of ¢, and the
distribution and inverse cumulative distribution of this value. The table displays KS and MK
tests for the distribution with each considered model distribution.

These observations are confirmed by the distribution of the value of V; and the goodness
of fit test, see Figure 5. Indeed, the distribution reveals two distinct regimes, with many
values around 10050 and 10600. Otherwise, the distribution is clearly homogeneous with
outliers. The presence of abnormally low values (points on the left) but no abnormally high
values corresponds the presence of downward peaks but no upward ones. There is also a more
unstable regime between 1600 and 1800.

It must be clear that downward peaks, although they are very clear statistical outliers,
bring little information: they may be caused by local connectivity failures, which have the



effect that ego-centered views are (partly) blank during one or a few rounds. This kind of
event is trivial.

On the contrary, an upward peak would indicate an interesting event: it would mean that
we suddenly observe significantly more nodes at one round. However, there is no upper peak
on this plot, which is a non-trivial fact: one may easily imagine scenario where such peaks
would appear. For instance, one may in theory switch from a situation where some paths
have a long common prefix to a situation where they have much less nodes in common, thus
leading to a significant increase in the number of distinct observed nodes. Figure 5 shows
that such scenario do not occur in practice. As a consequence, one cannot detect events by
observing abnormally high values of IV;.
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Figure 6: Top plot: number N; of nodes observed at measurement round ¢ and its median M;
for 100 values after i, as a function of i (we shifted down N; for readability). Middle plot: the
variations of M;. Bottom plots: the distribution and the inverse cumulative distribution of
these variations. The table displays KS and MK tests for the distribution with each considered
model distribution.

Finally, the most notable dynamics in the number N; of nodes observed at each round are
changes in the mean values around which it oscillates. We detect such changes as follows: we
associate to each ¢ the median of values N; to N;i100, that we denote by M;, then we define
consider the variations of the median, i.e. M; — M;_; for all . We plot these values in Figure
6. It is clear that this statistics succeed (both visually and with our automatic method) in
identifying events, i.e. outliers in the distribution. This is our first way to detect statistically
significant events.



4.2 Number of nodes in consecutive rounds and appearing nodes

The fact that the number N; of nodes observed at each round is very stable does not mean that
the observed nodes are always the same: consecutive rounds may see different ones. Such
changes may be evidenced by observing the number N/ of distinct nodes in ¢ consecutive
rounds, for a given integer c. We display in Figure 7 the case ¢ = 5.
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Figure 7: Number NZ-5 of distinct nodes observed during at least one of the five rounds
preceding the i-th, as a function of 7, and the distribution and inverse cumulative distribution
of this value. The table displays KS and MK tests for the distribution with each considered
model distribution.

This plot shows that, like NV;, N7 is rather stable and oscillates around a mean value 3.
As expected, this value is larger than the one for IV;, but it is far from 5 times larger. This
shows that many nodes appear in several consecutive rounds. Moreover, upper peaks appear
on this plot, which make it very different from the one of N; in Figure 5. The distribution
and fit tests it confirm the presence of a clear mean value, but also points out clear statistical
outliers, both abnormally low (as before) and abnormally high (which is new).

This observation is important for event detection: there are specific times (pointed out
by the peaks in Figure 7) at which an abnormal number of new nodes appear in a series of
consecutive rounds. This gives a new way to detect statistically significant events.

However, automatic detection using this approach is not trivial: as the observed mean
value may change during time, and as upper peaks (which we want to detect) may be smaller
than these variations of the mean, we may miss some events, and making the difference
between a statistically sound event and normal dynamics may be difficult. In order to solve
this problem, we now define appearing nodes as the nodes observed at some point in a series
of ¢ consecutive rounds but not observed in any of the p previous rounds, for some integers ¢
and p. With our notations, the appearing nodes at round ¢ are the nodes in V¢ \ V¥ >

3Tt also experiences changes of regime, like NN;, for instance around round 1100 in Figure 7. Notice that,
in this case, the new average value for N? is larger than before, while it was lower for N;. This means that,
although we see less nodes in each round, the nodes we see vary more from one round to another. This gives
some hints on further understanding the event which occurred, but deepening this is out of the scope of this
paper.
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Notice that observing the number of disappearing nodes is also natural, as well as appear-
ing and disappearing links. We observed similar results for all these notions, and so we focus
here on appearing nodes. We also considered wide ranges of possible values for ¢ and p, and
observed little difference, if any, as long as they were greater than 1 or 2 and lower than 100.
We illustrate here the obtained results with p = 10 and ¢ = 2, see Figure 8.
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Figure 8: Number a; of appearing nodes at round ¢ as a function of ¢, and the distribution
and inverse cumulative distribution of this value. The table displays KS and MK tests for the
distribution with each considered model distribution. We used representative values p = 10
and ¢ = 2.

The obtained plot exhibits clear upper peaks, independent of the current mean value of
Ny, which is confirmed by the distributions and fit tests. We obtain this way a method for
automatic detection of statistically meaningful events, defined as outliers in the number of
appearing nodes.

5 Connected components

We have seen in the previous section that, at some particular moments, an abnormal number
of nodes appear in our ego-centered views of the internet topology. However, we said nothing
on their structure: are they scattered in the observed topology? are they grouped? or do they
belong to several small groups?... Intuitively for instance, an important routing change may
lead to the discovery of a new part of the network, which would be revealed by the appearance
of nodes forming a connected component in our ego-centered views.

In order to investigate this, we study the connected components of newly appearing nodes.
More precisely, for all i, we select the appearing nodes as defined above, and consider links
observed between these nodes. We then compute the connected components of this graph,
which we call connected components of appearing nodes. As in the previous section, we use
p = 10 and ¢ = 2, which give results representative of what we observed on wide ranges of
these values.

We show in Figure 9 the number of connected components observed for all 7, and the
size of the largest one for all ¢ in Figure 10, together with the distributions of these values
and their goodness of fit test. The statistically abnormal events detected with the number
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of connected components statistics are the same as the ones detected in the previous section.
This shows that events detected using the number of appearing nodes are events in which
many connected components appear, among which at least a large one.

%%88 T T T T T T T T T
1§§§ KS | MK
4%88 normal 0.0807 | 0.0773
888 with outliers | 0.0519 | 0.0451
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Figure 9: Number of connected components of nodes appearing at round ¢, as a function of
1, and the distribution and inverse cumulative distribution of this value. The table displays
KS and MK tests for the distribution with each considered model distribution. We used
representative values p = 10 and ¢ = 2.
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Figure 10: Size of the largest connected component of nodes appearing at round i, as a
function of ¢, and the distribution and inverse cumulative distribution of this value. The
table displays KS and MK tests for the distribution with each considered model distribution.
We used representative values p = 10 and ¢ = 2.

Observing connected components makes it possible to go further. Indeed, it has the advan-
tage that, at each round, several values are observed: for all ¢ several connected components
may appear, and we may consider their size. This leads to the distribution of the size of all
appearing connected components, whichever round they appear in, presented in Figure 11.
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This distribution does not exhibit a clear difference between normal values and abnormal
ones, though: the distribution is well fitted by a power-law, as the goodness of fit test in
Figure 11 shows. As a consequence, we cannot use it to detect events that would be revealed
by the appearance of an abnormally large connected component.

10407 e 16406 e
Te+06 |- 4 100000 F + 3
100000 f i 3 10000 E A E KS MK
10000 1000 £ E normal 0.5653 | 0.5490
“1’22 F 100 £ 4 | with outliers | 0.5642 | 0.5100
ok of N #% 3 power-law 0.1510 | 0.1407
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1 T
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Figure 11: Distribution and inverse cumulative distribution of the size of all connected com-
ponents of appearing nodes. The table displays KS and MK tests for the distribution with
each considered model distribution. We used representative values p = 10 and ¢ = 2.

Notice that one may go further by computing various properties of connected components
(their density, average degree, or clustering coefficient, for instance), and then observing their
distribution. This may lead to the identification of statistically meaningful events. However
this is out of the scope of this paper and left for future work.

6 Distance-based properties

Properties considered in previous sections remain rather basic and only capture poor struc-
tural features (size and connectivity). In this section we consider distance-based properties 4
in order to capture more subtle features.

Similarly to appearing nodes considered above, we define for any integer ¢ the appearing
links as the links observed in any of the i to i+ c— 1 rounds of measurement but in none of the
1 — p to ¢ — 1 rounds, for given numbers p of previous rounds and ¢ of current rounds. With
our notations, they are therefore links in Ef \ Ef_p. Notice that all the links of an appearing
node necessarily are appearing links; we will call them t¢rivial appearing links, and focus on
nontrivial appearing links. Nontrivial appearing links are therefore links that appear during
current rounds between nodes which were present but not linked together in previous rounds:
appearing links are the links in (Ef\ Ef )N (VP x V).

One may expect that nontrivial appearing links tend to appear between nodes which were
already close in the previous rounds, i.e. such that the distance between them in fop is
small. Notice that there is one value of the distance for each such link, and therefore we have
to consider several values at each round (one per nontrivial appearing link). Let us denote
by D; the set of values obtained for round 1.

We plot in Figure 12 the value of max(D;) as a function of ¢, as well as the distribution
of these values. We also plot the distribution of all observed distances, i.e. U;D;. For these
values, there is no meaningful time series, but as before the fact that there are several values
for each i has the advantage of making results more statistically sound, and one may expect
to detect several events occurring at the same time.

4The distance between two nodes is the length of a shortest path between them, i.e. the number of hops
needed to go from one to the other in the (undirected) graph.
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Figure 12: Top row: largest distance between extremities of nontrivial appearing links, i.e.
max(D;), as a function of i. Second row: distribution and inverse cumulative distribution of
these values, and KS and MK tests for this distribution. Third row: distribution and inverse
cumulative distribution of all distances between extremities of appearing links, i.e. U;D;
(several values per round), and KS and MK tests for this distribution. We used representative
values p = 10 and ¢ = 2.

As expected, the observed distances are rather small, even though relatively large values
(up to 35) occur. This may be considered as large as the distances in considered graphs are
known to be small (not significantly higher than this extremal value). This being said, the
distribution of the maximal distance is homogeneous. Automatic tests show that extremal
values may be considered as outliers, but the difference with purely homogeneous distribution
is low. If one considers all distances, the distribution becomes heterogeneous, although the
maximal is by definition identical. The best fit is the power-law one, and so this property
cannot be directly used to detect events.

One key problem with these statistics is that all distances in the considered graphs are
small, and are very similar among nodes (the distribution of all distances in the graph is
homogeneous). As a consequence, there is little hope that distributions of distances between
nodes, even selected pairs of nodes, may exhibit distributions rich enough for event detection.
In order to obtain such distributions, one has to consider properties with values spanning a
wider interval.

In order to find such a property while still relying on distances, we define for any nontrivial
new link (u,v) the number of nodes in V” p such that their distance to u or v is not the same
in the previous and current graphs, fop and GY respectively. We denote this number by
0(u,v). Like above, for each i we define A; as the set of d(u,v) for all nontrivial appearing
links at round 1.
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Figure 13: Top row: largest number §(u,v) of nodes with changing distance to extremities of
appearing links at 7, i.e. max(4;), as a function of i. Second row: distribution and inverse
cumulative distribution of these values for ¢ > 1100 (to avoid the change in regimes which
would disrupt the distribution), and KS and MK tests for this distribution. Third row:
distribution and inverse cumulative distribution of 0(u,v) for all appearing links (u, v) at any
i > 1100, i.e. Uj>11004; (several values per round), and KS and MK tests for this distribution.
We used representative values p = 10 and ¢ = 2.

We plot in Figure 13 the value of max(A;) as a function of ¢, as well as the distribution
of these values. We also plot the distribution of all obtained values, i.e. U;A;.

As expected, the values of this property span a significantly wider range than simple
distances. More importantly, it succeeds in exhibiting two kinds of events: the maximal
value for each i oscillates close to an average value but exhibits abnormally high values as
well as changes in the average value. Both phenomena are clearly visible in Figure 13, and
confirmed by the distributions. Both provide a way to automatically detect events with a
distance-related property.

The situation is not as clear when one considers all values: Figure 13 shows that the
distribution is rather heterogeneous, even though visual inspection may indicate that values
over 100 constitute events. Still, our automatic tests consider the distribution as heteroge-
neous and misses these events. Certainly, more subtle statistical techniques could be used to
improve this, but this is out the scope of this paper.

7 Correlations between detected events

In previous sections, we have defined and studied various properties aimed at detecting events
in the dynamics of a graph, here ego-centered measurements of the internet topology. Several
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led to homogeneous distributions with outliers, and thus are effective for this purpose. One
may however wonder if all properties detect the same events (in which case subtle and more
costly properties would not be useful) or if they detect different events (in which case they are
all useful and complementary). In order to explore this, we study here correlations between
events detected by each property.

To do so, we plot together in Figure 14 the three main properties that proved to be
relevant for event detection: the variations in the median of the number of nodes in each round
(Section 4.1); the maximal number of nodes with changing distance due to an appearing link
(Section 6); and the number of appearing nodes (Section 4.2).

appearing nodes

max changing distances

median variation

i AALLIA.I‘L
TOrTTrr

-
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Yty Pipry

| | | | | | | | |
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Figure 14: The three main properties that proved to be relevant for event detection. From
bottom to top: the variations in the median of the number of nodes in each round (Section 4.1);
the maximal number of nodes with changing distance due to an appearing link (Section 6);
and the number of appearing nodes (Section 4.2). As previously, we used p = 10 and ¢ = 2.
We scaled and shifted plots for readability (values on the vertical axis would have no meaning
so we do not display any).

Several important observations may be made from this figure. First, for each property,
there exists an event (a peak in the plots) which is detected by this property only. For instance,
there is a clear event just before the 5000-th round of measurement which is detected by the
distance-based property only. This shows that all discussed graph properties make sense
regarding event detection and should be considered as complementary. Instead, some events
are detected by several, and even all, statistics, like the one slightly after ¢ = 1000. This
shows that some events have an impact on several properties while others do not, and thus
that our approach makes a difference between different classes of events.

Finally, correlations between detected events are nontrivial. Basically all possible sit-
uations occur, which shows that the set of detected events probably is very complex and
rich (although limited in size, which is an important feature). We discuss some methods to
study it in the following section, but fully exploring this direction remains one of our main
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perspectives.

8 Towards event interpretation

In the previous sections we have presented a methodology and some statistics which make
it possible to detect statistically significant events. More precisely, we are able to point
out moments in time at which events occur, and to identify nodes and links involved in
these events. The ultimate goal of this procedure is to study detected events further and
in particular to interpret them in term of network events (such as node or link failures, or
congestions). This is crucial for a true understanding of internet dynamics and for network
monitoring.

Event interpretation is however challenging, because the current knowledge of the internet
dynamics is limited, but also because of the size of the data, its ego-centered (thus biased)
nature, and its lack of clear structure. Ideally, one may use a database of events occurring
in the internet and match such events to the ones we detect (and conversely). This is not
feasible in general, though, as no complete such database exists. Only partial information is
available for some specific AS, which we explore in Section 8.1 below.

One may also try to interpret detected events by visualizing the data. To do so, graph
drawing is appealing, but current methods are unable to handle large graphs and/or produce
drawings which are easy to interpret. Some insight may however be obtained in this way, and
we explore this in Section 8.2.

In the following, we select one of the most interesting statistics for detecting events, the
number of appearing nodes in several consecutive rounds (Section 4.2). We apply it to a
typical measurement and select events detected in this way.

Moreover, we use a data reduction technique which is of great help. It consists in focusing
on the part of the data involved in the event under concern. To do so we first identify the set
S of nodes involved in the event (this depends on the considered property). We then select
the destinations such that a path from the monitor to the destination contains at least a node
in S. Finally we keep only the part of the measurement obtained with these destinations,
which is equivalent to measurements conduced with this reduced set of destinations. After
this reduction, all data involving nodes in S is still present and so we expect to capture most
of the dynamics related to the event under concern. Instead, we expect to remove much data
about nodes not involved in this event, which helps much in studying it (visualisation tasks
in particular).

8.1 Correlations with known events

In order to help maintenance and provide better services, some ISP record events occurring
in their network and document them. This information is partial, poorly structured, and
needs manual inspection [23, 19], but this is of great of interest here as it makes it possible
to match statistically significant events which we detect to known network events reported in
these databases.

Abilene [1] is one the main ISP to provide rich information on events occurring in their
network [42]. A database of tickets describing such events is freely available online; we display
typical instances in Figure 16.

To match a detected event to such a ticket, we proceed as follows. First we select a
statistically meaningful event with our method as explained above, and then we localize the
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Figure 15: Number a; of appearing nodes, as a function of the number of measurements
rounds performed. The two arrows denote two statistical events that were correlated with
two known events tracked by the Abilene trouble tickets of Figure 16. Here we considered
p=10 and ¢ = 2.

first event

timestamps at which it happens (which correspond to peaks on the corresponding plot).
Correlating this event with an Abilene event consists in finding in the Abilene database a set
of tickets such that the timestamps of these tickets overlap the timestamps of our event, and
the affected fields cite elements with addresses belonging to the set S of involved nodes. We
therefore have to collect the IP addresses of the elements cited in the ticket in order to check
their presence in S.

An example of result is displayed in Figure 15. Among the detected events, two of them
are correlated with tickets. The first statistical event that we pointed out is followed by
a significant decrease in the number of appearing nodes. This event is correlated with the
Abilene trouble ticket shown in Figure 16 (left). A second event occurs later, followed by
an equivalent significant increase in the number of appearing nodes. Inspecting this second
event leads to its correlation with the other trouble ticket in Figure 16, which turns out to
be the ticket declaring that the problem cited in the first ticket ended. In this case, thus,
there is a perfect fit between the two statistical events under concern and the one depicted in
Figure 16.

SUBJECT: Internet2 IP Network Peer SINET (CHIC) Outage SUBJECT: Internet2 IP Network Peer SINET (CHIC) Resolved
AFFECTED: Peer SINET (CHIC) AFFECTED: Peer SINET (CHIC)

STATUS: Unavailable STATUS: Available

START TIME: Thursday, May 17, 2007, 11:47 AM (1147) UTC START TIME: Thursday, May 17, 2007, 11:47 AM (1147) UTC
END TIME: Pending END TIME: Friday, May 18, 2007, 3:51 AM (0351) UTC

DESCRIPTION: Peer SINET’s connection the Internet2 IP

Community is unavailable. SINET Engineers

have been contacted, however, no cause of

outage has been provided yet. SINET is multi-homed.
TICKET NO.: 10201:45
TIMESTAMP: 07-05-18 00:40:43 UTC

DESCRIPTION: Peer SINET was unavailable to the Internet2 IP
Network Community. SINET Engineers reported the
reason for outage was due to a fiber cut in New York.
SINET is multi-homed.

TICKET NO.: 10201:45

TIMESTAMP: 07-05-18 07:39:16 UTC

Figure 16: Examples of Abilene trouble tickets which corresponds to the events pointed out in
Figure 15. Left, corresponding to the first event, describes a technical intervention under the
ticket number 10201:45. The involved network elements are cited in the field AFFECTED.
The begin and the end timestamps are given, and details are provided in field DESCRIPTION.
Right corresponds to the second event.

8.2 Graph drawing

One may also examine a detected event by manipulating a drawing of the underlying graph.
Although many drawing methods exist, with different advantages and limitations, in most
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Figure 17: Middle row: plot of the number of distinct nodes N; (resp. N1?) observed during
each round (resp. ten consecutive rounds) of measurement, as a function of time. Top row:
the distributions of these values, which confirms that V; exhibits abnormally small values only,
never abnormally large ones, unlike Niw. Bottom row: topology changes observed during an
event identified by an abnormally large value of Nilo, with a zoom on the part of the network
where the event occurred. Appearing nodes and links are in red.

cases the size of our data is prohibitive. To this regard, being able to identify a moment in
time at which an event occurs and focusing on the nodes involved in the event as described
above are both crucial: this data reduction leads to graphs of a few thousand nodes, which
several software are able to manipulate (and draw).

One may then draw in different colors the appearing, disappearing and stable nodes and/or
links. Figure 17 displays a typical example. We observe that, whereas the dynamics is in
general scattered in all the network, this event corresponds to a significant change in a specific
part of the topology.

Such manual examination of events using graph manipulation software opens the way
to a more detailed understanding of detected events, and to their interpretation in terms of
network events.
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9 Related work

Our work is at the intersection of two topics: event detection and dynamics of internet
topology (and dynamic graphs in general).

With regard to event detection, this is, up to our knowledge, the first work to consider
graph dynamics. This led us to introduce properties of such dynamics, from trivial ones like
the number of nodes at each time step to more subtle ones like the distance-based ones with
several (and a variable number of) values at each time step. Notice moreover that our method
is very general and may be applied directly to many other dynamic graphs (social networks,
for instance), which is an important contribution in itself.

The problem of event detection however is far from being new. This is a classical problem
in many contexts, including the internet. In particular, much attention has been paid to event
detection in internet traffic, see for instance [4, 26, 40, 22, 28, 14, 7]. In such cases, though,
the analysis mostly considers time series (i.e. one value for each time unit) which represent
simple quantities such as the number of packets captured within the measurement. Subtle
structural properties like the ones considered here are not used. Notice however that here
too we often deal with time series, and that subtle methods developed for time series analysis
may be applied. This is an important perspective of our work.

More generally, many studies target event detection in the dynamics of various systems
[9]. Two main approaches are followed, named anomaly-based and signature-based.

The underlying principle of anomaly-based approaches [6, 5] is that one knows the normal
behavior of the system. Then, any observation that differs from this normal behavior is
considered as an event. This approach is very appealing as it is able to detect any kind of
event, including kinds that were never observed. It however relies on a precise knowledge
of the dynamics of the considered object, and evolution of the normal behavior makes the
method ineffective. In the case of the internet topology, these two limitations make this
approach unapplicable.

Signature-based approaches rely on the knowledge of characteristic features of events to
detect, which may be inferred from a set of known events (typically with machine learning
techniques) [35, 9]. If the observed dynamics matches these features at some point, then
one considers that this is an event. This approach is very effective in cases where the events
may be described, like some computer viruses for instance. In our case, though, very limited
knowledge of events in the internet, and no description on their impact on observed topology,
are available.

As a consequence, both classical approaches are unapplicable in our context. This is why
we developed a statistically based approach, which may miss interesting events and calls for
the definition of relevant statistics (which may be challenging), but does not require any
previous knowledge of the system and event features. This makes the method very general
and robust. The main drawback is that detected events may be difficult to interpret.

Notice that, as intuition on the dynamics of internet topology is often misleading (see for
instance [30]), and as it is not known what characterizes normal dynamics in this context [§],
our method may be seen as a way to dig into measurement data. It provides insight on what
may be seen as normal dynamics and what indicates events. It points out specific moments
in time when something unusual happens and identifies sets of involved nodes and links. This
makes it possible to investigate further the dynamics, thus providing one of the most efficient
tool currently available for the empirical study of graph dynamics.

Finally, let us insist on the fact that the dynamics of the internet topology is at the center
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of much interest. Still a limited number of previous works study it, though. For instance,
[3, 37] study the dynamics induced by load balancing; [36, 24, 25] study the dynamics of BGP
routing; [33] studies the long-term evolution of the AS-level topology; [30] studies specific
features of the dynamics of ego-centered views like the ones considered here; [34] studies the
dynamics of the multicast routers topology; etc. None of these works target event detection,
though, and they generally consider dynamics at a much coarser grain than us (days vs
minutes).

10 Conclusion

In this paper we propose and implement a method to automatically and rigorously detect
events in the dynamics of ego-centered views of the internet topology. It relies on a notion
of statistically significant events. We define statistics to do so, some simple and others more
subtle. Interestingly, all kinds of distributions are obtained: homogeneous and heteroge-
neous, which do not lead to the detection of events, and homogeneous with outliers, which
do. In addition, we show that different properties lead to the discovery of different events,
and therefore that it makes sense to try and define more dynamic graph properties to gain
more insight. We also provide approaches to interpret detected events by drawing them and
comparing them to known networking events.

A natural perspective for this work is to explore more subtle statistics. In particular,
as the data we consider here are ego-centered views of a network, using statistics designed
specifically for such situations would be very interesting, see for instance [13]. One may also
observe events using measurements conducted from several monitors. As some events may
be invisible from single monitors, this approach is very promising. One may detect events on
views obtained by merging measurements from several monitors, or detect events from each
measurement independently and then mix the observations.

Another key direction is to conduct more studies of detected events to gain insight on the
underlying causes and their effect. In order to help such interpretation, one may simulate
ego-centered measurements on a graph with simulated dynamics (random removals/additions
of nodes/links, for instance). This would shed light on the relation between what we observe
with such measurements and actual events on the topology, which is crucial in our context.
Designing appropriate models for doing so however is challenging [29, 31], and most remains
to be done in this direction.

Finally, as our method is very general, an appealing direction is to apply it to other case
studies (like social networks, for instance). In such cases, event interpretation may be easier.
We expect to obtain in this way the first method for empirical analysis of graph dynamics,
and in particular unusual events in such dynamics.
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