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Abstract The availability of nutrients in the mixed layer is the main limitation to organic carbon biologi-
cal production in the tropical regions. In this paper, we investigate the potential role of internal waves at
promoting the development of biological activity on a PIRATA mooring at 6�S, 10�W. This mooring is
located above the Mid-Atlantic Ridge where we observe strong internal waves. Using a one-dimensional
physical and biogeochemical coupled model, we simulate dissolved inorganic carbon (DIC). Providing the
influence of vertical advection and turbulent diapycnal diffusivity are (it is vertical advection 1 turbulent
dipycnal mixing) accounted for, we find that this model provides a good fit with observed in situ CO2 fugac-
ity (fCO2). Main effect of internal waves is to rapidly increase the DIC, thus the fCO2 and the nutrients in the
mixed layer. The latter induce progressive development of biological activity leading to gradual DIC
decrease. Our study highlights the importance of correctly taking into account the effect of internal waves
in tropical regions.

1. Introduction

The ocean plays an important role in the global carbon cycle [Wanninkhof et al., 2013]. This role is
strongly related to the physical and biological processes in the surface ocean [e.g., Gruber et al.,
2002]. It is well known that the input of limiting nutrients to the euphotic zone is a critical factor
controlling primary production and the concentration of dissolved inorganic carbon (DIC) in the
mixed layer. Several mechanisms have been identified as responsible for this transport such as (i)
upwelling within mesoscale geostrophic eddies and submesoscale filaments and (ii) microscale three-
dimensional turbulence generated by breaking internal waves (see a review in L�evy et al. [2012]).
Moreover, the observation of such phenomena is laborious and expensive, due to the high resolution
microstructure sampling required to elucidate these features. New time series of hourly CO2 fugacity,
fCO2, are now available in various oceanic regions due to the recent development of autonomous
fCO2 sensors. Compared to the more traditional ship measurements, they provide new information
on the influence of high frequency (hourly to few days) processes on fCO2, in particular, the ones
linked to the biological productivity [Boutin and Merlivat, 2009; Leinweber et al., 2009; Parard et al.,
2010; Lefèvre and Merlivat, 2012; Thomas et al., 2012]. In particular, biological productivity is strongly
dependent on physical processes that influence the availability of light and nutrients in the photosyn-
thetic zone. The goal of this paper is to understand the physical and biogeochemical processes
responsible for the variability of fCO2 observed at 6�S–10�W on a Prediction and Research moored
Array in the Tropical Atlantic (PIRATA) mooring [Lefèvre et al., 2008; Parard et al., 2010]. This mooring
is located above the Mid-Atlantic Ridge (Figure 1), which is one of the major topographic features in
the Atlantic Ocean and is thought to be an important site for the generation of internal waves at the
tidal frequencies (i.e., internal tides) [St. Laurent and Garrett, 2002; Egbert and Ray, 2003; Nycander,
2005]. Ocean regions with internal waves (as detected by Synthetic Aperture Radar (SAR)) often fea-
ture increased near-surface chlorophyll concentrations within bang-like structures. This suggests that
internal waves act to advect the deep chlorophyll maxima toward the surface in midlatitude regions
[Da Silva et al., 2002]. It has also been suggested that internal waves may enhance biological produc-
tivity because they intensify vertical mixing and vertical nutrient fluxes [Kahru, 1983; Sharples et al.,
2001; Park et al., 2008; Schafstall et al., 2010]. However, the effect of internal waves on primary
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production has rarely been quantified due to observational difficulties [Robinson and Da Silva, 2010].
Using high-resolution idealized numerical simulations, Liccardo et al. [2013] found that the vertically
integrated productivity is increased at seasonal and shorter time scales when including short-term
fluctuations in vertical diffusivity induced by internal wave breaking. Recently, a study [Muacho et al.,
2013] showed how the internal waves can affect primary production rates by enhancing the amount
of biomass. The mechanism behind increased productivity appears to be increased levels of photo-
synthetically active radiation experienced by phytoplankton during upward vertical advection via
internal wave dynamics. In this paper, we analyze for the first time the high frequency variability of
fCO2 and derived DIC concentration in a region that may be influenced by the occurrence of strong
internal waves. This study is conducted at a PIRATA mooring where high frequency surface fluxes,
physical, and carbon observations are available. These data allow us to carry out realistic simulations
at temporal scales relevant to biogeochemical parameter variations. The influence of internal wave-
induced vertical mixing and vertical advection is taken into account in a one-dimensional physical
biogeochemical model which is forced by data from mooring measurements.

2. Observations

2.1. Data
The mooring at 6�S, 10�W (Figure 1) is a part of the PIRATA array [Bourlès et al., 2008]. In this paper, we focus
on a period in September 2006 for which the best vertical coverage of the upper water column is obtained.
At the mooring, temperature was recorded at 10 min intervals at 1, 20, 40, 80, 100, 120, 140, 180, 300, and
500 m depths; whilst conductivity was recorded hourly at 1, 20, 40, and 120 m depths. In June 2006, a CAR-
bon Interface OCean Atmosphere (CARIOCA) sensor was added on the PIRATA mooring for measuring fCO2

hourly at 1.5 m depth, with an accuracy of 63 latm and a precision of 61 latm [Lefèvre et al., 2008; Parard
et al., 2010].

The total alkalinity (TA) is estimated from an empirical relationship between TA and SSS [Koffi et al., 2010],
with an accuracy of 67 lmol kg21. DIC is derived from fCO2 data and TA using the dissociation constants of
Merbach et al. [1973] refitted by Dickson and Millero [1987] as in Parard et al. [2010] with an accuracy of 69
lmol kg21 and a precision of 61 lmol kg21.

Figure 1. Location of the 6�S, 10�W PIRATA mooring (red square) where time series of fCO2 and physical parameters were (the physical
parameter and fCO2 are collected) collected, superimposed on a bathymetric map (R. Schlitzer, Ocean Data View, http://odv.awi.de, 2012).
We also used data gathered during EGEE cruises stations at that point. Argo locations are indicated in black dots (http://www.coriolis.eu.
org/Data-Products).
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Parard et al. [2010] have observed that during some periods fCO2 diurnal and day-to-day variability is pri-
marily influenced by sea surface temperature (SST) variations (hereafter called ‘‘physical period’’) while dur-
ing other periods, it is significantly influenced by biological activity (hereafter called ‘‘biological period’’).
This paper is dedicated to the study of the physical and biogeochemical processes at play during a period
with strong biological activity.

2.2. Observed Processes
The period of investigation extends from 7 to 20 September 2006. It is characterized by a large variation of
DIC (Figure 2). We divide this period into two different events. Before 11 September 2006, the variation of
DIC is relatively small. From 11 to 15 September, DIC increases by 15 lmol kg21 in about 5 days. Just after,
from 16 to 20 September, we identify a ‘‘biological period,’’ during which the amplitude of the diurnal cycle
of DIC is in phase with biological induced diurnal variability. During the ‘‘biological period,’’ the sea surface
salinity (SSS) variations are <0.02 suggesting that horizontal advection at the surface plays a minor role
allowing an estimate of net community production (NCP) as described in Boutin and Merlivat [2009]. During
this period, the biological activity appears to be the main driver of the DIC and fCO2 variability [Parard et al.,
2010]. The DIC (Figure 2) exhibits (i) clear diurnal cycles (peak-to-peak variation of about 3 lmol kg21) in
phase with sunset and sunrise, which are not in phase with the SST diurnal cycles and (ii) a day-to-day DIC
decrease, a typical signature of net biological production [Parard et al., 2010].

Observations of the temporal evolution of the temperature at varying depths highlights (Figure 2b) strong
temperature anomalies at 40 m and deeper are observed with a conspicuous semidiurnal cycle (a peak is
observed at 12.4 h on the spectrum of the temperature measured at 80 m (Figure 2c) between 7 and 17
September 2006 (Figure 2b). The strong temperature anomalies near the base of the mixed layer from 10 to
15 September are associated with the DIC increase of 15 lmol kg21 (Figure 2a) and a decrease of the daily
temperature of 0.2�C.

The semidiurnal signal of the temperature anomaly is the signature of an internal tide with a dominant M2
(12.4 h) component, most likely generated at the Mid-Atlantic Ridge; the only strong generation spot of the
M2 internal tide in the area [Nycander, 2005]. Indeed, internal waves may intensify the exchange of proper-
ties at the base of the mixed layer and could be a mechanism for the addition of dissolved nutrients (DN) to
the mixed layer that could generate the ‘‘biological period.’’

In the following, we study this period with a one-dimensional model, and focus on the impact of internal
wave on the biogeochemistry parameters.

Figure 2. (a) DIC at 6�S, 10�W from 7 to 22 September 2006 and (b) Temperature anomalies at 6�S, 10�W. The black line indicates the
mean mixed layer depth during the period. (c) Power spectrum of the temperature measured at 80 m. The vertical dashed line indicates
the frequency of M2 tide.
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3. Physical-Biogeochemical
Model

3.1. Model Description
For this study, a one-dimensional
model is used. This model has been
successfully applied for simulating
diurnal variability of physical
parameters observed at PIRATA
moorings [e.g., Dourado and Can-
iaux, 2004; Wade et al., 2010]. The

model simulates the temporal evolution of temperature and salinity with a time step of 10 min and a verti-
cal resolution of 1 m over the upper 200 m [Wade et al., 2010]. The physical model is derived from Gaspar
et al. [1990] and improved by Josse [1992]. It can simulate the evolution of temperature, salinity, and hori-
zontal velocity profiles in response to atmospheric forcing; in particular, it simulates well diurnal SST varia-
tions related to heat fluxes [Wade et al., 2010].

The description of the model is detailed in Appendix A1. We couple this model with a biogeochemical
model (see its description in Appendix A2) based on the model by Taylor et al. [1991], with particulate car-
bon (C, mgC m23) and one nutrient type (nitrate, DN, lmol N L21).

3.2. Parameterization of Turbulent Mixing Induced by Internal Waves and Vertical Advection
3.2.1. Vertical Diffusion Resulting From Internal Wave Breaking
In the reference model, two processes leading to turbulent mixing are taken into account below the mixed
layer: shear instability of the current and internal wave breaking. Thus the vertical diffusion coefficient is the
sum of two coefficients. The first one, Kcz, mimics the effect of shear instability and is a function of the
Richardson number. The second one, Kiw, mimics the effect of internal wave breaking and is set to a con-
stant value equal to 1025 m s21 for temperature and salinity, and equal to 1026 m s21 for momentum
[Large et al., 1994] (Table 1). The latter parameterization is a crude estimate of turbulent diffusion and it
largely underestimates turbulent diffusion when the energy level of the internal wave field is above that
defined by Garrett and Munk [1975] model. Hence, we introduce a refined parameterization of this process,
derived from the observations of temperature profiles available at the mooring, with a variable vertical dif-
fusivity Kiw that depends on the energy of the internal wave field (Table 1). In this parameterization, the dis-
sipation rate of turbulent kinetic energy, �iw, is inferred using the Gregg-Henyey fine-scale parameterization
[Gregg, 1989] based on shear variance and stratification. However, since we lack shear measurements here,
following Jardon et al. [2011], we use a formulation in terms of available potential energy and stratification.
Next Kiw is inferred from �iw following Shih et al. [2005] as detailed in the following.

The dissipation rate �iw is inferred as follows:

�iw51:831026 <PE>2

PE2
GM

� �
N2

N2
0

� �
(1)

where N is the buoyancy frequency and N0 5 3 cph is the canonical buoyancy frequency value, <PE> is a
running average over two M2 periods of the available potential energy and PEGM is the available potential
energy of the Garrett and Munk internal wave field. The latter quantity depends on stratification only and is
given by [Gregg, 1989]:

PEGM5
53
2

N2 N
N0

� �21

(2)

while the available potential energy, PE, is inferred from density fluctuations as follows [Jardon et al., 2011]:

PE5
g2q02
2q2

0N2
(3)

The density (q) is derived from the temperature and salinity time series measured at the mooring. As men-
tioned above, salinity measurements are not available at all depths in the thermocline. Here the values of

Table 1. Values of Diffusivity Coefficients in m2 s21

Parameter MLD Under MLD Reference

KTKE Mean value
(0.07)

0 Gaspar et al. [1990]

Kcz 0 4.09 3 1024

(see equations (25),
(26), and (27))

Kantha and Clayson
[1994]

KiwSP 0 1 3 1025 Large et al. [1994]
KiwV 0 Variable with time and depth

(mean value 5 8.6151 3 1025

(see equations (4) and (5))

Jardon et al. [2011]
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salinity at missing depths are computed from T data using the T/S relationship for the thermocline (correla-
tion coefficient R equal to 0.99). The density anomaly q0 is the difference between the density and the aver-
age density on the whole period at a given depth, the acceleration of gravity (g) is 9.81 m s22.

In a second step, according to Shih et al. [2005], we compute Kiw from the dissipation rate, �iw, according to
two formulations depending on the intensity of turbulence:

1. For the intense turbulent regime when �iw
mN2 > 100:

Kiw52m
�iw

mN2

� �1
2

(4)

with the kinematic viscosity m 5 1.9 3 1026 m2 s21.

2. For regimes of intermediate turbulence intensity (7 < �iw
mN2 < 100), the Osborn model is applied [Osborn, 1980]

Kiw5c
�iw

N2

� �
(5)

where we assume c 5 0.2. The momentum mixing coefficient is taken as equal to Kiw divided by 10.

3.2.2. Estimate of Vertical Advection Induced by Internal Waves
The vertical velocity associated with internal waves can be calculated from the isotherm displacement esti-
mated from the temperature anomalies computed for each depth

T 05T2�T (6)

where �T is a running average of the local temperature over 10 days. Since most of the temperature variance
is associated with internal waves at the semidiurnal M2 frequency and at the inertial frequency f (4.7 days),
the temperature anomalies were filtered over a large frequency band from 0.8f to 1.4 times the M2 fre-
quency. This procedure allows us to exclude (i) the effect of high frequency internal waves, which give a
weak contribution to the temperature signal variance (see section 3.5) and are difficult to represent in the
model and (ii) the long-term trend in the temperature stratification, which is not related to internal waves
displacement. Isotherm displacements are then computed as:

g5
T 0f
@�T
@z

(7)

where T 0f are filtered temperature anomalies. The vertical velocity at depth z 1 g is finally obtained as

x z1gð Þ5 @g
@t

(8)

Vertical advection in the model is computed as x @X
@z , where @X

@z is the vertical gradient of physical or biogeo-
chemical variable X (temperature, salinity, chlorophyll, DIC, DN, etc.).

3.3. Atmospheric Forcing
The physical model is forced by the atmospheric surface fluxes. The radiative fluxes (short-wave and long-
wave radiations) are measured at the PIRATA mooring. The turbulent heat fluxes are calculated every 10
min from atmospheric parameters (pressure, winds, humidity, and air temperature) and SST measured on
the PIRATA buoy using the Exchange Coefficients from Unified Multicampaigns Estimates (ECUME) parame-
terization [Weill et al., 2003]. This parameterization was derived from several campaigns completed under a
large variety of atmospheric and oceanic conditions, and was found the most adequate to be used in our
area [Parard et al., 2010]. We used a constant albedo (0.05) and compute the upward infrared flux as
��r�SST4 with r the Stefan-Boltzmann constant and � the long-wave emissivity.

3.4. Model Initialization: Vertical Profiles
Between June 2005 and September 2007, six oceanographic Etude de la circulation oc�eanique et de sa vari-
abilit�e dans le golfe de GuinEE (EGEE) cruises have been conducted as part of the Analyse Multidisciplinaire
de la Mousson Africaine (AMMA) project in the eastern tropical Atlantic [Redelsperger et al., 2006]. Vertical
profiles of physical and biogeochemical parameters have been measured at the PIRATA mooring at 6�S,
10�W during EGEE cruises [Bourlès et al., 2007]. Here we use vertical profiles of temperature, salinity (Figure
3), and fluorescence acquired with a Conductivity Temperature Depth (CTD) at 6�S, 10�W during EGEE 4 on 23
November 2006, 1 month after our study period. Vertical profiles of chlorophyll-a concentration (Figure 3)
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have been estimated from the fluorescence profiles measured on the CTD, using a mean chlorophyll-
fluorescence ratio derived from fluorescence and chlorophyll profiles measured during the EGEE 3 cruise. We
find that surface chlorophyll (�0.2 mg m23) and chlorophyll profiles are consistent with, respectively, SeaWiFS
chlorophyll value and typical profiles of this region [Herbland, 1983]. DIC, TA, and DN are measured from sea-
water samples taken during ascending CTD casts as described in Parard et al. [2010]. The mixed layer depth
observed on these profiles is roughly consistent with the mooring measurements in September 2006.

On the other hand, salinity profiles recorded by ARGO floats close to the PIRATA moorings in September
2006 show a subsurface maximum (Figure 3b) which is not observed in EGEE initialization profiles. The sub-
surface salinity maximum has been observed during various cruises along 10�W [Kolodziejczyk et al., 2009,
Figure 2b] and is the signature of subtropical waters that probably originate from subduction of salty sur-
face waters southwest of the mooring (N. Kolodziejczyk, personal communication, 2013). Hence, we modify
the EGEE 4 salinity profile to include a subsurface salinity maximum (Figure 3b).

We maintain this subsurface maximum during the period of the simulations, by imposing a horizontal
advection of salt in the subsurface maximum salinity layer [Wade et al., 2010] of V@S

@y 5 7 3 1027 s21. Tem-
perature is simulated using the same scheme (with a horizontal advection of V@T

@y 5 3 3 1026�C s21). Like-
wise, DIC is simulated using a horizontal advection of V@DIC

@y 5 7 3 10211 lmol kg21 s21 and DN with a
horizontal advection of V@DN

@y 5 2 3 1026 lmol L21 s21. The horizontal advection terms correspond to a cur-
rent in the subsurface maximum salinity layer having a speed of about 0.3 m s21 combined with T, S, DIC,
and DN gradients of 0.0014�C m21, 0.0028 m21, 2.8 3 1028 lmol kg21 m21, and 6.7 3 1026 lmol L21 m21,
respectively. Given the small amount of data in the region, it is not possible to precisely validate these val-
ues, however their orders of magnitude are reasonably consistent with existing climatologies [Key et al.,
2004; Kolodziejczyk et al., 2009; Garcia et al., 2014].

3.5. Model Results
During the period under study, x and Kiw derived from the measured density (cf. section 3.2) are on the
order of typical measured values over the ocean [Planas et al., 1999; Alford and Pinkel, 2000; Xie et al., 2013].
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Figure 3. Vertical profiles measured or estimated of (a) temperature, (b) salinity, (c) TA, (d) DIC, (e) DN, and (f) Chl. (a and b) Solid line: EGEE
4 ascending CTD casts (ascending CTD casts have been used instead of the descending ones because DIC, TA, and DN were measured dur-
ing the ascending cast and a large variability between ascending and descending profiles likely due to the passing of an internal wave
were observed (Y. Gouriou, personal communication, 2011) (black) and ARGO profiles (red on 7 September 2006 at 7.0�S, 9.52�W and
green on 27 September 2009 at 7.2�S, 9.7�W). Dots: PIRATA mooring measurements on 7 September 2006 (blue). (c–e) Measures from
water samples during EGEE4 cruises and their associated errors (red). The profiles used for the simulation initialization are the measured
EGEE4 profile for the temperature and the estimated profiles (dashed black line) for the other parameters.
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They are particularly strong close to the base of the mixed layer (40 m) between the 10 and 16 September
(Figure 4).

We run the model in two conditions described in section 3.2, one with the reference condition (REF) and
the second with estimation of x and Kiw from the data (IW) (Figure 4). To estimate the quality of the simula-
tion, we used a correlation coefficient (R) and the root mean square difference (RMSD) computed over the
entire period. The results are presented in Table 2.

The temperatures simulated at 40 and 80 m depth for the cases REF and IW are presented in Figure 5. The
simulation IW reproduces better the strong variations of temperature at 40 and 80 m which are not repro-
duced in the REF simulation. As a consequence, R is higher and RMSD lower for the IW simulation (Table 2),
especially at 80 m depth (R 5 0.61 with IW simulation instead of R 5 20.02 with the REF simulation).

At 1 m depth, the measured SSS increases between the 11 September and 15 September. This increase is
not reproduced by the REF simulation but the simulation is improved in the IW version (Figure 6) and R is
stronger in the IW simulation (0.84) (Table 2). For the SST from IW simulation, Table 2 shows a lower R but
an improved RMSD. The slight decrease of the SST observed between 9 September and 12 September is
not reproduced in either of the two simulations.

The DIC increases during the period of internal wave (Figure 2). The magnitude of this increase together
with the diurnal cycles and day-to-day decrease during the ‘‘biological period’’ is quite well reproduced in
the IW simulation compared to the REF simulation although the DIC increase is delayed by 1 day with
respect to the observations (Figure 7). According to Table 2, the statistical parameters show an improve-
ment of the DIC simulation in IW conditions with lower RMSD and higher R. In the REF simulation, the DN
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Figure 4. (a) Diapycnal turbulent vertical diffusivity coefficient (Kiw); the black dot line indicates the MLD estimated from the temperature
profile at PIRATA mooring; (b) vertical velocity (x) estimated from temperature and salinity measured at the mooring. The black lines corre-
spond to the isopycnal displacements; and (c) dissipation rate (�iw derived from equation (1)).

Table 2. Difference of STD, Correlation Coefficient and RMS Difference Between Measured and Simulated Temperature for the Entire
Period at 1, 40, and 80 m Depth, SSS, DIC, and fCO2 at 1 m Depth

Parameter Simulation fCO2 DIC SSS SST T(40 m) T(80 m)

R REF 0.71 0.66 0.71 0.75 0.33 20.02
IW 0.73 0.82 0.84 0.31 0.53 0.61

RMSD REF 5.86 6.76 0.03 20.13 20.34 21.02
IW 1.32 1.46 20.003 0.01 20.06 21.5
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has a very low variation compared to the IW simulation. This difference can explain the improved simulation
of DIC during the ‘‘biological period’’ in the IW case. A supply of DN to the mixed layer is needed to repro-
duce the biological cycle and day-to-day trend related to the net community production. This is consistent
with the DN profiles sampled during EGEE that indicate low concentrations of nitrate in the mixed layer
(between 0.07 and 0.2 lmol L21). The IW simulation also improves the fCO2 simulation (Figure 8 and Table
2). Contrary to simulated DIC, simulated fCO2 increase is not delayed, because on day 1 in the fCO2 compu-
tation the underestimate of DIC is compensated by the overestimate of SST.

In summary, these results show that the inclusion of the IW induced Kz and x in the simulations has two
effects: (i) the increase of DIC in the mixed layer (around 15 lmol kg21) and (ii) the increase of DN which
allows the development of the ‘‘biological period’’ and leading to a decrease of DIC of around 2 lmol kg21.

Our IW simulation (16–19 September) estimates NCP at 18 mmol m22 d21. We suggest that the difference
between this value and the concurrent value of 26 mmol m22 d21 calculated by Lefèvre and Merlivat [2012]
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(blue).

35.74

35.76

35.78

35.8

35.82

35.84

35.86

35.88

S
S

S

07/09 08/09 09/09 10/09 11/09 12/09 13/09 14/09 15/09 16/09 17/09 18/09 19/09 20/09 21/09 22/09 23/09

23.6

23.8

24

24.2

Time (day)

S
S

T
 (

°C
)

b.

a.

Figure 6. (a) SSS and (b) SST measured on PIRATA mooring (black) and simulated with REF simulation (red) and with IW simulation (blue).

Journal of Geophysical Research: Oceans 10.1002/2014JC009965

PARARD ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 8364



(in agreement with Parard et al. [2010]) is due to differences in mixed layer depths (MLD) used. Lefèvre and
Merlivat [2012] considered a not an but a MLD deeper (50 m) than the one estimated in this study from the
model (37 m). The MLD from our model is in agreement with the one estimated with the interpolated tem-
perature profile derived from PIRATA mooring measurements (36 m). The MLD is estimated with the tem-
perature criteria of 0.2�C (difference between the surface and the bottom of the mixed layer) [de Boyer
Mont�egut et al., 2004]. The NCP estimated with the REF simulation is lower (7 mmol m22 d21), indicating
that the REF simulation does not adequately estimate the biological production.

Finally, we compute the air-sea CO2 flux, for the IW and REF simulations using the method described in Par-
ard et al. [2010]. The flux is underestimated in the case of the REF simulation (0.3 mmol m22 d21 on the
monthly flux). The difference observed between the two simulations varies from 0.1 to 1.7 mmol m22 d21.
The average difference between IW and REF during the strong internal waves event is 1.5 mmol m22 d21,
due to a change of 23% of the flux during 9 days.

4. Discussion and Conclusion

In order to perform realistic simulations of the biogeochemistry of the ocean mixed layer, it is crucial to real-
istically represent the exchanges of physical and biogeochemical properties between the ocean surface and
subsurface. To the first order, in many cases, the hourly variability of fCO2 can be explained by the diurnal
variability of SST and the thermodynamical effect (4.23% �C21) [Takahashi et al., 1993]. Hence, simulating
the hourly variability of fCO2 requires the accurate modeling of sea surface temperature. At 6�S, 10�W
where our study is focused, the physical model described in Wade et al. [2010] coupled with a biogeochemi-
cal model [Lefèvre and Taylor, 2002] allows the simulation of SST and fCO2 with an accuracy of 0.04�C and
1.62 latm, respectively. This accounts for explaining 69% of fCO2 variability, during a 13 day period charac-
terized by ocean surface warming and large diurnal cycles of SST [Parard, 2011]. Nevertheless, once the
thermodynamical effect has been accounted for, some variability remains in surface DIC concentrations, in
particular during other periods when biological production appears to be a dominant process. Indeed, Par-
ard et al. [2010] and Lefèvre and Merlivat [2012] have suggested that some of these are linked to biological
activity. However, the above mentioned models initialized with biogeochemical profiles measured during
EGEE cruises do not allow to simulate the hourly and day-to-day variations of DIC, hence we have investi-
gated the possible role of internal waves on biological activity. During some periods of high biological activ-
ity that appear to influence DIC [Lefèvre and Merlivat, 2012] occurred when internal waves have been
detected from temperature data at various depths, leading to large Kiw values (Figure 9) close to the base of
the mixed layer (between 40 and 60 m).
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Our study supports the hypothesis of a strong role of internal waves in supplying nutrients in the mixed
layer enabling biological production. The impact of the vertical advection (not show here) is low compared
to the one of Kiw. It represents 16% of the DIC variability, but is really important to simulate the temperature
variability in the profile. We show that after occurrence of strong internal wave events, DIC variability simu-
lated with the inclusion of internal waves processes very well agree with observations. We show that after
occurrence of strong internal wave events, DIC variability simulated with the inclusion of internal waves
processes very well agree with observations. The main effect of IW is to rapidly increase DIC, fCO2, and DN
in the mixed layer; then biological activity is enhanced and leads to a gradual decrease of DIC. The overall
effect is an increase of mean DIC and fCO2, and hence of the air-sea CO2 flux.

Nevertheless, simulated DIC increase is delayed by about 24 h compared to the data. This may be linked to
the response time of the model, i.e., a too slow exchange between the base of the mixed layer and the
mixed layer. Actually, during the strong internal wave period (before the ‘‘biological period’’), the model sim-
ulates an accumulation of cold water rich in DN and DIC at the base of the mixed layer. This supply of water
with high DIC and DN decreases under the mixed layer when it increases in the mixed layer. There is a large
uncertainty on the initial DIC gradient profile resulting from the coarse spatial resolution of the six measure-
ments. This uncertainty is likely to affect the vertical distribution of the strong turbulent fluxes generated
around 11 September and could induce the observed time lag in the DIC increase.

Nitrate availability is generally considered to be the limiting factor for oceanic biological production, in the
studied region. We find that internal waves may increase biological production because they increase the
exchange of nutrients between the mixed layer and the subsurface (contrary to midlatitude regions, their
effect on light availability is negligible, as light is not a limiting factor for the biological production in this
tropical region). During the study period, we compute the DN flux due to the impact of Kiw. The method
used to compute the DN flux at the base of the mixed layer, is the same method used by Sharples et al.
[2007]. In our case, we observe a mean DN flux of 0.6 mmol m22 d21 that varies between 0.3 and 1.5 mmol
m22 d21. Baham�on et al. [2003] have reported upward nitrate flux of a similar magnitude (0.53 mmol m22

d21) in the Northern Tropical Atlantic. They estimated Kiw using an assumption of a constant exponential
decrease of the dissipation rate below the mixed layer combined with a constant mixing efficiency [Osborn,
1980]. Another study [Planas et al., 1999] took place at 28�W along the transect 28�N and 35�S, which, like
us, used the parameterization from Gregg [1989] and showed an increase of the DN flux due to the Kiw.
They used vertical profiles of salinity and temperature derived from the CTD data and measurement of hori-
zontal velocity. Between 9�S and 2�S, DN flux varies between 0.03 and 0.23 mmol m22 d21. Around the
same latitude, the DN flux is lower than in our study. Nevertheless, closer to the Mid-Atlantic Ridge, they
found a higher value (at 6.4�N: 1.5 mmol m22 d21).
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Figure 8. fCO2 measurements (black) and fCO2 simulated with REF simulation (red) and with IW simulation (blue).
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Over a longer period (6 months), from 6 June to 31 December 2006, we have derived the DN flux at the
base of the mixed layer to be 1.4 mmol m22 d21, using Kiw estimated from the PIRATA mooring at 6�S,
10�W and an averaged DN gradient from EGEE water samples. Introducing the variability of Kiw has a signifi-
cant effect on the DN flux which is 0.1 mmol m22 d21 with the constant Kiw (1025 in REF simulation). An
estimation with a model [Oschlies, 2002], in the Equatorial Atlantic (8�S–8�N), showed a lower mean nitrate
flux (0.76 mmol m22 d21) due to the vertical mixing. Compared to these studies, our results suggest that at
the PIRATA site (where the internal tides are relatively strong), the internal waves induce vertical mixing
that can significantly increase the nitrate flux.

Oschlies and Garçon [1998] stated that the eddy activity alone is not sufficient to maintain level of primary
production and that an alternative mechanism should be considered. Our results suggest that internal
waves mixing should also be considered.

Over 1 month (September), the effect of internal wave on air-sea CO2 flux remains nevertheless relatively
small (0.3 mmol m22 d21, i.e., 5% of the monthly flux). Given the Kiw values derived from PIRATA mooring
measurements (Figure 9), other periods in June, October, and December are also likely affected by inter-
nal waves. Using the same model as the one used in this study, the maximum effect on air-sea CO2 flux
would be simulated in June (0.5 mmol m22 d21). However, assessing the impact of the cold tongue at
the mooring during June is outside the scope of our model. Hence, quantifying the effect of internal
wave on the air-sea CO2 flux at a yearly scale would require the use of a three-dimensional model which
is beyond the scope of this paper. It nevertheless suggests that one should pay more attention to the
role of internal waves when dealing with biogeochemical simulations using physical-biogeochemical
coupled models.

Appendix A: Physical-Biogeochemical Model

A1. Physical Model and Reference Parameterization
A physical model derived from Gaspar et al. [1990] and improved by Josse [1992] is used to simulate diurnal
variability of physical parameters observed at PIRATA moorings [Dourado and Caniaux, 2004; Wade et al.,
2010]. The model simulates the temporal evolution of temperature, salinity, and horizontal velocity in
response to atmospheric forcing, with at a time step of 10 min and a vertical resolution of 1 m over the
upper 200 m [Wade et al., 2010]. Here we recall its main characteristics. The governing equations for the
temperature (T), salinity (S), and horizontal velocity components (U, V) are

Figure 9. log(Kiw) values (m2 s21), from 6 June 2006 to 31 December 2006, derived from PIRATA temperature time series. Short black lines
at 80 m water depth indicate biological periods as identified on DIC in Lefèvre and Merlivat [2012]. The black dashed line corresponds to
the MLD estimated from the PIRATA temperature data.
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Here x is the vertical component of the velocity, q0 is a reference density (1024 kg m23), Cp is the heat
capacity of sea water at constant pressure (4178 J kg21�C21), Fsol is the net solar flux at the surface, and f is
the Coriolis parameter. The operator �X denotes spatial and/or temporal averaging and I(z) is fraction of Fsol

which penetrates to the depth z [Paulson and Simpson, 1977]:

I zð Þ5Rae
2z
D1 1 12Rað Þe

2z
D2 (A5)

Here D1 and D2 are the attenuation lengths and Ra denotes the red and infrared parts of downwelling solar
irradiance, while the blue-green part is 1 2 Ra.

At the surface, the turbulent fluxes are specified as follows:

2q0Cp T 0x0
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05E2P (A7)
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05sx (A8)

2q0 V 0x0
� �

05sy (A9)

where Fnsol represents the nonsolar heat flux, i.e., the sum of the sensible heat flux (H), the latent heat flux
(LE), and the net infrared heat flux (Fir). E 2 P represents the net fresh water flux (evaporation minus precipi-
tation), at the mooring. The term of precipitation is insignificant, and the term E 2 P is mainly driven by
evaporation, and sx(sy) is the zonal (meridional) component of the wind stress.

Turbulence model: In equations (A1)–(A4), the turbulent fluxes are supposed to depend linearly on the local
property gradients, through an eddy diffusivity KX:

X 0x052KX
@X
@z
: (A10)

Here X 2 {U, V, T, S}. In the model, KX is related to the local turbulent kinetic energy (TKE) (m2 s22), i.e.,
e 5 (u02 1 v02 1 w02)/2) via (i) a mixing length scale lk determined by the minimum of the primary length
scales which are the distances traveled upward (lu) and downward (ld) by a fluid particulate and (ii) a calibra-
tion constant ck 5 0.1 (the constant definitions are given in Table A1) [Gaspar et al., 1990]. The turbulent
coefficient KX corresponds to Kh, Ks, and Km, respectively, for T, S and U, V:

Km5ck lk�e1=2 (A11)
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(A12)

where Pr is the turbulent Prandlt number. To close the system of equations, the TKE equation is solved:

@�e
@t

52
@

@z
e0x01

p0x0

q0

� �
2 u0x0
� � @U

@z
1 v0x0
� � @V

@z

� �
1b0x02� (A13)

Here p is the pressure, � is the dissipation of TKE, and b 5 g(q 2 q0)/q0 is the buoyancy with q the density.
The water density is calculated from a linear version of the equation of state:

q5q0 12a T2T0ð Þ1b S2S0ð Þ½ � (A14)

where T0 (S0) is a reference temperature (salinity) and a(b) is a thermal expansion (haline contraction) coeffi-
cient. In equation (21), the sum of the vertical turbulent flux of TKE and of the term involving the correlation
between pressure and vertical velocity fluctuations is parameterized by:
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where Ke 5 Km. The dissipation term � is parameterized using the Kolmogorov [1942] theory, i.e., �5 c��e3=2/l�
where c� 5 1.43 (Table A1) is another calibration constant and l� a the characteristic length of dissipation
[Bougeault and Lacarrere, 1989].

In the reference parameterization, mixing can be produced below the mixed layer, under the effect of
strong current shear by the Kelvin-Helmotz instability mechanism [Large et al., 1994]. Current shear causes a
reduction of the Richardson gradient number, increases the instability, and intensifies mixing [Kantha and
Clayson, 1994], as described in Dourado and Caniaux [2004]. In addition, internal waves can generate turbu-
lence in stratified layers as they break, leading in some cases to intensified mixing at the base of the mixed
layer. Internal waves can generate turbulence in stratified layers or when propagating into other areas, they
can intensify the mixing between the homogeneous mixed layer and the thermocline [Alford, 2003]. In this
model, the mixing under the mixed layer is taken as a superposition of these two processes: the instability
due to the vertical shear of the current (leading to an effective diffusivity Kcz), and the instability due to the
internal waves (Kiw). The vertical mixing coefficient is a sum of these two terms. Kcz is a function of the
Richardson number (Ri) and Kiw is assumed constant and equal to 1025 m s21 for temperature and salinity,
and equal to 1026 m s21 for the momentum [Large et al., 1994].

In the model Kcz is define in function of Ri:
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If Ri >0.7:
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if 0 <Ri <0.7:

Kcz5531023 12
Ri

0:7

� �2
" #3

(A18)

if Ri <0:

Kcz5531023 (A19)

A2. Biogeochemical Model
The biogeochemical model is based on Taylor et al.’s [1991] model, with a representation of the particulate
carbon (C, mgC m23) and one type of nutrient (nitrate, DN, mmol N m23). The governing equations are
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Here m and Rr are, respectively, the mortality and the phytoplankton respiration rate in d21, c is the conver-
sion factor from mgC in mmol N (based on a C:DN ratio of 5.6), and K is the turbulent diffusion coefficient
(the same value is taken for physical and biogeochemical variables). The recycling efficiency, �f, is assumed
to be a function of the local nutrient concentration:

Table A1. Constants Definition in Physical Model (REF) Defined in Appendix A1

Name of the Constants Prandtl Number Pr C� Ck

Energy Minimum
Under the ML

Proportionally Factor Between
TKE Surface and Squared Friction

Value 1 1.43 0.1 1 3 1026 m2 s22 TKE 5 u*2
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�fmax is the maximum recycling efficiency when DN becomes depleted; in this case, �f ranges between 0.3
and �fmax. KN is the half-saturation constant for nitrate uptake. PC is the carbon-specific photosynthesis rate
(in d21); it is function of irradiance (I):
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Here PC
m is the light saturation rate of photosynthesis normalized to carbon (in d21), PCmax is the value of PC

m

at the reference temperature Tref 5 25�C, aChl is the initial slope of the photosynthesis-irradiance (P-I) curve
normalized to Chl, h is the Chl:C ratio, Ea 5 7000 J mol21 the activation energy, R 5 8.3 J mol21 K21 is the
universal gas constant, and T is the temperature.

We use a variable h as suggested by Geider et al. [1997]; in this case, the model conditions vary and we add
the following equation:
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We chose hinitial 5 1/40 gChl gC21 which is close to the values used by Lefèvre et al. [2003], Tyrell and Taylor
[1995], and Voituriez and Herbland [1977] and close to the value observed in the Equatorial Pacific [Wang
et al., 2009]. With this parameterization, the Chl and C vary in a nonconstant ratio
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with qChl the ratio of Chl synthesis to carbon fixation:
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The evolution equation of DIC:
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In the surface layer, the DIC evolution is expressed by equation (37) where Kh is the CO2 exchange coeffi-
cient derived from the Sweeney et al. [2007] relationship, and pa(pw) the atmospheric (surface seawater) par-
tial pressure of CO2; it is computed from the data as described in Parard et al. [2010]. CC is the increase of
carbon concentration when 1 mg Chl m23 is produced and is taken equal to 1:23:31025 lmol kg21 m3

g22. The equation describing the temporal evolution of TA is:
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CA is the conversion factor to change from mmol N m23 in lmol kg21 and is taken equal to 1.1 31026.
fCO2 is calculated from DIC and TA and the dissociation constant of Merbach et al. [1973] refitted by Dickson
and Millero [1987]. The biogeochemical model is initialized by vertical profiles of DIC, TA, DN, Chl based on
measurements gathered during EGEE campaigns (see section 3.4); DIC and TA profiles used for the model
initialization are shifted by a constant value to fit the value estimated at the beginning of the simulation.

A3. Adjustment of Biological Parameters at the PIRATA Mooring
After some sensitivity tests on the influence of initialization profiles and atmospheric fluxes (not shown
here), we conduct sensitivity tests on the biological parameters. The sensitivity tests allow us to quantify the
effect of each biological parameter and to evaluate its ability at reproducing the observed DIC. For these
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tests, we focused on the biological event which takes place during our study period, between 16 and 20
September 2006. The adjusted parameters are listed in Table A2; we also recall the range of the parameters
considered in previous publications [Geider et al., 1998; Lefèvre and Taylor, 2002; Lefèvre et al., 2003; Taylor
et al., 1991] that have made use of Taylor’s biological model for simulations at the seasonal scale. The sensi-
tivity tests are performed in two steps. First, all of the parameters are set to the values used in the Atlantic
gyres by Lefèvre and Taylor [2002] (called in the following the reference value) except one parameter which
we allow to vary within the range previously defined.

In these first-step simulations, we use a Taylor diagram [Taylor, 2001] in order to evaluate the quality of the simula-
tions relative to the observations (Figure A1). The similarity between the observations and the model results is
quantified with Taylor diagram in terms of their correlation between the test and reference fields, their centered
root-mean-square difference (RMSD) and the amplitude of their variations (represented by their standard deviation
(STD) of their difference). The RMSD between the simulations and observations patterns is proportional to the dis-
tance to the point on the x axis identified as ‘‘Buoy.’’ Hence, the best simulations are the ones that lie nearest the
point marked ‘‘Buoy’’ on the x axis. The green contours indicate the RMSD values and it can be seen that the RMSD
range between 0.6 and 1.5 lmol kg21. STD is lower for all tests than the observed STD (1.2 lmol kg21), which
show that the amplitude of DIC variations is lower for the simulations compared to the observation (Figure A1).

Table A2. List of Values for Parameters Optimized for the Biological Parameterizationa

Parameter Definition Range Reference Optimized Value

aChl Initial slope of the photosynthesis-
irradiance [Geider et al., 1998; Lefèvre
and Taylor, 2002; Lefèvre et al., 2003;
Taylor et al., 1991]

0.5 3 102521.5 3 1025 gC
(gChla lmol kg21)21

7.5 3 1025 gC (gChla lmol
kg21)21

1.5 3 1025 gC (gChla lmol
kg21)21

m Mortality Variable along the depth
between 0 and 1 d21

m 5 0.4 d21 (0–60 m)-
between 60 m and 120 m,

m linearly decreases to
m 5 0 d21 below 120 m

m 5 0.9 d21 (0–50 m)
m 5 20.0067z 1 0.73 d21

(50–110 m) m 5 0 d21

(below 110 m)
Rr Respiration rate [Geider et al., 1998; Lefè-

vre and Taylor, 2002; Lefèvre et al.,
2003; Taylor et al., 1991]

0 d2121 d21 0.1 d21 0.27 d21

Pcmax Light saturation rate of photosynthesis
normalized to carbon [Geider et al.,
1998; Lefèvre et al., 2003]

0 d2125.1 d21 1.5 d21 5.1 d21

1
h Carbon: chlorophyll ratio [Geider et al.,

1997]
20–120 gC gChl21 Constant 1

h 5 40 gC gChl21 1
hinitial 5 40 gC gChl21 vari-

able along time

aFor the other parameters in the biogeochemical model, the values are presented in Lefèvre and Taylor [2002, Table A1].

Figure A1. Taylor diagram for the biological period 16–20 September 2006 at 1 m depth. Differences between DIC simulations tests are
represented by the symbols (see legend inside this figure) and data are represented by the black triangle and are called Buoy. The range
of each parameters is close to the literature values presented in Table A2.
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Three parameters have a strong impact on the simulation. Pcmax , aChl, and Rr improve the DIC simulation for
Rr low, Pcmax , or and aChl high. In these cases, the RMSD, the correlation coefficient, and STD are improved,
i.e., RMSD is higher than 0.5 lmol kg21, the correlation coefficient is high (0.9), and the STD is close to the
STD of observation. In Figure A1, these three tests are the closest points from the ‘‘Buoy.’’ The amplitude of
the DIC diurnal cycle at the mooring is better simulated when Pcmax and aChl are maximized.

Once Pcmax and aChl have been adjusted to improve the simulation of DIC in terms of standard deviation
and correlation with observations, Rr and m have been increased in order to keep a realistic value for the
concentration of phytoplankton. Furthermore, we use a variable h [Geider et al., 1998], which further
improves the DIC simulation. The final adjusted values are indicated in Table A2.

The adjusted aChl value of 1.5 3 1025 gC (gChla lmol kg21)21 appears to be consistent with existing estimates of
the photosynthetic characteristics of the major species of phytoplankton in the tropical Atlantic in particular spe-
cies from the picoplankton Prochloroccocus or Synechoccus [Robinson et al., 2002]. For these species, aChl remains
poorly contained; it is commonly in the range between 8.6 3 1026 and 38.99 3 1026 gC (gChla lmol kg21)21, or
even larger for some species. This parameter varies strongly with the availability of light [Veldhuis et al., 2005].

The value of 1
h in our simulations ranges between 40 and 150 gC gChla21. Very few studies of h exist for the

tropical Atlantic. In the northern tropical Atlantic, Veldhuis et al. [2005] found 1
h ranging between 21 gC gChla21

around 150 m depth and 450 gC gChla21 near the ocean surface for prochlorococcus. In the equatorial Pacific,
Wang et al. [2009] found 1

h values ranging between 79 and 165 gC gChla21 near the ocean surface.
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