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Abstract— Recognizing human actions or analyzing human
behaviors from 3D videos is an important problem currently
investigated in many research domains. The high complexity
of human motions and the variability of gesture combinations
make this task challenging. Local (over time) analysis of a
sequence is often necessary in order to have a more accurate
and thorough understanding of what the human is doing. In
this paper, we propose a method based on the combination of
pose-based and segment-based approaches in order to segment
an action sequence into motion units (MUs). We jointly analyze
the shape of the human pose and the shape of its motion using a
shape analysis framework that represents and compares shapes
in a Riemannian manifold. On one hand, this allows us to
detect periodic MUs and thus perform action segmentation. On
another hand, we can remove repetitions of gestures in order
to handle with failure cases for the task of action recognition.
Experiments are performed on three representative datasets
for the task of action segmentation and action recognition.
Competitive results with state-of-the-art methods are obtained
in both the tasks.

I. INTRODUCTION

Analyzing and understanding human activities and behav-
iors is a problem that has been widely investigated in the
past two decades. Indeed, this represents a task of inter-
est for many promising applications in different domains,
like surveillance, video games, physical rehabilitation, etc.
Challenges appear when detecting humans and tracking their
motion is required. Indeed, illumination changes or dynamic
backgrounds can affect the human tracking and thus the
understanding of his behavior. The emergence of 3D data
allows capturing the human pose at each frame, thus reducing
the challenges to human motion analysis. However, this
task is still very difficult due to the temporal variability of
behaviors, the complexity of human actions and the high
number of motion combinations. In order to face these
challenges, many works proposed to locally analyze the
human behavior by decomposing and segmenting it into
shorter and more understandable primitive motions.

Motion capture systems, like those from Vicon [14] are
able of accurately capturing human pose, and track it along
the time resulting in high resolution data, which include
markers representing the human pose. Motion capture data
have been widely used in industry, like in animation and
video games. In addition, many datasets have been released
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providing such data for different human actions in different
contexts, like the Carnegie Mellon University Motion Cap-
ture database [2].

More recently, new depth sensors have been released, like
the Microsoft Kinect [10]. These new acquisition devices
provide in addition to the classical RGB image, a depth
image from which a 3D humanoid skeleton can be estimated
thanks to the work of Shotton et al. [13]. Thus, such low-
cost sensors offer a good alternative to capture human pose
and human motion, which is more convenient for general
public applications. This new type of data have stimulated
the creation of human action datasets, like the MSR Action
3D dataset [8], and the MSRC-12 dataset [5], as well as
the development of research works targeting human action
recognition.

A. Related Work

In the literature, a lot of works have investigated the
problem of segmenting a complex human motion sequence
into distinct actions from both video data and 3D data.
Most of the approaches based on 3D data use the motion
capture data. Different kind of methods exist to address the
problem of action segmentation. The first category includes
methods based on the detection of changing points represent-
ing changing motions. For instance, in [1] a method based
on probabilistic principal component analysis is proposed,
which detects when the distribution of human poses change
over time. In [4], they detect changing points by using
the zero-velocity crossing points of the angular velocity of
joints. Differently, temporal clustering methods try to group
successive and similar poses into clusters resulting to a de-
composition of the sequence into several segments belonging
to one of the clusters. Such method allows combined action
segmentation and recognition. For instance, in [19] a method
is proposed to find the best segmentation of a sequence by
minimizing the error across the segments belonging to the
clusters. Finally, in [18] a fuzzy segmentation method is
proposed to model gradual transitions between temporally
adjacent actions instead of considering a fixed changing
point.

Human action recognition from 3D data has attracted
many research groups in the recent years, since the release
of depth sensors providing skeleton data. Such skeleton data
are either used lonely [9], [17] or in combination with raw



data [11], [15] provided by depth sensors, like color or
depth images. For instance, Zanfir et al. [17] propose a
moving pose descriptor which captures both the geometric
information about the human pose as well as its speed and
its acceleration within a short time interval. In [9], they
differently use skeleton data by considering pairwise relative
positions between joints. Then, a sequence is represented
with a constrained method based on dictionary learning and
applied to the joints of the skeleton. The same features
are used in [15], but in addition the Local Occupancy
Patterns describing depth appearance around each joints are
considered. Likewise, in [11] skeleton features based on
joint angles and depth features computed with histogram of
oriented gradients are combined together.

B. Overview of Our Approach

In this paper, we propose an approach based on shape
analysis of both human pose and motion for the task of action
segmentation and recognition. First, we analyze locally the
shape of the human pose in order to detect its changes and
decompose a motion sequence into different motion units
(MUs) representing small motions performed by the subject.
Then, we analyze the shape of such spatio-temporal MUs
in order to detect possible repeated cycles. For the task
of action segmentation, similar cycles are grouped to form
longer segments representing actions. For the action recog-
nition task, repetitions are ignored in order to improve the
classification accuracy obtained in [3]. Indeed, we observed
that a different number of repetitions of a gesture within
an action sequence may affect the recognition. Representing
all sequences with only one instance of the gesture allows
us to deal with this issue. The shape analysis of human
poses and MUs is performed on Riemannian shape space,
considering 3D curves and on higher dimensional spatio-
temporal trajectories, respectively.

The rest of the paper is organized as follows: Sect. II
presents the Riemannian approach used to analyze and
compare shapes of curves and trajectories; Sect. III and
Sect. IV explain how we apply the shape analysis for human
poses and MUs, respectively; In Sect. V, the approach is
evaluated on data of two different types for the tasks of action
segmentation and recognition. Finally, Sect. VI concludes the
paper and discusses future research directions that we would
like to investigate.

II. SHAPE ANALYSIS OF CURVES IN Rn

In this Section, we introduce the Shape Analysis frame-
work used to analyze and compare shape of human poses,
as well as shape of MUs. As explained later, this framework
allows us to represent the shape of curves in Rn and provides
an elastic metric representing similarities between shapes.
Note that, in this work n = 3 for the case of human poses
analysis, and n = 3Nj for the case of MUs analysis, being
Nj the number of joints of the skeleton.

Let β : I → Rn representing a n-dimensional curve,
normalized in the I = [0,1] interval. We mathematically

represent the shape of β using the Square-root Velocity
Function (SRVF) defined as:

q(s)
.
=

β̇(s)√
‖β̇(s)‖

. (1)

The SRVF is a special function first introduced in [6] that
captures the shape of β and thus allows shape analysis of
curves. As shown in [6], with this representation, the elastic
metric to compare shape of curves is reduced to the L2

metric. We define the set of all functions as:

C = {q : I→ Rn| ‖q‖ = 1} ⊂ L2(I,Rn) . (2)

By restricting the length of β to 1, the space C becomes an
infinite dimensional unit-sphere representing the pre-shape
space of all curves invariant to translation and uniform
scaling, where each SRVF associated to a curve is viewed
as an element of C. Considering the L2 metric on its tangent
space, C becomes a Riemannian manifold, as demonstrated
in [6]. To compare two curves, we can compute a distance
between their corresponding shape on C, which is defined as
the length of the geodesic connecting the two elements on C.
As C is a sphere, the geodesic length between two elements
q1 and q2 is defined as:

θ = dC(q1, q2) = cos−1(〈q1, q2〉) . (3)

The geodesic path between these two elements is defined
as:

α(τ) =
1

sin(θ)
(sin((1− τ)θ)q1 + sin(θτ)q2) . (4)

Such a geodesic path represents the elastic deformation of
the shape q2 to correspond to q1. In particular, τ ∈ [0, 1] in
Eq. (4) allows us to parametrize the displacement along the
geodesic path α: τ = 0 and τ = 1 correspond, respectively,
to the extreme shapes q1 and q2; An intermediate value of
τ corresponds to an intermediate deformed shape between
q1 and q2. Thus, in addition to have a distance representing
the similarity between two shapes, such a framework also
provides geodesics connecting two shapes representing the
optimal elastic deformation between them.

However, shape analysis usually requires invariance to dif-
ferent transformations, such as translation, scale, rotation and
re-parametrization. By representing a curve using the SRVF,
we deal with the translation and scaling variability. However,
rotation and re-parametrization still remain. Indeed, if a
curve is rotated or re-parameterized, its SRVF changes, but
its shape remains unchanged. We define the rotation group
SO(3) and the re-parametrization group Γ, where elements
γ ∈ Γ are re-parametrization functions. Rotating a curve β
with O ∈ SO(3) and re-parametrizing it with γ ∈ Γ results
to a new curve β′ = O(γ ◦ β) equivalent to β in term of
shape. Another advantage of the SRVF is that the actions of
the product group SO(3) × Γ on C is on isometries. Thus,
the SRVF of β′ = O(γ ◦ β) is given by

√
γ̇(t)O(q ◦ γ)(t).

We define the equivalence class of q as:

[q] = {
√
γ̇(t)O(q ◦ γ)(t)|O ∈ SO(3), γ ∈ Γ} , (5)



where each element of [q] is equivalent up to a rotation
and a re-parametrization. The set of all equivalence classes
is called the shape space denoted as S. To compute the
geodesic distance between [q1] and [q2] on S, we first need
to find the optimal rotation O∗ and re-parametrization γ∗

that best register the element q2 with respect to q1. In prac-
tice, Singular Value Decomposition is used to find optimal
rotation, and Dynamic Programming is used to find optimal
re-parametrization. Let q∗2 being the element associated with
O∗ and γ∗, then dS([q1], [q2]) = dC(q1, q

∗
2).

In this way, a distance representing the similarity between
the shape of curves in Rn is defined independently to their
translation, scale, rotation and re-parametrization variabili-
ties. Note that, as explained below, not all these invariances
are required or some of them are handled differently in the
context of shape analysis of human poses and MUs.

III. POSE-BASED APPROACH

In this Section, we present our approach to analyze a
sequence locally at the level of human poses. At this level,
shape analysis of human pose allows segmenting a sequence
into MUs using the provided elastic metric in shape space.

A. Pose Representation

To analyze the shape of the human pose, we propose
to represent it as a curve and to use the shape analysis
framework described in Sect. II. The 3D coordinates of each
joint of the skeleton are used. By connecting the 3D joints,
we can obtain a 3D curve representing the shape of the
human body, as shown in Fig. 1. In order to keep natural
information about the human shape represented by the limbs,
we do not randomly connect the different joints, but keep a
coherent structure linking together joints belonging to the
same limb. Thus, a 3D curve representing the human pose
connects successively the spine’s joints, the arms’s joints and
the legs’s joints. In this way, a human pose is represented
by a 3D curve instead of a 3D skeleton. We can now
perform shape analysis of curves using the shape analysis
framework and the provided distance, as described in Sect. II,
for n = 3. Note that, in this case, as we compare poses
of a same sequence (same subject), the scale of skeletons
is unchanged during a sequence. As a 3D curve connects
joints in a predefined order, the parametrization of curves
remains the same along a single sequence. Thus, we do not
need to find optimal re-parametrization between two shapes
before computing the distance. Figure 1 shows a geodesic
path between two poses represented by their 3D curve.

B. Motion Segmentation

Using our pose-based approach, we can locally analyze
the evolution of the human pose along an action sequence.
Thus, in order to split automatically the continuous sequence
into segments exhibiting basic motions, called Motion Units
(MUs), we detect when the motion is changing. We assume
that when a human is performing two successive motions, its
speed becomes slower at the end of the first motion and at
the beginning of the second one. This results to similar poses

Fig. 1. A human pose is represented by a 3D curve. Geodesic distances
can be computed between two poses in the shape space

in the time interval corresponding to the transition between
the two motions. Our goal is to detect such transitions
in an action sequence by analyzing human pose shape
within a sliding window along the sequence. An important
advantage of the shape analysis framework is that it allows
the computation of statistics, like the mean and the standard
deviation, on the manifold. Thus, for each window, we first
compute the average pose corresponding to the Riemannian
Center of Mass on the shape space, i.e., we use the distance
dS described in Sect. II. For the given shapes q1, . . . , qn
corresponding to the poses p1, . . . , pn within a temporal
window, their Riemannian Center of Mass is defined as:

µ = arg min
[q]

n∑
i=1

dS([q], [qi])
2 . (6)

Once we have the mean shape, we compute the standard
deviation between this mean shape and all the shapes in the
window. The standard deviation is defined as:

σ =

√√√√ 1

n

n∑
i=1

dS([µ], [qi])2 . (7)

Higher values of σ correspond to faster motion, while
lower values correspond to slower motion, i.e., transition
intervals. Figure 2 shows the evolution of σ along a sequence.
We can easily detect different peaks corresponding to differ-
ent MUs as shown in the skeleton sequence below the graph.
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Fig. 2. Evolution of the standard deviation σ. Different peaks are detected
and displayed with different colors. The corresponding poses are displayed
under the plot



IV. SEGMENT-BASED APPROACH

With the approach defined in the previous section, we are
able to decompose an action sequence into different segments
or MUs that can be further analyzed. Based on this, in
the following we describe our segment-based approach to
perform action segmentation and action recognition.

A. Representation of MUs

Each MU represents the evolution of the human along
a time interval. In order to capture both the geometric
information about the human pose as well as the dynamic of
the motion during the time interval, we represent the MU as
a spatio-temporal trajectory of the human motion. A single
skeleton of Nj joints is represented by a 3Nj-dimensional
vector by concatenating the three coordinates of each joint.
Then, a feature matrix is built by concatenating the column
vectors corresponding to each frame of the MU. This matrix
represents the evolution of the human pose over time and
can be viewed as a trajectory in a 3Nj-dimensional space.

B. Detection of Periodic MUs

Looking at MUs as spatio-temporal trajectories, we can
now use the shape space framework to analyze their shapes
and compare them. In this case, higher dimensional space is
considered (n = 3Nj). As a result, an elastic distance dS
can be computed, representing the similarity between MUs.
We use this distance to detect repetitions of successive MUs.
Note that, we first align MUs to a reference pose in order
to analyze each MU independently to the orientation of the
subject. As MUs are not necessarily repeated successively,
but instead periodically, we search for different length of
periodicity. Let MUi be the i-th MU of a sequence and qi its
corresponding shape on the shape space. We define P (ω, i)
the periodicity value of length ω for the i-th MU as:

P (ω, i) =
1

ω

i∑
f=i−ω

φ(MUf ,MUf−ω) , (8)

where:

φ(MUi,MUj) =

{
1 if dS([qi], [qj ]) < threshold
0 otherwise

. (9)

If P (ω, i) = 1, a periodicity of length ω is detected at
the i-th MU. We use this periodic detection for two different
tasks: action recognition and periodic actions segmentation.

In the first case, a sequence contains one single action. In
our previous work on action recognition [3], we represented
an action sequence by a spatio-temporal trajectory. However,
results demonstrated that this approach was unable to manage
repetitions within a sequence. For instance, a hammer action
can be performed more than once within a sequence, yielding
trajectories with different shape. In this case, all training
sequences are performed with only one instance of the
action, while some test sequences are performed with several
instances of the action. As we never trained a repeated
action sequence, we are unable to recognize it. The method
described above allows us to detect such repetitions. Thus,

we finally represent the action by only one instance of the
repetition. During the analysis of the sequence, if repetitions
are detected, only the first instance is kept to represent the
sequence. As a result, every sequence from the training or
test set contains only one instance of the action. However,
when repetitions are removed, we may loose the continuity
of the action between the two remaining extreme parts of
the sequence. In order to keep continuity, we use the two
extreme poses (ending pose of the first part, and starting
pose of the second part), represented in the shape space.
Then, we estimate the deformation between these two poses
using the geodesic path (Eq. 4). We discretize the path with a
small number of steps representing the deformation between
the two extreme poses. This process is illustrated in Fig. 3.
Note that, the removed part of the sequence is a repetition
of a previously observed MU. Thus, the ending poses should
not differ a lot.

Fig. 3. Removal of repeated MUs keeping continuity of the action
sequence. Deformation between the two extreme poses Posei and Posej
is estimated using the geodesic path on the shape space

In the second case, a sequence contains successive pe-
riodic actions, such as walking, running, boxing, etc. The
periodicity of the action is an important characteristic that
allows us to perform segmentation. For instance, the action
walking is a succession of left step and right step. Our
method described in Sect. III allows the segmentation of
the sequence in MUs corresponding to left step and right
step. Once the segmentation is performed, we detect periodic
MUs in order to group them in the same action cluster, e.g.,
walking. Thus, in this case, when repetitions are detected, we
do not keep only the first instance, but group all instances
in the same cluster. Detecting such periodic MUs along the
whole sequence results in a segmentation of the sequence
into different clusters, as illustrated in Fig. 4.

Fig. 4. Clustering of periodic MUs

V. EXPERIMENTAL RESULTS

We demonstrate the usefulness of the proposed approach
for two different tasks: action segmentation and action recog-
nition. First, we show how the detection of periodic MUs



is used for action segmentation. Second, we evaluate how
the removal of repeated MUs improve our previous action
recognition approach. The experiments are performed on
three datasets, which provide data of two types: motion
capture (mocap) data, in the CMU dataset; skeleton data
captured with Microsoft Kinect in the MSR Action 3D and
MSRC-12 datasets.

A. Action Segmentation

We evaluate the performance of our approach for the task
of action segmentation using samples of the CMU dataset
and compare it with the method proposed in [19] called
HACA. Similarly to [19], we use 14 sequences performed
by the subject #86. We evaluate the resulted segmentation
in comparison with the ground truth by computing the
confusion matrix between the segmentation obtained with
our method and the ground truth. Then, we use the same
metric used in [19] to compute the segmentation accuracy.
Figure 5 shows the segmentation accuracy for the 14 se-
quences compared to [19]. It can be observed that we obtain
competitive accuracies compared to HACA. Note that, a
single sequence can include the same action several times
at several time intervals, like walking. With our method, if
a second instance of the same action happens, we view it as
a new cluster. In order to handle this characteristic and be
comparable with HACA, we assign the same label to similar
clusters using the distance described in Sect. IV. Without this
constraint, our approach segments a sequence in an online
way parcouring only once the sequence with the sliding
window method. In comparison, the offline method proposed
in [19] needs a first initialization of the segmentation and
then performs optimization in several iterations.
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Fig. 5. CMU dataset: Segmentation accuracy for 14 sequences

Figure 6 shows the segmentation results of the fourth se-
quence obtained by HACA [19] (second row) and our method
(third row), in comparison with ground truth segmentation
(first row). Different colors correspond to different actions.
The white bars within the same color represent the detected
periodic movements. For instance, the first action in red
(walking) is composed of five movements, each representing
a walk cycle (one left step and one right step).

B. Action Recognition

1) MSR Action 3D Dataset: We demonstrate the useful-
ness of our approach to improve the action recognition of

Fig. 6. Segmentation results obtained for a sequence. 1st row corresponds
to ground truth, 2nd row to HACA [19] and 3rd row to our approach

TABLE I
MSR ACTION 3D: COMPARISON OF THE PROPOSED APPROACH WITH

THE MOST RELEVANT STATE-OF-THE-ART METHODS

Method Accuracy (%)
Actionlet [15] 88.2
DCSF [16] 89.3
JAS & HOG2 [11] 94.8
HON4D [12] 88.9
Moving Pose [17] 91.7
ScTPM [9] 93.8
Our previous [3] 92.1
Our 94.3

our previous work [3] evaluated on the MSR Action 3D
dataset. We observed that if an action is repeated more
than once within a sequence, it affects the shape of the
corresponding trajectory, and thus the accuracy of the action
recognition. We use the proposed segmentation approach
to detect and remove such repetitions within a sequence.
The overall accuracy is increased from 92.1% to 94.3%.
However the experiments in [3] demonstrated that only one
action class among 20 was mainly affected by this repetition
variability (hammer). Table I shows that compared to state-
of-the-art’s method, such improvement allows us to obtain
competitive accuracy.

2) MSRC-12 Dataset: We perform a third experiment
on the MSRC-12 dataset including sequences of subjects
performing 12 iconic and metaphoric gestures. In order
to compare our method with [7], we only use the iconic
gestures from this dataset. It results to 296 sequences of
about 1000 frames length each, where a single gesture is
performed several times along a sequence. The six classes
are: Duck, Goggles, Shoot, Throw, Change weapon and
Kick. 30 different persons perform each action several times
resulting to about 50 sequences per class. Most of the cases,
a gesture is repeated ten times within a sequence. However it
may vary from 2 to 15. This point is very important to show
how this variability can affect the recognition accuracy. In
order to fairly compare our method with [7], we follow the
same protocol. We employ a 5-fold leave-person-out-cross-
validation, where each fold consists of 24 persons for training
and 6 persons for test. Results are reported in Table II as
average accuracies of each fold.

We can notice in Table II that we obtain lower accuracy
than [7] only for one class (Shoot). The overall accuracy of
our approach is 91.5%, which outperforms the one reported



TABLE II
MSRC-12: COMPARISON OF THE PROPOSED APPROACH WITH DFM [7].

ACCURACIES PER CLASS AS WELL AS MEAN ACCURACIES ARE

REPORTED IN PERCENTAGE

Class DFM [7] Our previous [3] Our
Duck 96.0 100 100
Goggles 88.0 82.0 90.0
Shoot 85.7 73.5 81.6
Throw 90.0 88.0 90.0
Change weapon 87.5 89.6 89.6
Kick 98.0 98.0 98.0

Mean 90.9 88.5 91.5

in [7] (90.9%). In addition, we can see that compared with
our previous work without removing repetitions, the accuracy
is increased. When we analyzed the failure cases, we noticed
that the different number of repetitions within sequences
affect the accuracy of our previous approach. This is for
instance the case for similar actions, like Goggles and Shoot.
If a test Shoot sequence includes a number of repetitions,
which is not frequent in the the training Shoot sequences,
but frequent in the training Goggles sequences, it may be
assigned to a Goggles sequence and thus poorly classified.
By representing each sequence as only one instance of the
action, we are able to handle this issue.

To emphasize this point, we run a last experiment on
a reduced version of the dataset. We only use sequences
belonging to the classes Goggles and Shoot. In the training
set, we first include Goggles sequences with exactly 10 rep-
etitions of the gesture. Then, we include all Shoot sequences
except those with exactly 10 repetitions of the gesture, which
are included in the test set. We then evaluate the recognition
accuracy of our previous method and with the improvement
presented in this work. The recognition accuracy of the class
Shoot is increased from 39.4% to 78.8%. This shows that our
method allows us to improve the recognition accuracy when
the number of repetitions of a single gesture can vary within
a sequence.

VI. CONCLUSIONS

In this paper, we first presented an approach to decompose
a sequence of body skeleton poses into a combination of
motion units (MUs). By representing the human pose as a 3D
curve, we analyze its shape on a Riemannian manifold and
thus detect changes over time resulting to MUs. These MUs
are then represented as spatio-temporal motion trajectories
in order to analyze their shape similarly, and thus detect
repetition of MUs. On one hand, we applied this method
for the task of action segmentation by grouping successive
similar motion units together. On another hand, we have
shown how this method can improve the action recognition
performance by representing an action sequence as only
one instance of the action. Evaluation performed on three
datasets providing two types of 3D data demonstrated that
our method gives comparative results with respect to state-
of-the-art work.

The obtained results motivated us to extend the idea
of MUs to more complex cases, like activity recognition,
where the complexity of the human motion is increased
and where other aspects, like interaction with objects, make
the recognition task more difficult. In particular, we plan
to investigate a model capable of representing an activity
sequence based on MUs performed by the subject as well as
on the object held by the subject during the sequence.
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