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invasion in growth-fragmentation-death models
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Abstract

We present two approaches to study invasion in growth-fragmentation-death mod-
els. The first one is based on a stochastic individual based model, which is a piecewise
deterministic branching process with a continuum of types, and the second one is
based on an integro-differential model. The invasion of the population is described by
the survival probability for the former model and by an eigenproblem for the latter
one. We study these two notions of invasion fitness, giving different characterizations
of the growth of the population, and we make links between these two complementary
points of view. In particular we prove that the two approaches lead to the same crite-
rion of possible invasion. Based on Krein-Rutman theory, we also give a proof of the
existence of a solution to the eigenproblem, which satisfies the conditions needed for
our study of the stochastic model, hence providing a set of assumptions under which
both approaches can be carried out. Finally, we motivate our work in the context of
adaptive dynamics in a chemostat model.

Keywords: growth-fragmentation-death model, individual-based model, integro-
differential equation, infinite dimensional branching process, eigenproblem, piecewise-
deterministic Markov process, invasion fitness, bacterial population.
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1 Introduction

A chemostat is an experimental biological device allowing to grow micro-organisms in a
controlled environment. It was first developed by Monod (1950) and Novick and Szi-
lard (1950) and is now widely used in biology and industry, for example for wastewater
treatment (Bengtsson et al, 2008). The chemostat is a continuous culture method for
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3Université de Lorraine, Institut Elie Cartan de Lorraine, UMR 7502, Vandœuvre-lès-Nancy, F-54506,

France
4CNRS, Institut Elie Cartan de Lorraine, UMR 7502, Vandœuvre-lès-Nancy, F-54506, France
5Inria, TOSCA, Villers-lès-Nancy, F-54600, France

E-mail: fabien.campillo@inria.fr, nicolas.champagnat@inria.fr, coralie.fritsch@inria.fr

1



maintaining a bacterial ecosystem growing in a substrate. Bacteria are cultivated in a
container with a supply of substrate and a biomass and environment withdrawal so that
the volume within the container is kept constant. An important aspect still little discussed
in modeling terms, is the evolution of bacteria that adapt to the conditions maintained
by the practitioner in the chemostat (Wick et al, 2002; Kuenen and Johnson, 2009).

The theory of Adaptive Dynamics proposes a set of mathematical tools to analyze
the adaptation of biological populations (Metz et al, 1996; Dieckmann and Law, 1996;
Geritz et al, 1998). These tools are based on the description of evolution as an adap-
tive walk (Gillepsie, 1983) and rely heavily on the notion of invasion fitness (Metz et al,
1992). The invasion fitness describes the ability of a mutant strain to invade a stable res-
ident population, and its mathematical characterization requires to analyze the long-time
growth or decrease of a mutant population in the fixed environment formed by the resident
population. The goal of this work is to study the invasion fitness in mass-structured mod-
els, where bacteria are characterized by their mass, which grow continuously over time,
and is split between offspring at division times. More generally, we will consider general
growth-fragmentation-death models, covering the case of bacteria in a chemostat.

The growth of a mutant population in a chemostat can be modeled either in a con-
tinuous or a discrete population. In the mass-structured case, the former is typically
represented as an integro-differential equation of growth-fragmentation (Fredrickson et al,
1967; Doumic Jauffret and Gabriel, 2010) and the latter as a stochastic individual-based
model (DeAngelis and Gross, 1992; Champagnat et al, 2008) where individuals are char-
acterized by their mass (Campillo and Fritsch, 2015; Fritsch et al, 2015b; Doumic et al,
2012). The latter is typically a piecewise deterministic Markov process since the growth
of individual masses is usually modeled deterministically and the birth and death of indi-
viduals are stochastic. This class of models has received a lot of interest in the past years
(Jacobsen, 2006). Adaptive dynamics were already studied in deterministic or stochastic
chemostat models without mass structure in (Doebeli, 2002; Mirrahimi et al, 2012; Cham-
pagnat et al, 2014). Age-structured stochastic models were also studied by Méléard and
Tran (2009), but their results do not extend to the case of mass-structure since the mass
of the offsprings at a division time is random, while their age is always 0 for age-structured
models.

Deterministic and stochastic models are often considered equivalent in adaptive dy-
namics, but this is not always the case. In particular, the notion of invasion fitness has
a completely different biological meaning in each case (Metz et al, 1992; Metz, 2008). In
a stochastic discrete model, it is defined as the probability of invasion (or survival) of a
branching process describing the mutant population initiated by a single mutant individ-
ual. In a deterministic model, it is defined as the asymptotic rate of growth (or decrease)
of the mutant population, characterized as the solution of an eigenproblem. The former is
relevant to study invasions of mutant populations which appear separately and with one
initial individual in the population, whereas the latter is meaningful when several mutant
strains are present in a small density simultaneously, and, under the competitive exclusion
principle, the successful one is the one which grows faster.

The goal of the present work is to present the two points of view in a unified framework
and to study the link between these two notions of invasion fitness in the context of growth-
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fragmentation-death models. In particular, we prove that the two approaches lead to the
same criterion of possible invasion, although the link between the two notions of fitness
is far from obvious. This means that one can choose arbitrarily the point of view which
is more suited to the particular problem or application under study. For example, the
invasion fitness is simpler to characterize in the deterministic model, and is hence more
convenient to study qualitative evolutionary properties of practical biological situations.
It is also less costly to compute the deterministic invasion fitness using classical numerical
approximation methods than to compute the extinction probability using Monte-Carlo
or iterative methods (Fritsch et al, 2015a). In addition, the criterion of invasion is more
straightforward in the deterministic case (sign of the eigenvalue) than in the stochastic one
(probability of extinction equal to or different from 1). Conversely, for modeling purpose,
the stochastic model is more convenient in small populations, which is typically the case in
invasion problems. The invasion fitness also provides further information on the stochastic
model, since the extinction probability depends of the initial state of the population.

The two approaches are also complementary from the mathematical point of view.
For example, the existence of a solution to the eigenvalue problem facilitates the study of
the individual-based model since it provides natural martingales (see Lemma 4.13 below).
Conversely, the stochastic process gives a new point of view to PDE analysis questions,
like the maximum principle (see Corollary 4.4). More generally, it allows to give a descrip-
tion of the population generation by generation, and can help to prove results that would
not be obvious with a purely deterministic approach. An example is given by monotonic-
ity properties of the invasion fitnesses with respect to the substrate concentration in a
chemostat, as shown by (Campillo et al, 2015).

Our results also give the precise conditions that should satisfy the solution to the eigen-
value problem to make the link between the two notions of invasion fitness. The results of
Doumic (2007) and Doumic Jauffret and Gabriel (2010) about existence of eigenelements
do not cover some biological cases as bacterial Gompertz growth, so we give a full proof
of this result based on Krein-Rutman theory, hence providing a set of assumptions under
which both approaches can be carried out. We conclude by emphasizing that, although
general results making the link between the survival probability in multitype branching
processes and the dominant eigenvalue of an appropriate matrix are well-known, our study
is non-trivial because the piecewise-deterministic stochastic process is an infinite dimen-
sional branching process (actually with a continuum of types) and the eigenvalue problem
itself is non-trivial. In particular, a key technical step in our work is Proposition 4.10
giving a control of the expected total population size.

Section 2 is devoted to the description of the deterministic and stochastic models that
we study. Section 3 is devoted to the survival probability in the stochastic individual-
based model. In particular, we characterize this probability as the solution of an integral
equation and we prove that a positive probability of survival for one initial mass implies
the same property for all initial masses. In Section 4.1, we give a stochastic representation
of the solution of the deterministic problem and deduce some bounds on these solutions.
The precise link between the invasion criteria of the two models is given in Theorem 4.11
of Subsection 4.2. In Section 5, we give a set of assumptions under which we can prove
the existence of a solution to the eigenvalue problem satisfying the conditions of our main
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results of Section 4. Section 6 is devoted to a more detailed discussion of the motivation
of our work in the context of adaptive dynamics in chemostat models.

2 Modeling of the problem

In this section, we present two descriptions of the growth-fragmentation-death model
determined by the mechanisms of the Section 2.1. The first one, presented in Section
2.2, is deterministic whereas the second one, presented in Section 2.3, is stochastic. The
determinitic description is valid only in large population size whereas the stochastic one is
valid all the time but is impossible to simulate, in an exact way, in large population size.

2.1 Basic mechanisms

We consider a growth-fragmentation-death model in which one individual is characterized
by its mass x ∈ [0,M ] where M is the maximal mass of individuals and is affected by the
following mechanisms:

1. Division: each individual, with mass x, divides at rate b(x), into two individuals
with masses αx and (1 − α)x, where the proportion α is distributed according to
the kernel of probability density function q(α) on [0, 1].

x

↵x

(1 � ↵) x

taux b(s, x)

2. Death: each individual dies at rate D.

3. Growth: between division and death times, the mass of an individual grows at
speed g : [0,M ]→ R+, i.e.

d

dt
xt = g(xt) .

We set At the growth flow defined for any t ≥ 0 and x ∈ [0,M ] by

d

dt
At(x) = g(At(x)) , A0(x) = x . (1)

Throughout this paper we assume the following set of assumptions.

Assumptions 2.1. 1. The kernel q is symmetric with respect to 1/2: pour tout α ∈
[0, 1], q(α) = q(1− α) .

2. g(0) = g(M) = 0 and g(x) > 0 for any x ∈ (0,M) .

3. g ∈ C[0,M ] ∩ C1(0,M)
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4. b ∈ C[0,M ] and there exists mdiv ∈ [0,M) and b̄ > 0 such that

b(x) = 0 if x ≤ mdiv ,

0 < b(x) ≤ b̄ if x ∈ (mdiv,M) .

Assumption 2.1-3 ensures existence and uniqueness of the growth flow defined by (1)
for x ∈ (0,M) until the exit time Texit(x) of (0,M) which can be finite. According
to Assumption 2.1-2, the flow can be defined as constant in 0 and M (this flow is not
necessary unique). Moreover, A ∈ C1(D) with D = {(t, x), t < Texit(x)} (Demazure,
2000, Th. 6.8.1).

2.2 Growth-fragmentation-death integro-differential model

The deterministic model associated to the previous mechanisms is given by the integro-
differential equation

∂

∂t
mt(x) = Gmt(x)

where mt(x) represents the density of individuals with mass x at time t, with the initial
condition m0 and G is defined or any f ∈ C1(0,M), x ∈ (0,M) by

Gf(x)
def
= −∂x(g(x) f(x))− (D + b(x)) f(x) + 2

∫ M

0

b(z)

z
q
(x
z

)
f(z) dz .

The adjoint operator G∗ of G is defined for any f ∈ C1(0,M), x ∈ (0,M) by

G∗f(x)
def
= −(D + b(x)) f(x) + g(x) ∂xf(x) + 2 b(x)

∫ 1

0
q(α) f(αx) dα . (2)

We consider the eigenproblem

Gû(x) = Λ û(x) , (3a)

lim
x→0

g(x) û(x) = 0 , D + Λ > 0 , û(x) ≥ 0 ,

∫ M

0
û(x) dx = 1 (3b)

and the adjoint problem

G∗v̂(x) = Λ v̂(x) , (4a)

v̂(x) ≥ 0 ,

∫ M

0
v̂(x) û(x) dx = 1 . (4b)

The eigenvalue Λ is then interpreted as the exponential growth rate (we will give an
individual justification of this interpretation below). The sign of Λ gives an explosion
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criterion of the population: if Λ > 0 then the population goes to infinity ; if Λ < 0 then
the population goes to extinction ; if Λ = 0 then the population cannot explode.

Existence and uniqueness of a solution (û, v̂,Λ) of the system (3)-(4) were proved for
models which are relatively close to ours. Doumic (2007) proved this result for a growth-
fragmentation model which is structured by mass and age. Doumic Jauffret and Gabriel
(2010) studied a mass-structured growth-fragmentation model with unbounded individual
masses. Since none of the results cover our situation, we give a proof of the existence of
a solution based on an adaptation of the method of Doumic (2007) in Section 5 under
particular assumptions.

2.3 Growth-fragmentation-death individual-based model

We now describe the mass-structured individual-based model associated to the mechanisms
described in Section 2.1.

We represent the population at time t by the counting measure

ηt(dx)
def
=

Nt∑

i=1

δXi
t
(dx) , (5)

where Nt = 〈ηt, 1〉 is the number of individuals in the population at time t and (Xi
t , i =

1, . . . , Nt) are the masses of the Nt individuals (arbitrarily ordered).
We consider two independent Poisson random measuresN1(du,dj,dα,dθ) andN2(du,dj)

defined on R+×N∗× [0, 1]× [0, 1] and R+×N∗ respectively, corresponding to the division
and death mechanisms respectively, with respective intensity measures

n1(du,dj,dα,dθ) = b̄du
(∑

`≥1

δ`(dj)
)
q(dα) dα dθ ,

n2(du,dj) = D du
(∑

`≥1

δ`(dj)
)
.

Suppose N1, N2 and η0 mutually independent, let (Ft)t≥0 be the canonical filtration
generated by η0, N1 and N2. The process (ηt)t≥0 is then defined by

ηt =

N0∑

j=1

δ
At(X

j
0)

+

∫∫∫∫

[0,t]×N∗×[0,1]2

1{j≤Nu−} 1{θ≤b(Xj
u− )/b̄}

[
−δAt−u(Xj

u− ) + δAt−u(αXj
u− )

+ δAt−u((1−α)Xj
u− )

]
N1(du,dj,dα,dθ)

−
∫∫

[0,t]×N∗

1{j≤Nu−} δAt−u(Xj
u− )N2(du,dj) . (6)

The first term on the right hand corresponds to the state of the population at time t
without division and death. At each division or death time, we modify the final state
taking into account the discrete event.

Remark 2.2. In this model, individuals do not interact with each other. For any t > 0,
the lineages generated by individuals x1

t , . . . , x
Nt
t are then independent and this process can

be seen as a multitype branching process in continuous time and types.
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We introduce the compensated Poisson random measures associated to N1 and N2 as

Ñ1(du,dj,dy,dθ)
def
= N1(du,dj,dy,dθ)− n1(du,dj,dy,dθ) ,

Ñ2(du,dj)
def
= N2(du,dj)− n2(du,dj) .

The process (ηt) is a Markov process with the following infinitesimal generator (see
Campillo and Fritsch (2015))

LΦ(η)
def
= 〈η, g f ′〉F ′(〈η, f〉)

+

∫ M

0
b(x)

∫ 1

0

[
F (〈η − δx + δαx + δ(1−α)x, f〉)− F (〈η, f〉)

]
q(α) dαη(dx)

+D

∫ M

0

[
F (〈η − δx, f〉)− F (〈η, f〉)

]
η(dx)

for any test function of the form

Φ(η) = F (〈η, f〉)
with F ∈ C1

b (R) et f ∈ C1[0,M ].

Note that for η =
∑n

i=1 δxi ,

L〈η, f〉 =
∑

i=1

G∗f(xi) .

From Ito’s formula for semi-martingales with jumps (see for exemple Protter (2005)),
we obtain the following semimartingale decomposition (see (Campillo and Fritsch, 2015,
Proposition 4.1.)).

Proposition 2.3. Let F ∈ C1(R) and f : (t, x) → ft(x) ∈ C1,1(R+ × [0,M ]). For any
t > 0,

F (〈ηt, ft〉) = F (〈η0, f0〉) +

∫ t

0

[
〈ηu, g ∂xfu + ∂ufu〉F ′ (〈ηu, fu〉)

]
du

+

∫ t

0

∫ M

0
b(x)

∫ 1

0

[
F (〈ηu − δx + δαx + δ(1−α)x, fu〉)

− F (〈ηu, fu〉)
]
q(α) dαηu(dx) du

+D

∫ t

0

∫ M

0

[
F (〈ηu − δx, fu〉)− F (〈ηu, fu〉)

]
ηu(dx) du

+M1,F,f
t +M2,F,f

t

with

M1,F,f
t =

∫∫∫∫

[0,t]×N∗×[0,1]2

1{j≤Nu−} 1{θ≤b(Xj
u− )/b̄}

[
F (〈ηu− − δXj

u−
+ δαXj

u−
+ δ(1−α)Xj

u−
, fu〉)

− F (〈ηu− , fu〉)
]
Ñ1(du,dj,dα,dθ)

M2,F,f
t =

∫∫

[0,t]×N∗

1{j≤Nu−}
[
F (〈ηu− − δXj

u−
, fu〉)− F (〈ηu− , fu〉)

]
Ñ2(du,dj).
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From (Ikeda and Watanabe, 1981, page 62), the following result holds.

Proposition 2.4. 1. If for any t ≥ 0:

E
(∫ t

0

∫ M

0
b(x)

∫ 1

0

[
F (〈ηu − δx + δαx + δ(1−α)x, fu〉)

− F (〈ηu, fu〉)
]
q(α) dαηu(dx) du

)
<∞

then (M1,F,f
t )t≥0 is a (Ft)t≥0-martingale.

2. If for any t ≥ 0:

E
(∫ t

0

∫ M

0

[
F (〈ηu − δx, fu〉)− F (〈ηu, fu〉)

]
ηu(dx) du

)
<∞

then (M2,F,f
t )t≥0 is a (Ft)t≥0-martingale.

We set Pη0 the probability under the initial condition η0.

By the same argument used by (Campillo and Fritsch, 2015, Corollary 4.3.), we can
prove the following result.

Lemma 2.5 (Control of the population size). For any t ≥ 0 and ` ≥ 1:

Eδx

(
sup
u∈[0,t]

〈ηu, 1〉`
)
≤ C`,t

where C`,t <∞ only depends on ` and t.

3 Extinction probability of the growth-fragmentation-death
individual based model

We are interested in the survival probability of the population described in Section 2.3.
We suppose that, at time t = 0, there is only one individual, with mass x0, in the

population, i.e.
η0(dx) = δx0(dx) .

Note that in age-structured models, all individuals have the same age 0 at birth. It
allows to easily characterize the survival probability using standard results on Galton-
Watson processes (Méléard and Tran, 2009). In our case, masses of individuals from a
division can take any value in (0,M). The extinction probability of the population then
depends on the mass of the initial individual and the survival condition is more complex
to obtain.

The extinction probability of the population with initial mass x0 is

p(x0)
def
= Pδx0

(∃t > 0, Nt = 0) .
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The survival event will be denoted {survival} = {∃t > 0, Nt = 0}c and the survival
probability is Pδx0

(survival) = 1− p(x0).
We define the n-th generation as the set of individuals descended from a division of

one individual of the (n − 1)-th generation. The generation 0 corresponds to the initial
population.

We introduce the following notation,

pn(x0)
def
= Pδx0

(extinction of the population before the n-th generation) , n ∈ N .

It is obvious that
lim
n→∞

pn(x0) = p(x0) .

Let τ be the stopping time of the first event (division or death), then at time τ the
population is given by

ητ
def
=

{
0 if death ,
δX1 + δX2 if division ,

(7)

with X1 = αAτ (x0) and X2 = (1 − α)Aτ (x0) where the proportion α is distributed
according to the kernel q(α).

Proposition 3.1. p is the minimal non-negative solution of

p(x0) =

∫ ∞

0
De−D t e−

∫ t
0 b(Au(x0)) du dt

+

∫ ∞

0
b(At(x0)) e−

∫ t
0 b(Au(x0)) du−D t

∫ 1

0
q(α) p

(
αAt(x0)

)
p
(
(1− α)At(x0)

)
dα dt ,

(8)

in the sense that for any non-negative solution p̃ we have p̃ ≥ p.

This result is similar to the expression of the extinction probability for a non-homogeneous
linear birth and death process (see for example Bailey (1963)).

Remark 3.2. The function f ≡ 1 is solution to (8). Hence, 0 ≤ p(x) ≤ 1 for any
x ∈ [0,M ].

Lemma 3.3. 1. The probability for one individual with mass x0 to die before its divi-
sion and before a given time t0 is

Pδx0
(ητ = 0; τ ≤ t0) =

∫ t0

0
De−D t e−

∫ t
0 b(Au(x0))du dt .

2. For any bounded measurable function f : [0,M ]2 → R:

Eδx0

[
1{ητ 6=0} 1{τ≤t0} f(X1, X2)

]
=

∫ t0

0
b(At(x0)) e−D t e−

∫ t
0 b(Au(x0))du

∫ 1

0
q(α) f

(
αAt(x0), (1− α)At(x0)

)
dα dt .
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Proof. By construction of the process in (6), we get

τ = T1 ∧ T2 ,

where, T1 is the time of the first jump of the process

t 7→ N1(Γt(x0))

with Γt(x0) =
{

(s, 1, y, θ), s ∈ [0, t], y ∈ [0, 1], θ ∈
[
0, b(As(x0))

b̄

]}
and T2 is the time of the

first jump of the process
t 7→ N2([0, t]× {1}) .

The distribution of T1 is a non-homogeneous exponential distribution with parameter
b(At(x0)), i.e. with the probability density function b(At(x0)) exp(−

∫ t
0 b(Au(x0))du). The

distribution of T2 is a (homogeneous) exponential distribution with parameter D. T1 and
T2 are independent. We then deduce the results of the lemma.

Proof of Proposition 3.1. The extinction probability of the population is

p(x0) = Pδx0
(ητ = 0) + Pδx0

(∃t > τ,Nt = 0 and ητ 6= 0)

From the Markov property at time τ , we get

Pδx0
(∃t > τ,Nt = 0 and ητ 6= 0) = Eδx0

(
EδX1

+δX2
(1{∃t>0,Nt=0}) 1{ητ 6=0}

)

where the random variables X1 et X2 are defined by (7). Since the two lineages are
independent, then

Pδx0
(∃t > τ,Nt = 0 and ητ 6= 0) = Eδx0

(
p(X1) p(X2) 1{ητ 6=0}

)
.

Hence (8) follows from Lemma 3.3.

We now prove that p is the minimal solution of (8). Let p̃ be a non-negative solution
of (8). Then for any x, 0 = p0(x) ≤ p̃(x). Following the previous approach, we can show
that

pn(x0) =

∫ ∞

0
De−D t e−

∫ t
0 b(Au(x0)) du dt+

∫ ∞

0
b(At(x0)) e−

∫ t
0 b(Au(x0)) du−D t

∫ 1

0
q(α) pn−1

(
αAt(x0)

)
pn−1

(
(1− α)At(x0)

)
dα dt .

By recurrence, we then get pn(x0) ≤ p̃(x0). Passing to the limit, we conclude that p(x0) =
limn→∞ pn(x0) ≤ p̃(x0).

For any x ∈ (0,M) and y > 0 such that x ≤ y, let t(x, y) be the first hitting time of y
by the flow At(x), i.e.

t(x, y)
def
= inf{t ≥ 0, At(x) = y} =

{
Ã−1
x (y) , if x ≤ y < M ,

+∞ , if y ≥M ,
(9)

where Ã−1
x is the inverse function of the C1-diffeomorphism t 7→ At(x).
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Theorem 3.4. The following equivalence holds:

∃x0 ∈ (0,M), p(x0) < 1⇐⇒ ∀x ∈ (0,M), p(x) < 1.

In other words, the survival probability of the population in an environment depends
on the mass of the initial mass, however the fact that this environment is in favor of the
population growth does not depends on its initial mass.

Proof. Let x0 ∈ (0,M) be such that p(x0) < 1. We consider three cases.

1. x ∈ (0, x0).

The time t(x, x0) is finite. There is survival in the population with initial mass x if
the initial individual reaches mass x0 without division, and then survives. We then
get from the Markov property

Pδx(survival) ≥ exp
(
−D t(x, x0)−

∫ t(x,x0)

0
b(Au(x)) du

)
× Pδx0

(survival) > 0

hence p(x) < 1.

2. x ∈ [x0, x0 ∨mdiv].

As x0 ≤ x ≤ mdiv, the population with initial mass x0 survives if and only if the
initial individual with mass x0 reaches the mass x and the population survives.
Then,

Pδx0
(survival) = e−D t(x0,x) Pδx(survival)

and

p(x) = 1− (1− p(x0)) eD t(x0,x) < 1 .

3. x ∈ (x0 ∨mdiv,M).

Let x1 = x0 ∨ mdiv. From the point 2, p(x1) < 1. For any individual with mass
z such that x1 ≤ z < 2x1 ∧M , a survival possibility is to divide before it reaches
the mass 2x1 ∧M , that the mass of the “first” child is less that x1 and the lineage
produced by this child survives. Then

Pδz(survival) ≥
∫ t(z,2x1)

0
b(At(z)) e

−
∫ t
0 b(Au(z))du−D t

∫ x1

0
q

(
y

At(z)

) Pδy(survival)

At(z)
dy dt .

Moreover
∫ x1

0

1

At(z)
q

(
y

At(z)

)
dy =

∫ x1
At(z)

0
q(α) dα ≥

∫ 1
2

0
q(α) dα =

1

2
> 0 . (10)

From the point 1, Pδy(survival) = 1− p(y) > 0 for any y < x1, then
∫ x1

0
q

(
y

At(z)

) Pδy(survival)

At(z)
dy > 0 .

Moreover, b(At(z)) > 0 for any 0 ≤ t ≤ t(x, 2x1) because z > mdiv. Finally, we then
have p(z) < 1 for any z ∈ (x0 ∨mdiv, 2 (x0 ∨mdiv) ∧M).

Iterating this argument, we can prove that p(x) < 1 for any x ∈ (x0 ∨mdiv,M).
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4 Links between the stochastic and deterministic approaches

The aim of this section is to link the stochastic and deterministic descriptions of the
possibility of survival of a population. Thinking in terms of adaptive dynamics, the main
difference between these two descriptions is that the invasion fitness of the stochastic
model is usually defined as the survival probability of the population whereas for the
deterministic model, the invasion fitness is the exponential growth rate of the population.

We assume that the following assumption holds (conditions ensuring existence of such
a solution are given in Section 5)).

Assumption 4.1. The system (3)-(4) admits a solution (û, v̂,Λ) such that v̂ ∈ C[0,M ]∩
C1(0,M).

We consider the process

ηt =

Nt∑

i=1

δXi
t

defined by (5).

4.1 Stochastic process and eigenproblem

The following proposition gives a stochastic representation of the deterministic model.

Proposition 4.2. For f ∈ C1[0,M ], let v ∈ C1,1(R+ × (0,M)) be a solution of

∂

∂t
v(t, x) = G∗v(t, x) , t ≥ 0 , v(0, x) = f(x) , x ∈ [0,M ] , (11)

bounded on [0, T ]× [0,M ] for any T > 0, where G∗ is defined by (2). Then

v(t, x) = Eδx

[
Nt∑

i=1

f
(
Xi
t

)
]
.

Proof. Let t ≥ 0 be fixed. For any s ≤ t, we define

Ms =

Ns∑

i=1

v(t− s,Xi
s).

12



Proposition 2.3 gives

Ms = v(t,X0) +

∫ s

0

(
Nu∑

i=1

g(Xi
u) ∂xv(t− u,Xi

u)− ∂tv(t− u,Xi
u)

)
du

+

∫∫

[0,t]×[0,1]

Nu∑

j=1

b(Xj
u−)
[
v(t− u, αXj

u−) + v(t− u, (1− α)Xj
u−)

− v(t− u,Xj
u−)
]
q(α) dαdu

−D
∫ s

0

Nu∑

j=1

v(t− u,Xj
u) du

+

∫∫∫∫

[0,s]×N∗×[0,1]2

1{j≤Nu−} 1{θ≤b(Xj
u− )/b̄}

[
v(t− u, αXj

u−) + v(t− u, (1− α)Xj
u−)

− v(t− u,Xj
u−)
]
Ñ1(du,dj,dα,dθ)

−
∫∫

[0,s]×N∗

1{j≤Nu−} v(t− u,Xj
u−) Ñ2(du,dj) .

Then

Ms = v(t,X0) +

∫ s

0

Nu∑

j=1

(
G∗v(t− u,Xi

u)− ∂tv(t− u,Xi
u)
)

du

+

∫∫∫∫

[0,s]×N∗×[0,1]2

1{j≤Nu−} 1{θ≤b(Xj
u− )/b̄}

[
v(t− u, αXj

u−) + v(t− u, (1− α)Xj
u−)

− v(t− u,Xj
u−)
]
Ñ1(du,dj,dα,dθ)

−
∫∫

[0,s]×N∗

1{j≤Nu−} v(t− u,Xj
u−) Ñ2(du,dj).

As v is a solution of (11), the second term equals zero. By assumption, v is bounded
on [0, t] × [0,M ]. From Proposition 2.4 and Lemma 2.5, (Ms)s≥0 is then a martingale.
Thus Eδx(Mt) = Eδx(M0) and the conclusion follows.

The function v(t, x) = eΛ t v̂(x) is a trivial solution of (11) with initial condition
v(0, x) = v̂(x). We then deduce the following result.

Corollary 4.3. For any t > 0,

Eδx

[
Nt∑

i=1

v̂(Xi
t)

]
= eΛ t v̂(x).

The previous proposition allows to obtain convergence results of solutions of (11).

Corollary 4.4. Let f ∈ C1[0,M ] such as there exist finite constants C− > 0 and C+ > 0
such as, for any x ∈ (0,M),

C− v̂(x) ≤ f(x) ≤ C+ v̂(x) .
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Let v ∈ C1,1(R+ × [0,M ]) be a solution of (11) with initial condition f . Then, for any
x ∈ (0,M):

C−v̂(x) ≤ v(t, x) e−Λ t ≤ C+ v̂(x) .

Proof. From Proposition 4.2 and Corollary 4.3, we have

v(t, x) = Eδx

[
Nt∑

i=1

f
(
Xi
t

)
]
≤ C+ Eδx

[
Nt∑

i=1

v̂
(
Xi
t

)
]
≤ C+ eΛ t v̂(x) .

The right inequality is proved similarly.

Remark 4.5. The previous corollary can also be proved using deterministic methods. For
example, for Λ > 0, we can use the generalized relative entropy following the approach
described in Perthame (2007, Section 4.2.).

Proposition 4.6. The function v̂ is positive on (0,M).

The proof follows a similar approach as for Theorem 3.4.

Proof. Let x0 ∈ (0,M) be such that v̂(x0) > 0 (this x0 exists because
∫M

0 v̂(x) û(x)dx = 1).
For any x ∈ (0,M) and y ≥ x, t(x, y) is defined by (9).

1. Let 0 < x < x0. The probability p0 that one individual with mass x reaches the
mass x0 without division and death is

p0 = exp
(
−D t(x, x0)−

∫ t(x,x0)

0
b(Au(x)) du

)
> 0 .

From Corollary 4.3 we then get

eΛ t(x,x0) v̂(x) = Eδx



Nt(x,x0)∑

i=1

v̂(Xi
t(x,x0))


 ≥ p0 v̂(x0) > 0.

Hence v̂ is positive on (0, x0].

2. Let x ∈ [x0, x0 ∨mdiv]. The population with initial mass x0 survives until the time
t(x0, x) if and only if the individual with mass x0 reaches the mass x. We then get

0 < eΛ t(x0,x) v̂(x0) = Ex0



Nt(x0,x)∑

i=1

v̂(Xi
t(x0,x))


 = e−D t(x0,x) v̂(x) .

3. Let x ∈ (x0 ∨mdiv,M). Let x0 ∨mdiv ≤ x1 < M be such that v̂(x1) > 0. In the
population with initial mass z, we have Nt(z,2x1) > 0 if the initial individual divides
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before t(z, 2x1) and the lineage produced by the smallest individual survives. We
then get the following lower bound:

eΛ t(z,2x1) v̂(z) =Ez



Nt(z,2 x1)∑

i=1

v̂(Xi
t(z,2x1))




≥
∫ t(z,2x1)

0
b(At(z)) e

−
∫ t
0 b(Au(z))du−D t

∫ x1

0

1

At(z)
q

(
y

At(z)

)
Ey



Nt(z,2 x1)−t∑

i=1

v̂(Xi
t(z,2x1)−t)


 dy dt .

From Corollary 4.3 and Point 1, for any y ≤ x1:

Ey



Nt(z,2 x1)−t∑

i=1

v̂(Xi
t(z,2x1)−t)


 = eΛ (t(z,2x1)−t) v̂(y) > 0 .

By (10) and since b(At(z)) > 0 for any 0 ≤ t ≤ t(x, 2x1) because z > mdiv, we have
v̂(z) > 0.

The result follows by applying recursively the last argument.

Remark 4.7. The previous proposition can also be proved using a deterministic approach
as the one of (Doumic Jauffret and Gabriel, 2010, Lemma 1.3.1).

Corollary 4.8. Let (û1, v̂1,Λ1) and (û2, v̂2,Λ2) be two solutions of (3)-(4), then Λ1 = Λ2.

Proof. Given that G∗v̂2 = Λ2 v̂2 and Gû1 = Λ1 û1, we have

Λ2

∫ M

0
û1(x) v̂2(x) dx =

∫ M

0
û1(x)G∗v̂2(x) dx

=

∫ M

0
Gû1(x) v̂2(x) dx

= Λ1

∫ M

0
û1(x) v̂2(x) dx .

From Proposition 4.6, v̂2(x) > 0 for any x ∈ (0,M), thus
∫M

0 û1(x) v̂2(x) dx > 0 and the
conclusion follows.

We introduce notations which will be useful is some proofs. For any 0 < ε < M
2 , we

set

• Lεt : the number of individuals with mass in [0, ε) at time t,

• M ε
t : the number of individuals with mass in [ε,M − ε] at time t,
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• Kε
t : the number of individuals with mass in (M − ε,M ] at time t,

so that Nt = Lεt +M ε
t +Kε

t .

Remark 4.9. As we will see in Section 5.2, under convenient assumptions, the solution
of

φ(x) = 2

∫ ∞

0
e−

∫ t
0 Λ+D+b(As(x)) ds b(At(x))

∫ 1

0
q(α)φ(αAt(x)) dα dt

is solution of (4a). So φ(0) = 0 and if b(M) = 0 then φ(M) = 0. The eigenfunction v̂
is positive on (0,M) but might vanish at 0 and M . That is the reason why we separate
[0,M ] in three intervals : [0, ε), [ε,M − ε] and (M − ε,M ].

Proposition 4.10. For any x ∈ (0,M), there exists Cx > 0 such as

Eδx(Nt) ≤ Cx eΛ t , ∀t ≥ 0 .

Proof. Let ε > 0 be such as ε < x < M − ε. Since v̂ is continuous, it follows from
Proposition 4.6, that there exists Cε > 0 such that

1 ≤ Cε v̂(y) , ∀y ∈ [ε,M − ε] .

From Corollary 4.3,

Eδx(M ε
t ) = Eδx

[
Nt∑

i=1

1{[ε,M−ε]}(X
i
t)

]
≤ Cε Eδx

[
Nt∑

i=1

v̂
(
Xi
t

)
]

= Cε e
Λ t v̂(x) . (12)

Let x0 ∈ (M/2 ∧ x, M − ε). Backward in time, as long as one of the ancestors of two
different individuals with mass larger than M − ε at time t have not reached mass M/2,
their lineages cannot coalesce. Hence, for each of the Kε

t individuals with mass larger
than M − ε at time t, following its lineage backward in time, there is necessarily a time
interval of length larger than t(x0,M −ε) during with the ancestor has mass in [x0,M −ε]
and satisfies the following property (P )s,t : an individual i at time s ≤ t satisfies property
(P )s,t if it survives before dividing until time t or it divides at some time s ≤ s′ ≤ t and
its child with larger mass satisfies the property (P )s′,t. In other words, there is no death
before time t in the lineage formed where we follow only the offspring with larger mass at
each division. See Figure 1.

Then

Kε
t ≤

1

t(x0,M − ε)

Kε
t∑

i=1

∫ t

0
1{(X̂i

s∈(ε,M−ε)) and X̂i
s satisfies (P )s,t} ds ,

where X̂i
s is the mass of the ancestor at time s of the i-th individual with mass larger than

M − ε at time t. In particular,

Kε
t ≤

1

t(x0,M − ε)

∫ t

0

Ns∑

i=1

1{(Xi
s∈(ε,M−ε)) and Xi

s satisfies (P )s,t} ds .
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t
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t

X1
s1

Figure 1: Representation of the backward lineages for individuals in (M − ε,M ] at time t,
until they reach a mass smaller than x0. Note that the three hatched individuals satisfy
property (P )si,t for i = 1, 2, 3.

We deduce from the Markov property that

Eδx(Kε
t ) ≤ 1

t(x0,M − ε)

∫ t

0
Eδx
( Ns∑

i=1

1{(Xi
s∈(ε,M−ε))} PXi

s
(the ancestor satisfies (P )0,t−s)

)
ds

=
1

t(x0,M − ε)

∫ t

0
e−D(t−s) Eδx

( Ns∑

i=1

1{(Xi
s∈(ε,M−ε))}

)
ds

≤ 1

t(x0,M − ε)
Cε v̂(x)

∫ t

0
eΛ s e−D(t−s) ds

≤ Cε
t(x0,M − ε) (Λ +D)

v̂(x)eΛ t

where the second inequality follows from (12) and the last one from the fact that Λ+D > 0.
From Assumptions 2.1, b is a continuous function such that b(0) = 0. Furthermore

Λ + D > 0. Reducing ε if necessary, we can then assume that b0
def
= max0≤x≤ε b(x) <

Λ + D. Then Lεt is dominated by a branching process with birth rate b0, death rate D
and inhomogeneous immigration rate 2 b̄ (Kε

t +M ε
t ).

Let L̄εt be a such process with initial condition L̄ε0 = 0, then

d

dt
Eδx(L̄εt ) = (b0 −D)Eδx(L̄εt ) + 2 b̄Eδx(Kε

t +M ε
t ) .
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Hence

Eδx(L̄εt ) = e(b0−D) t 2 b̄

∫ t

0
Eδx(Kε

s +M ε
s ) e(D−b0) s ds

≤ e(b0−D) t 2 b̄ C v̂(x)

∫ t

0
e(Λ+D−b0) s ds

≤ e(b0−D) t 2 b̄ C v̂(x)
e(Λ+D−b0) t − 1

Λ +D − b0
.

Finally we then get

Eδx(Nt) = Eδx(Kε
t +M ε

t + Lεt ) ≤ C eΛ t v̂(x) .

4.2 Invasion fitness

This section is dedicated to the proof of the following theorem, which links the two critera
of survival possibility.

Theorem 4.11. 1. If Λ > 0 then Pδx(survival) > 0 for any x ∈ (0,M).

2. If Λ ≤ 0 then Pδx(survival) = 0 for any x ∈ [0,M ].

3. Under the probability Pδx, the following equality holds:

{survival} = {Z > 0} a.s.

where Z is an integrable random variable such that

〈e−Λ t ηt, v̂〉 −−−→
t→∞

Z Pδx-a.s. (13)

Remark 4.12. The case Λ > 0 (resp. Λ = 0, Λ < 0) is the super-critical case (resp.
critical, sub-critique case) of the process (ηt)t≥0 (see for example Engländer and Kyprianou
(2004)).

Lemma 4.13. For any x ∈ (0,M), (〈e−Λ t ηt, v̂〉)t≥0 is a Pδx-martingale. Moreover if
Λ > 0 then it is bounded in L2(Ω).

Proof. The function v̂ is in C[0,M ], thus it is bounded by a constant Cv̂ > 0. Therefore,
for any t ≥ 0,

Eδx(〈e−Λ t ηt, v̂〉) ≤ Cv̂ e−Λ t Eδx(Nt) ,

which is finite according to Lemma 2.5, thus 〈e−Λ t ηt, v̂〉 is integrable.
Let s > 0,

Eδx
(
〈e−Λ (t+s) ηt+s, v̂〉

∣∣∣ ηt
)

= Eδx
(
e−Λ (t+s)

Nt+s∑

i=1

v̂(Xi
t+s)

∣∣∣ ηt
)

= e−Λ (t+s)
Nt∑

j=1

Eδx
(Nj

t+s∑

i=1

v̂(Xi,j
t+s)

∣∣∣ ηt
)
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where {Xi,j
t+s, i = 1, . . . , N j

t+s} is the set of descendants, at time t + s, of the individual

Xj
t .

From the Markov property, the independence of the lineages of X1
t , . . . , X

Nt
t and from

Corollary 4.3,

Eδx
(
〈e−Λ (t+s) ηt+s, v̂〉

∣∣∣ ηt
)

= e−Λ (t+s)
Nt∑

j=1

Eδ
X
j
t

( Nj
s∑

i=1

v̂(Xi,j
s )
)

= e−Λ (t+s)
Nt∑

j=1

eΛ s v̂(Xj
t )

= 〈e−Λ t ηt, v̂〉 .

Then 〈e−Λ t ηt, v̂〉 is a martingale.

Let δ > 0, we set for n ≥ 0

σn(x)
def
= Varδx

(
Nn δ∑

i=1

v̂(Xi
n δ)

)
.

From the variance decomposition formula,

σn+1(x) = Eδx

{
Varδx

(N(n+1) δ∑

i=1

v̂(Xi
(n+1) δ)

∣∣∣∣ ηn δ
)}

+ Varδx

{
Eδx
(N(n+1) δ∑

i=1

v̂(Xi
(n+1) δ)

∣∣∣∣ ηn δ
)}

.

Given that 〈e−Λ t ηt, v̂〉 is a martingale,

Varδx

{
Eδx
(N(n+1) δ∑

i=1

v̂(Xi
(n+1) δ)

∣∣∣∣ ηn δ
)}

= Varδx

{
eΛ δ

Nn δ∑

i=1

v̂(Xi
n δ)

}
= e2Λ δ σn(x) .

From the independence of the lineages of X1
t , . . . , X

Nt
t and the Markov property,

Varδx

(Nt+s∑

i=1

v̂(Xi
t+s)

∣∣∣∣ ηt
)

= Varδx

( Nt∑

j=1

Nj
t+s∑

i=1

v̂(Xi,j
t+s)

∣∣∣∣ ηt
)

=

Nt∑

j=1

Varδ
X
j
t

( Ns∑

i=1

v̂(Xi
s)

)
.

Using the upper bound on v̂,

Varδx

(Nt+s∑

i=1

v̂(Xi
t+s)

∣∣∣∣ ηt
)
≤ Cv̂

Nt∑

i=1

Eδ
Xit

(N2
s ) .
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From Lemma 2.5, there exists Cs > 0 such as:

Eδ
Xit

(N2
s ) < Cs .

Then

Varδx

(Nt+s∑

i=1

v̂(Xi
t+s)

∣∣∣∣ ηt
)
≤ Cv̂ CsNt .

We deduce by induction that

σn+1(x) ≤ Cv̂ Cδ Eδx(Nn δ) + e2Λ δ σn(x) .

It follows from Proposition 4.10 that Eδx(Nn δ) ≤ Cx eΛn δ and thus

σn+1(x) ≤ Cδ,x en δΛ + e2 Λ δ σn(x) .

We easily deduce by induction that

σn(x) ≤ Cδ,x ωn−1 ω
n − 1

ω − 1

where ω = eΛ δ. Then

Varδx

(
〈e−Λn δ ηn δ, v̂〉

)
= ω−2n σn(x) ≤ Cδ,x

1− ω−n
ω2 − ω

which is bounded if ω > 1, that is Λ > 0.

Proof of Theorem 4.11. From Lemma 4.13, 〈e−Λ t ηt, v̂〉 is a non-negative martingale under
the probability Pδx . That gives the existence of Z such that (13) holds. Moreover for any
t > 0:

Eδx(〈e−Λ t ηt, v̂〉) = Eδx(〈η0, v̂〉) = v̂(x) . (14)

1. Proof of 1. If Λ > 0, from Lemma 4.13, 〈e−Λ t ηt, v̂〉 is bounded in L2, then
〈e−Λ t ηt, v̂〉 converges towards Z in L1 under Pδx , i.e.

Eδx(〈e−Λ t ηt, v̂〉) −−−→
t→∞

Eδx(Z).

From (14), we get Eδx(Z) = v̂(x) > 0. As the event {Z > 0} is included in the event
{survival} then Pδx(survival) > 0.

2. Proof of 2 for Λ < 0. In the case when Λ < 0, we conclude directly from Proposition
4.10 that the population goes to extinction a.s.
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3. Proof that Mε
t → 0 a.s. for Λ = 0. Assume that the initial individual has mass x

at time t = 0, and let ε > 0 such that x ∈ (ε,M − ε) and q ([ε/(M − 2 ε), 1/2]) > 0.

Let c > 0 and T0 ≥ 0 be fixed. There exists t0 > 0 such that

1 > γ := inf
ε≤x≤M−ε

Pδx
(
M ε
t0 ≥ c

)
> 0 .

Indeed, we can construct an event which is included in the previous one and whose
probability is uniformly bounded below in ε ≤ x ≤ M − ε. For example, we can
consider the event where any particle descended from this individual divides when its
mass belongs to (M − 2 ε, M − ε) with a division proportion α ∈ [ε/(M − 2 ε), 1/2]
and this during B generations. In particular, each daughter cell has mass in [ε, M −
ε]. For B sufficiently large, we have, for some well chosen t0, the previous property.

Then for any η0 such that Supp η0 ∩ [ε,M − ε] 6= ∅, we have

Pη0

(
M ε
t0 ≤ c

)
≤ 1− γ < 1 . (15)

We define the following sequence of stopping times
{
τ0 = T0

τk = inf {t > τk−1 + t0, M
ε
t ≥ 1} for any k ≥ 1 .

Then, using recursively the Markov property and (15),

P (∀t ≥ T0, M
ε
t ≤ c and ∃s ≥ t, M ε

s ≥ 1) ≤ P
(
∀k, τk <∞ and M ε

τk+t0 ≤ c
)

≤
∏

k

(1− γ) = 0 . (16)

The previous result holds for any c > 0, then either lim supt→∞M
ε
t =∞ or M ε

t → 0
a.s. If lim supt→∞M

ε
t = ∞ then lim supt→∞〈ηt, v̂〉 = ∞, which contradicts the fact

that Z is integrable. Hence M ε
t → 0 a.s.

4. Proof that M ε
t → 0 implies extinction. In view of the paragraph after (12) in the

proof of Proposition 4.10, for all t ≥ 0, we have the inequality

Kε
t ≤

∑

(i,s)∈N×R+

1{Xi
s=x0}1{Xi

s satisfies (P )s,t},

with the notations used in the proof of Proposition 4.10.

We introduce the sequence of stopping times θ0 = 0,

θi+1 := inf{t > θi : there is an individual of mass x0 at time t}, ∀i ≥ 1

and Ii ∈ {1, . . . , Nθi} the index of the individual with mass x0 at time θi. Note that
this sequence is a.s. well-defined since the probability that two particles have the
same mass after each birth event is zero. Then, we have for all t ≥ 0

Kε
t ≤

∑

i≥1

1{θi≤t}Γi(t),
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where the random variable Γi(t) is defined for all t ≥ 0 and i ≥ 1 as

Γi(t) :=

{
1{the individual Ii at time θi satisfies (P )θi,t}

if t ≤ θi
1 if t > θi.

Now, it follows from Markov’s property that, for all t ≥ 0, almost surely on the event
{θi <∞},

Eδx(Γi(t+ θi) | Fθi) = Eδx0
(the initial individual satisfies (P )0,t) = e−Dt .

Since the family of random variables (Γi(t), t ≥ 0) is non-increasing, it follows that

∀i ≥ 1, lim
t→+∞

Γi(t) = 0 a.s. on {θi <∞}.

We proved above that M ε
t → 0 a.s. as t → ∞. Hence, the number of individuals

which had a mass belonging to (ε,M − ε) at some time during their life is a.s. finite.
Therefore, a.s. there exists i ≥ 1 such that θi =∞ and

Kε
t ≤

∑

i≥1 s.t. θi<∞
Γi(t)→ 0 a.s.

as t → +∞, since the right hand side is a.s. a finite sum of random variables a.s.
converging to 0.

In the same way as in the proof of Proposition 4.10, reducing ε if necessary, such that
b0

def
= max0≤x≤ε b(x) < D, Lεt is dominated by a branching process with birth rate

b0, death rate D and independent inhomogeneous immigration rate 2 b̄ (Kε
t + M ε

t ).
As Kε

t +M ε
t → 0 a.s. then Lεt → 0 a.s.

Finally, the population goes to extinction a.s.

5. Proof of 3. Regardless of the sign of Λ, we have {Z > 0} ⊂ {survival}.

• If Λ ≤ 0, from Points 2 to 4 we have Pδx(survival) = 0. Hence Pδx(Z > 0) = 0.

• Equation (16) also holds for Λ > 0. Then, from Point 4 of this proof for any
A > 0 and T0 ≥ 0

P(∀t ≥ T0,M
ε
t ≤ A and survival) = 0 , (17)

i.e. for any A > 0, on the event {survival}, there exists a.s. TA(ω) < ∞, first
time such that M ε

TA
≥ A. We define the following stopping time

τA = TA ∧ Text <∞ ,

where Text is the extinction time of the population. Let γ = supx∈[ε,M−ε] p(x).
Then

Pδx(Z > 0) = Pδx ({Z > 0} ∩ {τA = TA}) + Pδx ({Z > 0} ∩ {τA = Text})
= PητA (Z > 0)× Pδx(τA = TA) + 0

≥
(
1− γA

)
Pδx(τA = TA) .
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From (17),

{survival} =

{
lim sup
t→∞

M ε
t > A

}
⊂ {TA <∞} .

From Point 1, γ < 1, then for any δ > 0, there exists Aδ such that γAδ ≤ δ,
hence

Pδx(Z > 0) ≥ (1− δ) Pδx(τAδ = TAδ) ≥ (1− δ) Pδx(survival) .

We conclude that

Pδx(Z > 0) ≥ Pδx(survival)

and as {Z > 0} ⊂ {survival}, the conclusion follows.

5 Growth-fragmentation-death eigenproblem

This section is devoted to the study of the deterministic model. Under particular as-
sumptions which cover some biological cases as bacterial Gompertz growth, we prove the
existence of eigenelements satisfying Assumption 4.1. The method is similar to the one
used by (Doumic, 2007) which proves existence of eigenelements for more restrictive growth
functions. Doumic Jauffret and Gabriel (2010) show such result for non-bounded growth
function, which also do not cover the bacterial Gompertz growth.

We consider the eigenproblem

{
∂x(g(x)u(x)) + (Λ +D + b(x))u(x) = 2

∫M
0

b(z)
z q

(
x
z

)
u(z) dz ,

g(0)u(0) = 0 , D + Λ > 0 , u(x) ≥ 0 ,
∫M

0 u(x) dx = 1 ,
(18)

and the adjoint problem

{
g(x) ∂xφ(x)− (Λ +D + b(x))φ(x) = 2 b(x)

∫ 1
0 q(α)φ(αx) dα ,

φ(x) ≥ 0 ,
∫M

0 u(x)φ(x) dx = 1 .
(19)

Assumptions 5.1. 1. q(0) = q(1) = 0.

2. b ∈ C[0,M ].

3. The family of functions
(
x 7→ b(y)

y q
(
x
y

))
y

is uniformly equicontinuous, i.e. there

exists an application ω ∈ C(R+) such that limx→0 ω(x) = 0 and for any y, x1, x2 ∈
[0,M ] ∣∣∣∣

b(y)

y
q

(
x1

y

)
− b(y)

y
q

(
x2

y

)∣∣∣∣ ≤ ω(|x1 − x2|) ,

with the convention that q(α) = 0 for α > 1.
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4. There exists a non-decreasing function F ∈ C(R+) such that
∫ 1

0

1

F (x)
dx =∞

and for any x, y ∈ [0,M ],

|g(x)− g(y)| ≤ F (|x− y|) .

5.
∫∞

0

∫M
0 e−

∫ t
0 b(As(y)) ds dy dt <∞ .

Under Assumptions 2.1-3 and 5.1-4, for any initial condition x ∈ (0,M), the flow
t 7→ At(x) does not reach M in finite time and the inverse flow t 7→ A−1

t (x) solution of
{

∂
∂t
A−1
t (x) = −g(A−1

t (x)) ,

A−1
0 (x) = x

does not reach 0 in finite time. The flow is then a C1-diffeomorphism on (0,M) (Demazure,
2000, Th. 6.8.1).

Remark 5.2. Assumption 5.1-5 is similar to the one of Doumic (2007). Since b(0) = 0,
it implies that the flow At(x) moves away from 0 sufficiently fast enough. So it imposes
opposite conditions on g that Assumption 5.1-4. We will see below that these assumptions
are compatible and are satisfied in a large range of biological situations.

Theorem 5.3. Under Assumptions 2.1 and 5.1, there exist Λ ≥ −D and a non-negative
function Ψ ∈ C[0,M ] such that (Λ,Ψ) is solution of

Ψ(x) = 2

∫ ∞

0

∫ M

0

b(At(y))

At(y)
q

(
x

At(y)

)
Ψ(y) e−

∫ t
0 (Λ+D+b(As(y)) ds dy dt .

Corollary 5.4. Under Assumptions 2.1 and 5.1, there exists a solution (Λ, u) of (18)
such that u ∈ C1(0,M). In particular Λ +D > 0.

Proof. For any x ∈ (0,M) we set

u(x) =
1

g(x)

∫ x

0
Ψ(y) e

−
∫ x
y

Λ+D+b(z)
g(z)

dz
dy . (20)

From (20),

∂x(g(x)u(x)) = −(Λ +D + b(x))u(x) + Ψ(x) .

From the change of variable t 7→ z = At(y) and Fubini’s theorem,

Ψ(x) = 2

∫ M

0

∫ M

y

b(z)

z
q
(x
z

)
Ψ(y) e

−
∫ z
y

Λ+D+b(w)
g(w)

dw dz

g(z)
dy

= 2

∫ M

0

b(z)

z
q
(x
z

) 1

g(z)

∫ z

0
Ψ(y) e

−
∫ z
y

Λ+D+b(w)
g(w)

dw
dy dz

= 2

∫ M

0

b(z)

z
q
(x
z

)
u(z) dz .
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Moreover

∫ M

0
u(x) dx =

∫ M

0

1

g(x)

∫ x

0
Ψ(y) e

−
∫ x
y

Λ+D+b(z)
g(z)

dz
dy dx

≤ ‖Ψ‖∞
∫ M

0

1

g(x)

∫ x

0
e
−

∫ x
y

Λ+D+b(z)
g(z)

dz
dy dx

≤ ‖Ψ‖∞
∫ M

0

∫ ∞

0
e−

∫ t
0 (Λ+D+b(Au(y))) du dtdy

which is finite by Assumption 5.1-5. Finally ũ(x) = u(x)∫M
0 u(x) dx

is solution of (18).

Multiplying (18) by x and integrating over [0,M ], we get

−
∫ M

0
g(x)u(x) dx+(Λ+D)

∫ M

0
xu(x) dx+

∫ M

0
x b(x)u(x) dx = 2

∫ M

0

∫ M

x

b(z)

z
q
(x
z

)
u(z) dz .

We easily check that

2

∫ M

0

∫ M

x

b(z)

z
q
(x
z

)
u(z) dz =

∫ M

0
x b(x)u(x) dx .

From Fubini’s theorem and as
∫ 1

0 α q(α) dα = 1
2 ,

(Λ +D) =

∫M
0 g(x)u(x) dx
∫M

0 xu(x) dx
,

which is positive because g(x) > 0 for any x ∈ (0,M) and u 6= 0.

Theorem 5.5. Under Assumptions 2.1 and 5.1, there exists a solution φ ∈ C[0,M ] ∩
C1(0,M) of (19).

Lemma 5.6. Under Assumptions 5.1, the following properties hold:

1. There exists Cbq > 0 such that for any x, y ∈ [0,M ]:

b(y)

y
q

(
x

y

)
≤ Cbq .

2. There exists C > 0 such that for any x ∈ [0,M ]

b(x)

x
≤ C .

Proof. Point 1 is a direct consequence of Assumption 5.1-3. In fact, for x2 = 0, we get

b(y)

y
q

(
x1

y

)
≤ ω(x1) ≤ Cbq .
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For Point 2, by assumption 5.1-3, q is continuous on [0, 1], so it reaches its maximum
for αmax ∈ [0, 1]. From Assumption 5.1-3, for x2 = 0,

‖q‖∞
b(x)

x
=
b(x)

x
q
(αmax x

x

)
≤ ω(αmax x)

As limx→0 ω(αmax x) = 0, there exists C > 0 such that for any x, b(x)
x ≤ C.

Remark 5.7. 1. Assumption 5.1-3 holds, for example, if 0 < mdiv and if for any
α1, α2 ∈ [0, 1], q(α1)− q(α2) ≤ C |α1 − α2|β, β > 0. In this case,

∣∣∣∣
b(y)

y
q

(
x1

y

)
− b(y)

y
q

(
x2

y

)∣∣∣∣ ≤ C
b(y)

yβ+1
|x1 − x2|β ≤ C

b̄

mdiv
β+1
|x1 − x2|β .

2. Assumptions 2.1-3 and 5.1-4 hold, for example, for a Gompertz function:

g(x) = a log (M/x) x .

Indeed, let x < y, then

g(x)− g(y) = a
(
x (ln(y)− ln(x)) + (x− y) ln

(
M
y

))
.

Since x(ln(y)− ln(x)) ≤ y − x and ln
(
M
y

)
< ln

(
M
y−x

)
, Assumption 5.1-4 holds for

F (x)
def
= a x+ g(x).

Proposition 5.8. Assumption 5.1-5 holds if there exists 0 < m < M such that infx∈[m,M ] b(x) >
0 and there exist 0 < ε < 1 and a > 0 such that g(x) ≥ a x1+ε in a neighborhood of 0.

In particular, Assumption 5.1-5 holds for a Gompertz function:

g(x) = a x log(M/x)

or if g is differentiable in 0 such that g′(0) > 0.

Proof. Let b∗
def
= infx∈[m,M ] b(x) > 0 and recall the definition (9) for t(x,m). Then for any

y ≤ m
∫ ∞

0
e−

∫ t
0 b(As(y)) ds dt =

∫ t(y,m)

0
e−

∫ t
0 b(As(y)) ds dt+

∫ ∞

t(y,m)
e−

∫ t
0 b(As(y)) ds dt

≤
∫ t(y,m)

0
e−

∫ t
0 b(As(y)) ds dt+

1

b∗
.
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Let 0 < δ < m be fixed. For any δ ≤ y ≤ m, we have t(y,m) ≤ t(δ,m) <∞, therefore

∫ M

0

∫ ∞

0
e−

∫ t
0 b(As(y)) ds dt dy =

∫ δ

0

∫ ∞

0
e−

∫ t
0 b(As(y)) ds dt dy +

∫ m

δ

∫ ∞

0
e−

∫ t
0 b(As(y)) ds dt dy

+

∫ M

m

∫ ∞

0
e−

∫ t
0 b(As(y)) ds dtdy

≤
∫ δ

0

∫ t(y,m)

0
e−

∫ t
0 b(As(y)) ds dtdy + (m− δ) t(δ,m) +M

1

b∗

≤
∫ δ

0
t(δ,m) dy +mt(δ,m) +M

1

b∗
.

It is then sufficient to prove that, for a fixed δ > 0,

∫ δ

0
t(y, δ) dy <∞ .

Let x be a solution of
ẋ(t) ≥ a x(t)1+ε

then

x(t) ≥ x(0)

(1− ε a t x(0)ε)1/ε

and

x(t) ≥ δ if t ≥ 1

ε a

(
1

x(0)ε
− 1

δε

)
.

We choose δ such that g(x) ≥ a x1+ε for any x ≤ δ. Hence

∫ δ

0
t(y, δ) dy ≤ 1

ε a

∫ δ

0

(
1

yε
− 1

δε

)
dy =

1

ε a

(∫ δ

0

1

yε
dy − δ1−ε

)
<∞ .

Lemma 5.9. Under Assumptions 2.1-3 and 5.1-4, for any T > 0, there exists ωT ∈ C(R+)
such that limx→0 ωT (x) = 0 and for any x1, x2 ∈ [0,M ], 0 ≤ t ≤ T :

|At(x1)−At(x2)| ≤ ωT (|x1 − x2|) .

In the same way, for any T > 0, there exists ω̃T ∈ C(R+) such that limx→0 ω̃T (x) = 0 and
for any x1, x2 ∈ [0,M ], 0 ≤ t ≤ T :

|A−1
t (x1)−A−1

t (x2)| ≤ ω̃T (|x1 − x2|) ,

where x 7→ A−1
t (x) is the inverse function of x 7→ At(x).

Proof. We set

H(x) =

∫ x

1

1

F (y)
dy .
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The function H is non-decreasing and H(0) = −∞. Let

ϕt
def
= H−1(t+H(2 |x1 − x2|)) .

Then ϕ is solution of

ϕt = 2 |x1 − x2|+
∫ t

0
F (ϕu) du .

Let x1 6= x2 ∈ (0,M):

|At(x1)−At(x2)| ≤ |x1 − x2|+
∫ t

0
|g(Au(x1)− g(Au(x2))|du

≤ |x1 − x2|+
∫ t

0
F (|Au(x1)−Au(x2)|) du .

Hence,

|At(x1)−At(x2)| ≤ ϕt ≤ H−1(T +H(2 |x1 − x2|)) =: ωT (|x1 − x2|) .

We proceed by the same way with the inverse flow defined by

A−1
t (x) = x−

∫ t

0
g(A−1

u (x)) du .

5.1 Proof of Theorem 5.3

In order to prove Theorems 5.3 and 5.5, we use the same approach as in Doumic (2007).
In both proofs, we set D = 0 without loss of generality to simplify notations.

5.1.1 Regularized problem

We set
bε(x) = b(x) + ε .

We consider the Banach space
E = C[0,M ]

equipped with the norm ‖.‖∞.
For any λ ≥ 0, ε ≥ 0, let Gελ be the operator defined for any f ∈ E by

Gελf(x) = 2

∫ ∞

0

∫ M

0

[
b(At(y))

At(y)
q

(
x

At(y)

)
+

ε

M

]
f(y) e−

∫ t
0 (λ+bε(As(y)) ds dy dt . (21)

Lemma 5.10. 1. For any λ ≥ 0, ε ≥ 0, f ∈ E, we have Gελ f ∈ E and

‖Gελ f‖∞ ≤ 2
(
Cbq +

ε

M

)
‖f‖∞

∫ ∞

0

∫ M

0
e−

∫ t
0 b(As(y)) ds dy dt .
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2. For any λ ≥ 0, ε ≥ 0, f ∈ E, x1, x2 ∈ [0,M ]:

|Gελf(x1)−Gελf(x2)| ≤ 2ω(|x1 − x2|) ‖f‖∞
∫ ∞

0

∫ M

0
e−

∫ t
0 b(As(y)) ds dy dt .

In particular, Gελ is compact on E.

Proof. Point 1 is trivial. Let x1, x2 ∈ [0,M ], from Assumption 5.1-3,

|Gελf(x1)−Gελf(x2)|

≤ 2

∫ ∞

0

∫ M

0

b(At(y))

At(y)

∣∣∣∣q
(

x1

At(y)

)
− q

(
x2

At(y)

)∣∣∣∣ f(y) e−
∫ t
0 (λ+bε(As(y)) ds dy dt

≤ 2ω(|x1 − x2|) ‖f‖∞
∫ ∞

0

∫ M

0
e−

∫ t
0 b(As(y)) ds dy dt .

For any ε > 0, f ∈ C[0,M ] such that f ≥ 0 and f 6= 0, we have

Gελf(x) ≥ 2
ε

M

∫ ∞

0

∫ M

0
f(y) e−

∫ t
0 (λ+bε(As(y)) ds dy dt > 0 . (22)

Krein-Rutman theorem (see for example Perthame (2007)) allows to deduce the fol-
lowing result.

Corollary 5.11 (Eigenelements). For any λ ≥ 0 and ε > 0, there exist a unique eigenvalue
µελ > 0 and a unique eigenvector N ε

λ ∈ C[0,M ] such that

GελN
ε
λ(x) = µελN

ε
λ(x) , N ε

λ(x) > 0 , max
x∈[0,M ]

N ε
λ(x) = 1 .

Lemma 5.12 (Fixed point). For any ε > 0, there exists Λε > 0 such that µεΛε = 1, i.e.
Ψε = N ε

Λε
is a fixed point of GεΛε:

GεΛεΨε(x) = Ψε(x) .

Proof. Let ε > 0 be fixed. First, we prove that λ 7→ µελ is continuous. From Lemma 5.10,
the family (GελN

ε
λ)λ≥0 is compact. Let λ ≥ 0 and let (λn)n be a non-negative sequence

with limit λ. There exists a subsequence αn such that µελαn N
ε
λαn

= Gελαn N
ε
λαn
−→
n→∞

Ψ ∈ E
with Ψ ≥ 0. From (22)

µελαn N
ε
λαn

(x) = Gελαn N
ε
λαn

(x)

≥ 2
ε

M

∫ ∞

0
e−(λ+b̄+ε) t dt

∫ M

0
N ε
λαn

(y) dy .

Integrating the previous inequality, we deduce that

µελαn ≥ 2 ε

∫ ∞

0
e−(λ+b̄+ε) t dt .
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Then Ψ 6= 0.
From Lemma 5.10

Gελ

(
µελαn N

ε
λαn

)
−→
n→∞

GελΨ .

Moreover from (21)

∥∥∥
(
Gελαn −G

ε
λ

)(
µελαn N

ε
λαn

)∥∥∥
∞
≤ 2

∥∥∥µελαn N
ε
λαn

∥∥∥
∞

(CbqM + ε)

∫ ∞

0
e−ε t

∣∣∣e−λαn t − e−λ t
∣∣∣ dt .

From Lemma 5.10-1, the sequence (µελαn N
ε
λαn

)n = (Gελαn N
ε
λαn

)n is bounded. Moreover,

since e−a1
(
1− e−(a2−a1)

)
≤ a2 − a1 for any 0 ≤ a1 < a2, we have

∥∥∥
(
Gελαn −G

ε
λ

)(
µελαn N

ε
λαn

)∥∥∥
∞
≤ 2

∥∥∥µελαn N
ε
λαn

∥∥∥
∞

(CbqM + ε) |λαn − λ|
∫ ∞

0
t e−ε t dt

−→
n→+∞

0 .

Hence

µελαn µ
ε
λαn

N ε
λαn︸ ︷︷ ︸

→Ψ

= Gελαn

(
µελαn N

ε
λαn

)

= Gελ

(
µελαn N

ε
λαn

)
+
(
Gελαn −G

ε
λ

)(
µελαn N

ε
λαn

)

−→
n→+∞

Gελ Ψ .

Then Ψ > 0.
By existence and uniqueness of eigenelements, we then deduce that

µελαn → µελ

and then λ 7→ µελ is continuous.

From Lemma 5.6-1, for any f ∈ E,

Gελ f(x) ≤ 2
(
Cbq +

ε

M

) ∫ ∞

0
e−(λ+ε) t dt

∫ M

0
f(y) dy = 2

(
Cbq +

ε

M

) ∫ M

0
f(y) dy

1

λ+ ε
.

Then we get

µελ

∫ M

0
N ε
λ(x) dx =

∫ M

0
GελN

ε
λ(x) dx ≤ 2 (CbqM + ε)

1

λ+ ε

∫ M

0
N ε
λ(x) dx . (23)

Hence

lim
λ→∞

µελ = 0 . (24)

On the other hand, by integrating (21) with respect to x, we have
∫ M

0
Gελ f(x) dx = 2

∫ ∞

0

∫ M

0
(b(At(y)) + ε) f(y) e−

∫ t
0 (λ+bε(As(y)) ds dy dt

= 2

∫ ∞

0

∫ M

0
e−λ t f(y) ∂t

(
−e−

∫ t
0 bε(As(y) ds

)
dy dt .
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By integration by parts,

∫ M

0
Gελ f(x) dx = 2

∫ M

0
f(y) dy − 2

∫ M

0
f(y)

∫ ∞

0
λ e−(λ+ε) t e−

∫ t
0 b(As(y) ds dtdy .

Therefore

µλ

∫ M

0
N ε
λ(x) dx = 2

∫ M

0
N ε
λ(x) dx− 2λ

∫ M

0
N ε
λ(y)

∫ ∞

0
e−(λ+ε) t e−

∫ t
0 b(As(y) ds dtdy

and

lim
λ→0

µελ = 2 . (25)

From (24), (25) and since the function λ→ µελ is continuous, there exists Λε > 0 such
that µεΛε = 1.

5.1.2 Proof of Theorem 5.3

For any ε > 0, (Λε,Ψε) is defined by Lemma 5.12. From Lemma 5.10, the family (Ψε)0<ε≤1

is compact. Moreover, the sequence Λε is bounded. Indeed, it follows from (23) that

0 ≤ Λε ≤ 2 (CbqM + 1).

Then we can extract a subsequence (Λε,Ψε)ε which converges towards (Λ,Ψ) ∈ R+ ×
C[0,M ] when ε→ 0. Moreover,

Ψε(x) = 2

∫ ∞

0

∫ M

0

[
b(At(y))

At(y)
q

(
x

At(y)

)
+

ε

M

]
Ψε(y) e−

∫ t
0 (Λε+bε(As(y)) ds dy dt .

From Assumption 5.1-5 and dominated convergence theorem

Ψ(x) = 2

∫ ∞

0

∫ M

0

b(At(y))

At(y)
q

(
x

At(y)

)
Ψ(y) e−

∫ t
0 (Λ+b(As(y)) ds dy dt .

5.2 Proof of Theorem 5.5

We prove that there exists a non-negative function φ ∈ C[0,M ] solution of

φ(x) = 2

∫ ∞

0
e−

∫ t
0 (Λ+D+b(As(x))) ds b(At(x))

∫ At(x)

0

1

At(x)
q

(
y

At(x)

)
φ(y) dy dt .

Then, by the change of variable t 7→ z = At(x), we can prove that φ is C1(0,M) and is
solution of

g(x) ∂xφ(x)− (Λ +D + b(x))φ(x) = 2 b(x)

∫ 1

0
q(α)φ(αx) dα .
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5.2.1 Regularized problem

For any λ ≥ 0, ε > 0, let Gε,∗λ be the operator defined for f ∈ E by

Gε,∗λ f(x) = 2

∫ ∞

0
e−

∫ t
0 (λ+bε(As(x))) ds

∫ M

0

[
b(At(x))

At(x)
q

(
y

At(x)

)
+

ε

M

]
f(y) dy dt .

Then Gε,∗λ is the adjoint operator of Gελ defined by (21).

Lemma 5.13. 1. For any λ ≥ 0, ε ≥ 0, f ∈ C[0,M ], we have

∥∥Gε,∗λ f
∥∥
∞ ≤ 2 ‖f‖∞ .

2. For any λ0 > 0, there exists ω̃λ0 ∈ C(R+) such that limx→0 ω̃λ0(x) = 0 and such
that for any λ ≥ λ0, ε ≥ 0, f ∈ C[0,M ], x1, x2 ∈ (0,M) we have

∣∣Gε,∗λ f(x1)−Gε,∗λ f(x2)
∣∣ ≤ 2 ‖f‖∞ ω̃λ0(|x1 − x2|) .

In particular, Gε,∗λ is compact in E.

Proof. We compute

Gε,∗λ f(x) ≤ 2 ‖f‖∞
∫ ∞

0
e−

∫ t
0 bε(As(x)) ds

∫ M

0

[
b(At(x))

At(x)
q

(
y

At(x)

)
+

ε

M

]
dy dt

= 2 ‖f‖∞
∫ ∞

0
(b(At(x)) + ε) e−

∫ t
0 bε(As(x)) ds dt = 2 ‖f‖∞ .

Let x1 < x2. For any a ≥ 0,

∣∣Gε,∗λ f(x1)−Gε,∗λ f(x2)
∣∣ ≤ 2 ‖f‖∞ (b̄+ ε)

∫ ∞

a
e−λ t dt

+ 2 ‖f‖∞
∫ a

0
e−

∫ t
0 (λ+bε(As(x1))) ds

×
∣∣∣∣
∫ M

0

[
b(At(x1))

At(x1)
q

(
y

At(x1)

)
− b(At(x2))

At(x2)
q

(
y

At(x2)

)]
dy

∣∣∣∣ dt

+ 2 ‖f‖∞
∫ a

0
e−λ t

∣∣∣e−
∫ t
0 bε(As(x1)) ds − e−

∫ t
0 bε(As(x2)) ds

∣∣∣

×
∫ M

0

[
b(At(x2))

At(x2)
q

(
y

At(x2)

)
+

ε

M

]
dy dt .
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Hence,

∣∣Gε,∗λ f(x1)−Gε,∗λ f(x2)
∣∣ ≤ 2 ‖f‖∞ (b̄+ ε)

∫ ∞

a
e−λ t dt

+ 2 ‖f‖∞
∫ a

0
e−

∫ t
0 (λ+bε(As(x1))) ds

×
[∫ At(x1)

0

∣∣∣∣
b(At(x1))

At(x1)
q

(
y

At(x1)

)
− b(At(x2))

At(x2)
q

(
y

At(x2)

)∣∣∣∣ dy

+

∫ At(x2)

At(x1)

b(At(x2))

At(x2)
q

(
y

At(x2)

)
dy

]
dt

+ 2 ‖f‖∞ (b̄+ ε)

∫ a

0
e−λ t

∣∣∣∣
∫ t

0
(bε(As(x1))− bε(As(x2))) ds

∣∣∣∣ dt

From Assumption 5.1-3

∫ At(x1)

0

∣∣∣∣
b(At(x1))

At(x1)
q

(
y

At(x1)

)
− b(At(x2))

At(x2)
q

(
y

At(x2)

)∣∣∣∣ dy

≤
∫ At(x1)

0

b(At(x1))

At(x1)

∣∣∣∣q
(

y

At(x1)

)
− q

(
y

At(x2)

)∣∣∣∣ dy

+

∫ At(x1)

0

∣∣∣∣
b(At(x1))

At(x1)
− b(At(x2))

At(x2)

∣∣∣∣ q
(

y

At(x2)

)
dy

≤
∫ At(x1)

0
ω

(∣∣∣∣y − y
At(x1)

At(x2)

∣∣∣∣
)

dy +

∣∣∣∣
At(x2)

At(x1)
b(At(x1)) − b(At(x2))

∣∣∣∣ .

From Lemma 5.6-2, we then get

∣∣Gε,∗λ f(x1)−Gε,∗λ f(x2)
∣∣ ≤ 2 ‖f‖∞ (b̄+ ε)

∫ ∞

a
e−λ t dt

+ 2 ‖f‖∞
∫ a

0

[∫ At(x1)

0
ω

(∣∣∣∣
y

At(x2)
(At(x2)−At(x1))

∣∣∣∣
)

dy

+ (C + Cbq) |At(x2)−At(x1)|+ |b(At(x1)− b(At(x2)|
]

dt

+ 2 ‖f‖∞ (b̄+ ε)

∫ a

0

∣∣∣∣
∫ t

0
(b(As(x1))− b(As(x2))) ds

∣∣∣∣ dt .

Since b ∈ C[0,M ] and from Lemma 5.9, the flow A is uniformly equicontinuous on
[0, a]× [0,M ], there exists ωa ∈ C(R+) such that limx→0 ωa(x) = 0 and

∣∣Gε,∗λ f(x1)−Gε,∗λ f(x2)
∣∣ ≤ 2 ‖f‖∞ Cst

[∫ ∞

a
e−λ t dt+ ωa(|x1 − x2|)

]
.

For any δ > 0, there exists aδ > 0 such that
∫ ∞

aδ

e−λ t dt ≤ δ

2
.

33



Therefore, for any δ > 0 we have

∣∣Gε,∗λ f(x1)−Gε,∗λ f(x2)
∣∣ ≤ 2 ‖f‖∞ Cst

[
δ

2
+ ωaδ(|x1 − x2|)

]
.

For any ε > 0 and f ∈ C[0,M ] such that f ≥ 0 and f 6= 0, we have

Gε,∗λ f(x) ≥ 2
ε

M

∫ ∞

0
e−

∫ t
0 (λ+bε(As(x))) ds

∫ M

0
f(y) dy dt > 0 .

From Krein-Rutman theorem, we deduce the following result.

Corollary 5.14 (Eigenelements). For any λ > 0, ε > 0, there exist a unique eigenvalue
µ̃ελ > 0 and a unique eigenvector φελ ∈ C[0,M ] such that

Gε,∗λ φελ(x) = µ̃ελ φ
ε
λ(x) , φελ(x) > 0 , max

x∈[0,M ]
φελ(x) = 1 .

Lemma 5.15 (Fixed point). For any ε > 0, let Λε > 0 be as defined by Lemma 5.12.
Then µ̃εΛε = µεΛε = 1 and φε = φεΛε satisfies

Gε,∗Λε
φε(x) = φε(x) .

Proof. For any λ > 0, ε > 0, let N ε
λ be as defined by Corollary 5.11. We have

µ̃ελ

∫ M

0
φελ(x)N ε

λ(x) dx =

∫ M

0
Gε,∗λ φελ(x)N ε

λ(x) dx

=

∫ M

0
φελ(x)GελN

ε
λ(x) dx

= µελ

∫ M

0
φελ(x)N ε

λ(x) dx .

Hence
µ̃ελ = µελ .

From Lemma 5.12, there exists Λε such that µ̃εΛε = 1.

5.2.2 End of the proof of the Theorem 5.5

For any ε > 0, (Λε,Φε) is defined by Lemma 5.15. From Section 5.1.2 and Corollary 5.4,
we can extract a subsequence (Λεi)i which converges towards Λ > 0 when εi → 0. We can
assume that the elements of this subsequence are positive and then there exists a lower
bound λ0 > 0 of this subsequence. From Lemma 5.13, the family (φεi)i is compact, we can
then extract a subsequence of (Λεi ,Ψεi)ε which converges towards (Λ, φ) ∈ R+ × C[0,M ]
when εi → 0. Moreover,

φε(x) = 2

∫ ∞

0
e−

∫ t
0 (Λε+bε(As(x))) ds

∫ M

0

[
b(At(x))

At(x)
q

(
y

At(x)

)
+

ε

M

]
φε(y) dy dt .
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From Assumption 5.1-5

∫ M

0
e−

∫ t
0 b(As(x))) ds dt <∞ for almost any x ∈ [0,M ] .

Then, the dominated convergence theorem entails that, for almost any x ∈ [0,M ],

φ(x) = 2

∫ ∞

0
e−

∫ t
0 (Λ+b(As(x))) ds

∫ At(x))

0

b(At(x))

At(x)
q

(
y

At(x)

)
φ(y) dy dt .

Moreover, φ is continuous, as well as the function defined by the right term. Then the
previous inequality is true for any x ∈ [0,M ]. Therefore, φ is solution of (19).

6 Application for adaptive dynamics to a chemostat model

In a more general context, the growth-fragmentation-death model of Section 2.1 can de-
scribe a mutant population in a variable environment. For instance, in the study of a
chemostat, we can consider the following model structured by trait and mass: each in-
dividual is characterized by a phenotypic trait c ∈ C, where C is some trait space, say a
measurable subset of Rd, d ≥ 1, and by its mass x ∈ [0,M ]. We consider the following
mechanisms:

1. Division/mutation: each individual (c, x) divides, at rate b(S, c, x), into two in-
dividuals with masses αx and (1 − α)x, where the proportion α is distributed ac-
cording to a kernel Q(c,dα) = q(c, α) dα and S is the substrate concentration in the
chemostat.

• With probability γ ∈ [0, 1], the daughter cell αx is a mutant bacterium, with
trait c+ h ∈ C, where h is distributed according to a kernel κ(c, h) dh and the
daughter cell (1− α)x has the same trait c as its mother.

• With probability 1 − γ, the two daughter cells have the same trait c as the
mother cell.

x

↵x

(1 � ↵) x

�

1 � �

n
rate b(S, c, x)

or

2. Washout: each individual (c, x) is withdrawn from the chemostat at rate D, where
D is the dilution rate of the chemostat.

3. Growth: between the times of division and washout, the mass of individuals grows
at speed g:

d

dt
Xi
t = g(St, C

i
t , X

i
t) , i = 1, . . . , Nt .
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4. Substrate dynamics: the substrate concentration evolves according to the follow-
ing equation:

d

dt
Snt = D (sin − St)−

k

nV

Nt∑

i=1

g(St, C
i
t , X

i
t)

where
{

(Cit , X
i
t), 1 ≤ i ≤ Nt

}
is the set of traits and masses of the individuals in the

population at time t, sin is the substrate input concentration, k is a stoichiometric
coefficient, nV is the volume of the vessel and n is a parameter scaling the volume
of the vessel.

See Fritsch (2014) for more details on the stochastic process.

Without mutation, i.e. for γ = 0, the previous model was studied by Campillo and
Fritsch (2015). The authors have proved that in the limit n → ∞, the individual-based
model associated to the previous mechanisms converges to the following integro-differential
model:

d

dt
St = D (sin − St)−

k

V

∫ M

0
g(St, x) rt(x) dx , (26)

∂

∂t
rt(x) +

∂

∂x

(
g(St, x) rt(x)

)
+
(
b(St, x) +D

)
rt(x)

= 2

∫ M

x

b(St, z)

z
q
(x
z

)
rt(z) dz , (27)

where rt represents the mass density of the population at time t.

The dynamics of the population trait can be described by the trait substitution sequence
process whose principle is the following. We assume that the initial population is large
and monomorphic and that mutations are rare, so that the initial population reaches and
stays in a neighborhood of this stationnary state (S∗c0 , r

∗
c0) before a mutation occurs.

Under the previous assumptions, just after the first mutation time, the number of
mutant individuals, with trait c, is negligible with respect to the number of individuals
with trait c0, called resident population, as long the mutant population remains small.
The effect of the mutant population on the stationary state (S∗c0 , r

∗
c0) is then negligible

(see Metz et al (1996); Geritz et al (1998)).
The mutant population can then be approached, just after the mutation time, by the

process (6) with

b(x)
def
= b(S∗c0 , c, x) ,

q(α)
def
= q(c, α) ,

g(x)
def
= g(S∗c0 , c, x) .

Once the mutant population invades, the two traits are in competition. In general, the
coexistence of both traits c0 and c is not possible, because of the competitive exclusion
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principle. In fact, Hsu et al (1977) have proved a competitive exclusion principle for
g(S, x) = µ(S)x (see also Smith and Waltman (1995)).

If the competitive exclusion principle is satisfied, then two cases are possible at the
time of the mutation:

• 1rst case : The mutant population goes to extinction.

• 2nd case : The mutant population invade the resident one. In this case the resident
population goes to extinction and the substrate/mutant population pair reaches a
neighborhood of its new stationary state. The mutant population then becomes the
resident population for the next mutation.

The convergence towards a unique stationary state was proved for non-structured
chemostat model (see for example Smith and Waltman (1995)). The rare mutations as-
sumption is related to the initial population size, which is assumed to be large. We refer
to Champagnat (2006) and Méléard and Tran (2009) for the precise dependence of the
mutation probability γ on the parameter n.

The fact that the initial population stays in a neighborhood of this stationary state
before the mutation occurs and that the impact of the mutant population under the initial
population is negligible may be justified by large deviations estimates, as in a simplest age-
structured context by Tran (2008) and Méléard and Tran (2009). We leave this delicate
issue for further work.

Just after the mutation time, the mutant population is small and subject to strong
randomness. Hence, a deterministic model is irrelevant and it is better to modelize it by
the stochastic model described in Section 2.3. However, the study of the deterministic
model described in Section 2.2 brings information on the possibility of invasion of the
mutant population, as we have seen in Theorem 4.11.
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