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#### Abstract

The model of volumetric material growth is introduced in the framework of finite elasticity. The new results obtained for the model are presented with complete proofs. The state variables include the deformations, temperature and the growth factor matrix function. The existence of global in time solutions for the quasistatic deformations boundary value problem coupled with the energy balance and the evolution of the growth factor is shown. The mathematical results can be applied to a wide class of growth models in mechanics and biology.
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## 1 Introduction

Growth (resp. atrophy) refers to physical processes in which the material of a solid body increases (resp. decreases) its size by addition (resp. removal) of mass. The advantages and drawbacks of the existing growth models are discussed in the recent papers [16] and [18]. A first class of such models are kinematic models describing the evolution of the material growth towards a homeostatic state, rely on the kinematic decomposition of the transformation gradient into a generally incompatible mapping and an elastic mapping; they were historically introduced in [22] and developed in [26,23,1,27]. Approaches analogous to elastoplasticity were then developed in a rational framework basing on the second principle of thermodynamics for open systems, in order to identify the evolution laws of growth $[7,17,19,20]$. It is important to note the prominent role of Eshelby stress in relation to the material driving forces for growth [5,7,13,14], The mathematical aspects of volumetric growth models are poorly investigated. The local existence and uniqueness results were established in [11, 12].

Mechanical background. Thermoelastic material. In this paragraph we briefly discuss basic facts from finite elasticity theory. Throughout, we shall assume that $\Omega \subset \mathbb{R}^{3}$ is a bounded reference domain with boundary $\partial \Omega$ of class $C^{\infty}$ in the space of variable $x$. The state of an elastic material is characterized by a deformation field $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right): \Omega \times[0, T] \rightarrow \mathbb{R}^{3}$ and the Kelvin temperature $\theta: \Omega \times[0, T] \rightarrow \mathbb{R}^{+}$. The elastic distorsion tensor $D \mathbf{u}$ is the Jacobi matrix of the mapping $\mathbf{u}$ with entries

$$
(D \mathbf{u})_{i j}(x, t)=\partial_{x_{j}} u_{i}(x, t), \quad(x, t) \in \Omega \times[0, T]
$$

The second derivative (Hessian) of the displacement field is the third order tensor $D^{2} \mathbf{u}$ with entries

$$
\left(D^{2} \mathbf{u}\right)_{i j k}(x, t)=\partial_{x_{j}} \partial_{x_{k}} u_{i}(x, t), \quad(x, t) \in \Omega \times[0, T] .
$$

We will assume that the material is hyperelastic and its properties are described by a specific free energy density $\Psi\left(D^{2} \mathbf{u}, D \mathbf{u}, \theta\right)$. In this case the entropy $v\left(D^{2} \mathbf{u}, D \mathbf{u}, \theta\right)$ and internal energy $e\left(D^{2} \mathbf{u}, D \mathbf{u}, \theta\right)$ are defined by

$$
\begin{equation*}
v=-\partial_{\theta} \Psi\left(D^{2} \mathbf{u}, D \mathbf{u}, \theta\right), \quad e=\Psi\left(D^{2} \mathbf{u}, D \mathbf{u}, \theta\right)-\theta \partial_{\theta} \Psi\left(D^{2} \mathbf{u}, D \mathbf{u}, \theta\right) \tag{1.1}
\end{equation*}
$$

i.e., $e=\Psi+v \theta$. It is important to note that the density of the Helmholtz free energy is a concave function of the temperature. In many applications the dependence of the free energy on $D^{2} \mathbf{u}$ is quadratic. In particular, for the 3D Falk model which is widely accepted in the theory of solid-solid phase transitions (see $[10,21,25]$ ), the the free energy density is

$$
\Psi=\frac{\varepsilon}{2}|\Delta \mathbf{u}|^{2}+\theta W(D \mathbf{u})+c_{1} \theta-c_{2} \theta \log \theta
$$

Notice that in this case the free energy density has a weak singularity at $\theta=0$. A further simplification is the linearization of problem with respect to temperature near some average value $\theta_{c}$. Without loss of generality we
can assume that $\theta_{c}=1$. This means that $\theta=1+\vartheta$ and all terms of order $O\left(\vartheta^{3}\right)$ are neglected. Thus we get the following expression for the free energy density:

$$
\begin{equation*}
\Psi=\frac{\varepsilon}{2}|\Delta \mathbf{u}|^{2}+(1+\vartheta) W(D \mathbf{u})-\frac{1}{2} \vartheta^{2} . \tag{1.2}
\end{equation*}
$$

Here we take for simplicity $c_{1}=c_{2}=1$. If the free energy is in the form (1.2), then we have the following expression for the entropy $v$, the internal energy $e$, the second order Piola-Kirchhoff stress tensor $\mathbf{T}_{f}$, and the third order Piola-Kirchhoff hyperstress tensor $\mathbf{T}_{s}$ :

$$
\begin{array}{r}
v=\vartheta-W(\mathbf{D} u), \quad e=\frac{\varepsilon}{2}|\Delta \mathbf{u}|^{2}+W(D \mathbf{u})+\frac{1}{2} \vartheta^{2}  \tag{1.3}\\
\mathbf{T}_{f}=(1+\vartheta) W^{\prime}(D \mathbf{u}), \quad\left(T_{s}\right)_{i j k}=\varepsilon \Delta u_{i} \delta_{j k} .
\end{array}
$$

Here the notation $W^{\prime}(\boldsymbol{\xi})$ stands for the matrix with entries

$$
\begin{equation*}
\left(W^{\prime}(\boldsymbol{\xi})\right)_{i j}=\partial_{\xi_{i j}} W(\boldsymbol{\xi}), \tag{1.4}
\end{equation*}
$$

$\delta_{j k}$ is the Kronecker delta. The problem consists in finding a displacement field $\mathbf{u}$ and a temperature $\vartheta$ satisfying the momentum balance equation and the energy balance equation

$$
\begin{equation*}
\frac{\partial e}{\partial t}+\operatorname{div} \mathbf{q}=\mathbf{T}_{f}: \frac{\partial D \mathbf{u}}{\partial t}+\mathbf{T}_{s}: \frac{\partial D^{2} \mathbf{u}}{\partial t}+g \tag{1.5}
\end{equation*}
$$

Here $g$ is an exterior heat source. In view of the Fourier law we can take $\mathbf{q}=-\nabla \vartheta$. The energy balance equation can be rewritten in the equivalent form

$$
\partial_{t} v=-\theta^{-1} \operatorname{div} \mathbf{q}+\theta^{-1} g .
$$

Linearization of this equation near the equilibrium temperature $\theta=1$ leads to the equation

$$
\begin{equation*}
\partial_{t} v=\Delta \vartheta+g \tag{1.6}
\end{equation*}
$$

Mechanical backgrounds. Growing material. The main axiom of the theory of volumetric growth for elastic materials is the hypothesis that the distorsion tensor admits the representation

$$
\begin{equation*}
D \mathbf{u}=\mathbf{F}_{e} \mathbf{F}_{g} \tag{1.7}
\end{equation*}
$$

where the growth factor (implant) $\mathbf{F}_{g}$ is responsible for the material growth and $\mathbf{F}_{e}$ corresponds to the elastic deformations. In the important particular case of isotropic growth the growth factor has the representation $\mathbf{F}_{g}=w \mathbf{I}$ where $w(x, t)$ is a scalar. Notice that the multiplicative decomposition of the distorsion tensor is often used in finite deformation continuum mechanics as a basis for treating mechanical effects including plasticity, biological growth, material morphogenesis, and dislocations [6].

The second assumption of volumetric growth theory is that the Helmholtz free energy $\Psi_{g}$ of the growing material has the form

$$
\begin{align*}
\Psi_{g}\left(D^{2} \mathbf{u}, D \mathbf{u}, \vartheta, \mathbf{F}_{g}\right):=\operatorname{det} \mathbf{F}_{g} \Psi\left(\mathbf{Q}_{e}, D \mathbf{u} \mathbf{F}_{g}^{-1}\right. & , \vartheta) \\
& \equiv \operatorname{det} \mathbf{F}_{g} \Psi\left(\mathbf{Q}_{e}, \mathbf{F}_{e}, \vartheta\right) \tag{1.8}
\end{align*}
$$

Here $\Psi$ is the basic Helmholtz free energy of the original thermoelastic material, and $\mathbf{Q}_{e}$ is the third order tensor with components

$$
\begin{equation*}
\left(\mathbf{Q}_{e}\right)_{i j k}=\partial_{x_{\alpha}} \partial_{x_{\beta}} u_{i}\left(\mathbf{F}_{g}^{-1}\right)_{\alpha j}\left(\mathbf{F}_{g}^{-1}\right)_{\beta k} \tag{1.9}
\end{equation*}
$$

In the isotropic case with $\mathbf{F}_{g}=w \mathbf{I}$ we have $\mathbf{Q}_{e}=w^{-2} D^{2} \mathbf{u}$. The entropy of the growing material is defined by the relation

$$
v_{g}=-\operatorname{det} \mathbf{F}_{g} \frac{\partial}{\partial \vartheta} \Psi\left(\mathbf{Q}_{e}, D \mathbf{u} \mathbf{F}_{g}^{-1}, \vartheta\right) .
$$

As shown in $[5,7]$, the Clausius-Duhem inequality and the principle of independence of motions imply the following expressions for the stress tensors:

$$
\begin{align*}
\left(\mathbf{T}_{f}\right)_{i j} & =\operatorname{det} \mathbf{F}_{g} \frac{\partial}{\partial(D \mathbf{u})_{i j}} \Psi\left(\mathbf{Q}_{e}, D \mathbf{u} \mathbf{F}_{g}^{-1}, \vartheta\right)  \tag{1.10}\\
\left(\mathbf{T}_{s}\right)_{i j k} & =\operatorname{det} \mathbf{F}_{g} \frac{\partial}{\partial\left(D^{2} \mathbf{u}\right)_{i j k}} \Psi\left(\mathbf{Q}_{e}, D \mathbf{u} \mathbf{F}_{g}^{-1}, \vartheta\right)
\end{align*}
$$

Moreover, the Clausius-Duhem inequality yields the relation

$$
\begin{equation*}
\mathbf{b}:\left(\partial_{t} \mathbf{F}_{g} \mathbf{F}_{g}^{-1}\right) \leq 0, \tag{1.11}
\end{equation*}
$$

where $\mathbf{b}$ is the material Eshelby tensor (cf. [8]) given by

$$
\begin{equation*}
\mathbf{b}=\Psi_{g} \mathbf{I}-\mathbf{F}_{e}^{\top} \frac{\partial \Psi_{g}}{\partial \mathbf{F}_{e}}-2\left\{\frac{\partial \Psi_{g}}{\partial \mathbf{Q}_{e}}: \mathbf{Q}_{e}\right\}^{\top} \tag{1.12}
\end{equation*}
$$

In particular, for the isotropic growth we have the following expressions for the Helmholtz free energy density and the entropy:

$$
\begin{align*}
\Psi_{g}\left(D^{2} \mathbf{u}, D \mathbf{u}, \vartheta, w\right) & =\frac{\varepsilon}{2 w}|\Delta \mathbf{u}|^{2}+(1+\vartheta) w^{3} W\left(w^{-1} D \mathbf{u}\right)-\frac{w^{3} \vartheta^{2}}{2}  \tag{1.13a}\\
v_{g} & =w^{3} v, \text { where } v=\vartheta-W\left(w^{-1} D \mathbf{u}\right) \tag{1.13b}
\end{align*}
$$

In this case the stress tensors are defined by the relations

$$
\begin{equation*}
\mathbf{T}_{f}=(1+\vartheta) w^{2} W^{\prime}\left(w^{-1} D \mathbf{u}\right), \quad\left(T_{s}\right)_{i j k}=\varepsilon w^{-1} \Delta u_{i} \delta_{j k} \tag{1.13c}
\end{equation*}
$$

The total Helmholtz free energy is given by

$$
\begin{equation*}
\boldsymbol{\Psi}_{g}(\mathbf{u}, \vartheta, w)=\int_{\Omega} \Psi_{g}\left(D^{2} \mathbf{u}, D \mathbf{u}, \vartheta, w\right) d x \tag{1.14}
\end{equation*}
$$

The system of the governing equations includes the momentum balance equation and the entropy balance equation. Since the characteristic time of growth of biological materials is about days or weeks, we can neglect the inertial forces and take the momentum balance equation in the quasi static form

$$
\begin{equation*}
\operatorname{div}\left(\mathbf{T}_{f}-\operatorname{div} \mathbf{T}_{s}\right)+\mathbf{f}=0 \tag{1.15}
\end{equation*}
$$

where $\mathbf{f}$ is a given exterior force. For simplicity we discard the exterior heat source and take the linearized entropy balance equation in the form

$$
\begin{equation*}
\partial_{t} v_{g}=\Delta \vartheta \tag{1.16}
\end{equation*}
$$

In order to obtain a closed system of equations for the displacement field $\mathbf{u}$, the temperature $\vartheta$, and the growth factor $\mathbf{F}_{g}$, we need an extra equation for $\mathbf{F}_{g}$. We assume that the evolution of the growth factor is described by a nonconservative model. This model is based on the assumption that $\partial_{t} \mathbf{F}_{g}$ is a function of the deformation gradient, the temperature and the growth factor. The specification of such a function is the most important question of the theory. As noted in [5, 7], the Clausius-Duhem inequality (1.11) and the covariance principle lead to the following evolution equation for the implant $\mathbf{F}_{g}:$

$$
\begin{equation*}
\partial_{t} \mathbf{F}_{g} \mathbf{F}_{g}^{-1}=-c_{0}^{+} \operatorname{tr} \mathbf{b} \mathbf{I}-c_{1}^{+} \mathbf{b} \tag{1.17}
\end{equation*}
$$

where $c_{k}^{+}=c_{k}^{+}\left(I_{i}, \vartheta\right)$ are nonnegative functions of the temperature and the invariants $I_{i}$ of the Eshelby tensor. Notice that the right hand side of (1.17) is the only tensor function satisfying (1.11). We restrict our considerations to the case of the isotropic growth with $\mathbf{F}_{g}=w \mathbf{I}$. In this case we have

$$
3 w=\operatorname{tr} \mathbf{F}_{g}=I_{1}, I_{2}=3 w^{2}, I_{3}=w^{3}, c_{1}^{+}=0
$$

Hence we can rewrite equation (1.17) in the form

$$
\begin{equation*}
3 \partial_{t} w=-w c_{0}^{+}(\vartheta, \operatorname{tr} \mathbf{b}) \operatorname{tr} \mathbf{b} \tag{1.18}
\end{equation*}
$$

It follows that the simplest version of the evolution equation for the growth factor is the ordinary differential equation

$$
\begin{equation*}
\partial_{t} w=-w H(\operatorname{tr} \mathbf{b}) \tag{1.19}
\end{equation*}
$$

where $H: \mathbb{R} \rightarrow \mathbb{R}$ is a smooth function such that $H(s) s \geq 0$.
Problem formulation. Results Combining momentum equation (1.13c)-(1.15) and entropy balance equation (1.16) with the evolution equation (1.19) we arrive at the following system of differential equations which describe the isotropic volumetric growth of the thermoelastic material:

$$
\begin{gather*}
\varepsilon \Delta\left(w^{-1} \Delta \mathbf{u}\right)-\operatorname{div}\left(w^{2}(1+\vartheta) W^{\prime}\left(w^{-1} D \mathbf{u}\right)\right)=\mathbf{f} \text { in } \Omega \times(0, T)  \tag{1.20a}\\
\partial_{t}\left(w^{3} v\right)=\Delta \vartheta \text { in } \Omega \times(0, T)  \tag{1.20b}\\
\partial_{t} w=-w H(\varphi) \text { in } \Omega \times(0, T) \tag{1.20c}
\end{gather*}
$$

Here the temperature $\vartheta$ is given by

$$
\begin{equation*}
\vartheta=v+W\left(w^{-1} D \mathbf{u}\right) . \tag{1.20d}
\end{equation*}
$$

Formulae (1.12) and (1.13a) imply the following expression for the trace of the Eshelby tensor $\varphi:=\operatorname{tr} \mathbf{b}$ :

$$
\begin{array}{r}
\varphi=-\frac{\varepsilon}{2 w}|\Delta \mathbf{u}|^{2}+(1+\vartheta) w^{3}\left(3 W\left(w^{-1} D \mathbf{u}\right)-\right. \\
\left.W^{\prime}\left(w^{-1} D \mathbf{u}\right):\left(w^{-1} D \mathbf{u}\right)\right)-\frac{3 w^{3}}{2} \vartheta^{2} \tag{1.20e}
\end{array}
$$

Equations (1.20a)-(1.20c) should be supplemented with boundary and initial conditions. We take them in the form

$$
\begin{align*}
\mathbf{u}=\mathbf{h}, \quad \Delta \mathbf{u} & =0, \quad \frac{\partial \vartheta}{\partial n}+\vartheta=0 \quad \text { on } \partial \Omega \times(0, T)  \tag{1.20f}\\
\left.v\right|_{t=0} & =v_{0},\left.\quad w\right|_{t=0}=w_{0} \quad \text { in } \Omega \tag{1.20~g}
\end{align*}
$$

where $n$ is the outward normal to $\partial \Omega$. The boundary condition for $\vartheta$ is the standard radiation condition. The boundary condition for the displacement means that the growing material is surrounded by the duct membrane whose shape is defined by the function $\mathbf{h}$. The equations and the boundary and initial conditions (1.20) form a closed boundary value problem for the deformation field $\mathbf{u}$, entropy $v$, temperature $\vartheta$, and the growth factor $w$. Further we assume that the stored potential energy $W$, the function $H$, and the boundary data satisfy the following conditions.
H. 1 The function $W$ is in $C^{\infty}\left(\mathbb{R}^{9}\right)$ and there is $\kappa \in[2,3)$ such that

$$
\begin{equation*}
0 \leq W(\boldsymbol{\xi}) \leq c(1+|\boldsymbol{\xi}|)^{\kappa},\left|W^{\prime}(\boldsymbol{\xi})\right| \leq c(1+|\boldsymbol{\xi}|)^{\kappa-1},\left|W^{\prime \prime}(\boldsymbol{\xi})\right| \leq c(1+|\boldsymbol{\xi}|)^{\kappa-2} \tag{1.21}
\end{equation*}
$$

H. 2 The function $H \in C^{\infty}(\mathbb{R})$ satisfies the conditions

$$
\begin{equation*}
H^{\prime}(s) \geq 0, \quad H(0)=0, \quad\left|H^{\prime}(\varphi)\right| \leq c, \quad\left|H^{\prime}(\varphi)\right| \leq c(1+|\varphi|)^{-1} \tag{1.22}
\end{equation*}
$$

H. 3 For simplicity we assume that $\partial_{t} \mathbf{h}=0, \partial_{t} \mathbf{f}=0$. We also assume that the given data satisfy the conditions

$$
\begin{array}{r}
v_{0} \in W^{1,2}(\Omega), \quad \mathbf{f} \in L^{\infty}(\Omega), \quad \mathbf{h} \in C^{4}(\Omega)  \tag{1.23}\\
w_{0} \in W^{1,2}(\Omega), \quad 0<c^{-1}<w_{0}<c<\infty
\end{array}
$$

We are looking for a weak solution to problem (1.20), which is defined as follows.

Definition 1.1 (Weak formulation) Denote by $\mathcal{W}^{2, p}, 1<p<\infty$, the Banach space which consists of all functions $\mathbf{u} \in W_{0}^{1, p}(\Omega)$ such that

$$
\|\mathbf{u}\|_{\mathcal{W}^{2, p}}=\left(\int_{\Omega}|\Delta \mathbf{u}|^{p} d x\right)^{1 / p}<\infty, \quad \mathbf{u}=0 \quad \text { on } \partial \Omega
$$

The space $\mathcal{W}^{2, p}$ is topologically and algebraically isomorphic to the space $W^{2, p}(\Omega) \cap W_{0}^{1, p}(\Omega)$. A tuple of functions $(\mathbf{u}, v, w, \varphi)$ is said to be a weak solution to problem (1.20) if
(i) For a.e. $t \in(0, T)$ the function $\mathbf{u}(t)-\mathbf{h}$ belongs to the class $\mathcal{W}^{2,2} \cap$ $W^{2,6}(\Omega)$,

$$
\begin{align*}
v, w, \vartheta \in L^{2}\left(0, T ; W^{1,2}(\Omega)\right), & w^{ \pm 1} \in L^{\infty}(\Omega \times(0, T)) \\
& v, \vartheta \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \tag{1.24}
\end{align*}
$$

(ii) The function $w$ satisfies equation (1.20c) and initial condition ( 1.20 g ). The temperature $\vartheta$ and the trace of the Eshelby tensor $\varphi$ are connected with the growth factor $w$ and the entropy $v$ by the relation (1.20d).
(iii) The integral identity

$$
\begin{align*}
\int_{0}^{T} \int_{\Omega}\left(w^{3} v \partial_{t} \varsigma-\nabla \vartheta \cdot \nabla \varsigma\right) d x d t & \\
& \quad-\int_{\partial \Omega} \vartheta \varsigma d s+\int_{\Omega} w_{0}^{3} v_{0} \varsigma(x, 0) d x=0 \tag{1.25}
\end{align*}
$$

holds for all $\varsigma \in C^{\infty}(\Omega \times(0, T))$ vanishing on $\Omega \times\{t=T\}$.
(iv) The integral identity

$$
\begin{align*}
\int_{\Omega}\left(\frac{\varepsilon}{w} \Delta \mathbf{u}(t) \cdot \Delta \boldsymbol{\xi}\right.
\end{aligned} \quad \begin{aligned}
& \left.+(1+\vartheta(t)) W^{\prime}\left(w^{-1}(t) D \mathbf{u}(t)\right): D \boldsymbol{\xi}-f \cdot \boldsymbol{\xi}\right) d x=0
\end{align*}
$$

holds for all $\boldsymbol{\xi} \in C^{2}(\Omega)$ vanishing on $\partial \Omega$ and for almost all $t \in(0, T)$.
Definition 1.1 does not determine a solution to problem (1.20) in a unique way. Notice that there is a disparity between the unknown functions in equations (1.20). These equations involve time derivatives of the entropy $v$ and of the growth factor $w$, i.e., $v$ and $w$ are evolutionary variables. The displacement vector field satisfies static equation (1.20a). The properties of solutions to this equations are completely determined by the stored elastic energy density $W$. In nonlinear elasticity, $W$ is polyconvex but it is not convex, see [3] for discussion. Moreover, if the free energy density is in the form (1.2), then it is not convex and it is not bounded from below even if $W$ is convex. It follows that in the general case the momentum balance equations represented by the integral identity (1.26) has multiple solutions. Hence, for given $v$ and $w$ there are many temperatures $\vartheta$ and traces $\varphi$ satisfying relations (1.20d)(1.20e), and the number of these quantities depends on the time variable. In order to diminish this arbitrariness, it is necessary to supplement equations and boundary conditions (1.20) with additional selection rules. We intend to prove that such rules can be formulated as follows. Introduce the functions

$$
\begin{equation*}
\Theta(D \mathbf{u}, v, w)=v+W\left(w^{-1} D \mathbf{u}\right), \quad V(D \mathbf{u}, \vartheta, w)=\vartheta-W\left(w^{-1} D \mathbf{u}\right) \tag{1.27}
\end{equation*}
$$

Denote by $E=\Psi_{g}+V \vartheta w^{3}$ the density of the internal energy as a function of the temperature and growth factor, and denote by $\mathcal{E}$ the density of the internal energy as a function of the entropy and growth factor. Calculations show that

$$
\begin{align*}
& E=\frac{\varepsilon}{2 w}|\Delta \mathbf{u}|^{2}+w^{3} W\left(w^{-1} D \mathbf{u}\right)+w^{3} \frac{\vartheta^{2}}{2} \\
& \mathcal{E}=\frac{\varepsilon}{2 w}|\Delta \mathbf{u}|^{2}+w^{3} W\left(w^{-1} D \mathbf{u}\right)+\frac{1}{2} w^{3} \Theta(D \mathbf{u}, v, w)^{2} \tag{1.28}
\end{align*}
$$

We denote by $\mathbf{E}$ the total internal energy as a function of the displacements, temperature, and growth factor, and denote by $\mathcal{E}$ the total internal energy
as a function of the displacements, entropy, and growth factor, i.e.,
$\mathbf{E}(\mathbf{u}, \vartheta, w)=\int_{\Omega} E\left(D^{2} \mathbf{u}, D \mathbf{u}, \vartheta, w\right) d x, \mathcal{E}(\mathbf{u}, v, w)=\int_{\Omega} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v, w\right) d x$.

Definition 1.2 (Work and marginal function) Introduce the functional

$$
\begin{equation*}
\mathcal{H}(\mathbf{u}, v, w)=\mathcal{E}(\mathbf{u}, v, w)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u} d x \tag{1.30}
\end{equation*}
$$

We define the marginal function $\mathbf{M}$ of the functional $\mathcal{H}$ by the relation

$$
\begin{equation*}
\mathbf{M}(v, w)=\inf _{\mathbf{u}-\mathbf{h} \in \mathcal{W}^{2,2}} \mathcal{H}(\mathbf{u}, v, w, f) \tag{1.31}
\end{equation*}
$$

Notice that $\mathbf{M}(v, w)$ is well defined if $v \in L^{2}(\Omega), \mathbf{f} \in L^{\infty}(\Omega)$, and $w^{ \pm 1} \in$ $L^{\infty}(\Omega)$.

Definition 1.3 (Selection principle 1) Suppose a weak solution to problem (1.20) satisfies all conditions of Definition 1.1. We say that the displacement field $\mathbf{u}$ satisfies the first selection principle if $\mathcal{H}(\mathbf{u}(t), v(t), w(t))=$ $\mathbf{M}(v(t), w(t))$ for a.e. $t \in(0, T)$. In other words the displacement field $\mathbf{u}(t)$ is a minimizer of the functional $\boldsymbol{\mathcal { H }}(\cdot, v(t), w(t))$.

Denote by $\Pi$ the total dissipation rate

$$
\begin{equation*}
\Pi(\vartheta, \varphi)=\int_{\Omega}\left(|\nabla \vartheta|^{2}+H(\varphi) \varphi\right) d x+\int_{\partial \Omega} \vartheta^{2} d s \tag{1.32}
\end{equation*}
$$

It is convenient to represent $\Pi$ as the sum of two forms

$$
\begin{gather*}
\Pi=\Pi_{0}(\vartheta, \vartheta)+\Pi_{1}(H(\varphi), \varphi)  \tag{1.33}\\
\Pi_{0}(\vartheta, v)=\int_{\Omega} \nabla \vartheta \nabla v d x+\int_{\partial \Omega} \vartheta v d s, \quad \Pi_{1}(\varphi, \psi)=\int_{\Omega} \psi \varphi d x
\end{gather*}
$$

Definition 1.4 (Admissible set) For given $v \in W^{1,2}(\Omega)$ and strictly positive $w \in L^{\infty}(\Omega)$, denote by $\mathcal{P}(v, w)$ the set of all couples $(\vartheta, \varphi)$ with the following property: There is $\mathbf{u} \in \mathcal{W}^{2,2}+\mathbf{h}$ such that

$$
\begin{equation*}
\vartheta=v+W\left(w^{-1} D \mathbf{u}\right), \varphi=\varphi\left(D^{2} \mathbf{u}, D \mathbf{u}, \vartheta, w\right), \quad \mathcal{H}(\mathbf{u}, v, w)=\mathbf{M}(v, w) \tag{1.34}
\end{equation*}
$$

Definition 1.5 (Selection principle 2) Suppose a weak solution to problem (1.20) satisfies all conditions of Definition 1.1. We say that the functions $\vartheta$ and $\varphi$ satisfy the second selection principle if the inequality

$$
\begin{equation*}
\Pi(\vartheta(t), \varphi(t)) \leq \Pi_{0}(\tilde{\vartheta}, \vartheta(t))+\Pi_{1}(H(\varphi(t)), \tilde{\varphi}) \tag{1.35}
\end{equation*}
$$

holds for every $(\tilde{\vartheta}, \tilde{\varphi}) \in \mathcal{P}(v(t), w(t))$ and for a.e. $t \in(0, T)$.
The following theorem is the main result of this paper.
Theorem 1.1 Under the above assumptions, problem (1.20) has a weak solution which meets all requirements of Definition 1.1. For a. e. $t$ and $v=v(t)$, $w=w(t)$, the functions $\mathbf{u}(t), \vartheta(t)$, and $\varphi(t)$ satisfy the selection principles given by Definitions 1.3 and 1.5.

Mathematical background. The proof of Theorem 1.1 is based on compactness and monotonicity arguments. There are three aspects of our method which deserve brief mention. The first is the implicit time discretization scheme for problem (1.20). Using this scheme we construct approximate solutions to this problem as saddle points of the "action" functional. The second aspect is the formulation of monotonicity inequalities for the sequence of the approximation solutions in terms of the marginal function. These inequalities allow us to eliminate the displacements from the further analysis and, by doing so, cope with the nonconvexity of the free energy with respect to the displacement field. The third aspect is the systematic application of the theory of sliced measures in Banach spaces to the problem of compactness of approximate solutions.

We now explain the organization of the paper. In Section 2 we employ the time discretization scheme in order to construct a sequence of approximate solutions $\mathbf{u}_{N}, v_{N}, w_{N}, \vartheta_{N}$, and $\varphi_{N}$ to problem (1.20). We deduce estimates for the approximate solutions. In particular, we show that the $\mathbf{u}_{N}$ are bounded in the space $L^{\infty}\left(0, T ; W^{2,6}(\Omega)\right)$ and that the strictly positive functions $w_{N}$ are uniformly bounded from below and above. We also prove that the sequences $\vartheta_{N}$ and $\varphi_{N}$ are bounded in the Lebesgue spaces $L^{r}\left(0, T ; L^{p}(\Omega)\right)$ and $L^{s}\left(0, T ; L^{q}(\Omega)\right)$ for all exponents satisfying inequalities (2.20).

In Section 3 we investigate the compactness properties of the approximate solutions. We show that the sequences $v_{N}$, and $w_{N}$ contain subsequences, still denoted by $v_{N}$ and $w_{N}$, such that $v_{N}$ converges to some $v$ in $L^{r}\left(0, T ; L^{p}(\Omega)\right)$ and $w_{N}$ converges to some $w$ a.e. in $\Omega \times(0, T)$. Moreover, in Section 3 we show that for every $\eta>0$ there is a compact set $\mathcal{T}_{\eta} \subset(0, T)$ with meas $\left((0, T) \backslash \mathcal{T}_{\eta}\right)<$ $\eta$ such that the totality of the functions $\left(\vartheta_{N}(t), \varphi_{N}(t)\right)$ belongs to a compact set $\Sigma_{\eta} \subset L^{p}(\Omega) \times L^{q}(\Omega)$.

Sections 4 and 5 are the heart of the paper. In Section 4 we derive the monotonicity relations. We prove that for a.e. $0<t_{1}<t_{0}<T$, the approximate solutions satisfy the energy dissipation inequality

$$
\begin{align*}
& \mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)-\mathbf{M}\left(v\left(t_{1}\right), w\left(t_{1}\right)\right)+\limsup _{N \rightarrow \infty}\left\{\int_{t_{1}+T / N}^{t_{0}} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right)\right. \\
& \left.\quad+\frac{1}{2} \int_{t_{1}+T / N}^{t_{0}} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d s+\frac{1}{2} \int_{t_{1}+T / N}^{t_{0}-T / N} \Pi\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right) d s\right\} \leq 0 \tag{1.36}
\end{align*}
$$

where the auxiliary functions $\bar{\vartheta}_{N}$ satisfy the conditions $\bar{\vartheta}_{N}-\vartheta_{N} \rightarrow 0$ in $L^{2}\left(0, T ; L^{2}(\Omega)\right)$ as $N \rightarrow \infty$. We also prove that the complementary inequality

$$
\begin{align*}
& \liminf _{t_{1} \backslash t_{0}} \frac{1}{t_{0}-t_{1}}\left\{\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)-\mathbf{M}\left(v\left(t_{1}\right), w\left(t_{1}\right)\right)\right\} \\
&+\Pi_{0}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right)+\Pi_{1}\left(\varphi, H^{*}\left(t_{0}\right)\right) \geq 0 \tag{1.37}
\end{align*}
$$

holds true for every $(\vartheta, \varphi) \in \mathcal{P}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)$. Here $\vartheta^{*}, H^{*}$ are weak limits of the sequences $\vartheta_{N}$ and $H\left(\varphi_{N}\right)$. Notice that the monotonicity relations (1.36) and (1.37) do not involve the displacement field. In Section 5 we obtain a representation for the weak limits of the sequences $\left(\vartheta_{N}, \varphi_{N}\right)$. We prove the
existence of a measurable family of probability measures $\mu_{t}$ on the compact set $\Sigma_{\eta} \subset L^{p}(\Omega) \times L^{q}(\Omega)$ such that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int_{\mathcal{T}_{\eta}} \int_{\Omega} F\left(t, \vartheta_{N}, \varphi_{N}\right) d x d t=\int_{\mathcal{T}_{\eta}}\left\{\int_{\Sigma_{\eta}} F(t, \vartheta, \varphi) d \mu_{t}(\vartheta, \varphi)\right\} d t \tag{1.38}
\end{equation*}
$$

for every continuous function $F:[0, T] \times \Sigma_{\eta} \rightarrow \mathbb{R}$. Here $\mathcal{T}_{\eta}$ is a compact set such that meas $(0, T) \backslash \mathcal{T}_{\eta} \leq \eta$, where $\eta$ is an arbitrary positive number. Representation (1.38) has some advantages over the standard representation of weak limits via the Young measure, since $F$ in (1.38) is a general nonlinear functional. It may be an integro-differential form like $\Pi$ or a nonlinear integral operator. It is a remarkable fact that the support of $\mu_{t}$ is contained in the set $\mathcal{P}(v(t), w(t))$ given by Definition 1.4. This means that for $\mu_{t}$-almost every $(\vartheta, \varphi)$ there is a displacement field $\mathbf{u}$ such that $\mathbf{u}, \vartheta$, and $\varphi$ satisfy relations (1.34).

In Section 6 we use inequalities (1.36)-(1.37) and representation (1.38) in order to prove that $\mu_{t}$ is the Dirac measure concentrated at the point $\left(\vartheta^{*}, \varphi^{*}\right) \in L^{p}(\Omega) \times L^{q}(\Omega)$. This result yields the strong convergence of the sequences $\vartheta_{N}$ and $\varphi_{N}$. In Section 7 we prove that the limits $\vartheta^{*}, \varphi^{*}, v$ and $w$ serve as a weak solution to problem (1.20). This completes the proof of Theorem 1.1.

## 2 Approximate solutions. Time discretization

In this section we construct sequences $\vartheta_{N}, v_{N}, \mathbf{u}_{N}, w_{N}, N \geq 1$, of approximate solutions to problem (1.20) by using time discretization. For given bounded functions $w_{n-2}, w_{n-1}, v_{n-1}$, and a vector field $\mathbf{f}$, we denote by $\mathbf{S}_{n}(\vartheta, \mathbf{u})$ the integral functional

$$
\begin{equation*}
\mathbf{S}_{n}(\vartheta, \mathbf{u})=\boldsymbol{\Psi}_{g}\left(\mathbf{u}, \vartheta, w_{n-1}\right)-\frac{\tau}{2} \Pi_{0}(\vartheta, \vartheta)+\int_{\Omega}\left(w_{n-2}^{3} v_{n-1} \vartheta-\mathbf{f} \cdot \mathbf{u}\right) d x \tag{2.1}
\end{equation*}
$$

where the free energy functional $\boldsymbol{\Psi}_{g}$ is given by (1.14) and the temperature energy dissipation rate $\Pi_{0}$ is given by (1.33). We are looking for the approximate solution to problem (1.20) in the form

$$
\begin{array}{r}
\vartheta_{N}(x, t)=\vartheta_{n}(x), \quad v_{N}(x, t)=v_{n}(x)  \tag{2.2}\\
\mathbf{u}_{N}(x, t)=\mathbf{u}_{n}(x), \quad w_{N}(x, t)=w_{n}(x, t)
\end{array}
$$

for

$$
t \in((n-1) \tau, n \tau], \quad 1 \leq n \leq N, \quad \tau=T N^{-1}
$$

Set

$$
\begin{equation*}
w_{n}(x)=w_{N}(x, \tau n) \tag{2.3}
\end{equation*}
$$

The functions $\vartheta_{n}, v_{n}$, and $\mathbf{u}_{n}$ are defined by the following recurrence relations. We assume that $v_{0}, w_{0}$ are given by the initial data ( 1.20 g ) and

$$
\begin{equation*}
\theta_{0}=\Theta\left(v_{0}, 0, w_{0}\right), \quad w_{-1}=0 \tag{2.4}
\end{equation*}
$$

If $\vartheta_{n-1}, v_{n-1}$, and $w_{n-1}=w_{N}(x, \tau(n-1))$ are already determined for some $n \geq 1$, we define $\vartheta_{n}$ and $\mathbf{u}_{n}$ as solutions to the variational problem

$$
\begin{equation*}
S_{n}\left(\vartheta_{n}, \mathbf{u}_{n}\right)=\min _{\mathbf{u}-\mathbf{h} \in \mathcal{W}^{2,2}} \max _{\vartheta \in W_{0}^{1,2}} \mathbf{S}_{n}(\vartheta, \mathbf{u}) . \tag{2.5}
\end{equation*}
$$

Then we define $v_{n}$ by

$$
\begin{equation*}
v_{n}=\vartheta_{n}-W\left(w_{n-1}^{-1} D \mathbf{u}_{n}\right) \equiv V\left(D \mathbf{u}_{n}, \vartheta_{n}, w_{n-1}\right) \tag{2.6}
\end{equation*}
$$

Next, we define $w_{N}$ on the interval $[\tau(n-1), \tau n]$ as a solution to the Cauchy problem

$$
\begin{align*}
& \partial_{t} w_{N}=-H\left(\varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, w_{N}\right)\right) w_{N}, \tau(n-1)<t \leq \tau n, \\
& w_{N}(\tau(n-1))=w_{n-1} \tag{2.7}
\end{align*}
$$

Then we define $w_{n}$ by (2.3) and repeat the process until $n=N=T / \tau$. Finally, we define the approximation $\varphi_{N}$ of the trace of the Eshelby tensor by

$$
\begin{equation*}
\varphi_{N}=\varphi\left(D^{2} \mathbf{u}_{N}, D \mathbf{u}_{N}, \vartheta_{N}, w_{N}\right) \tag{2.8}
\end{equation*}
$$

where $\varphi$ is given by (1.20e). Notice that $\mathbf{u}_{N}, \vartheta_{N}$ and $v_{N}$ are piecewise constant functions of the time variable. In contrast, $w_{N}$ is a Lipschitz continuous function of $t$. Relations (2.4)-(2.7) form a closed system of recurrent equations for the definition of approximate solution. The next theorem asserts the existence of solution to this system. In order to formulate this result, it is convenient to introduce the auxiliary functions

$$
\begin{equation*}
\bar{w}_{N}(t)=w_{n-1}, \quad \bar{\vartheta}_{N}=\bar{\vartheta}_{n} \quad \text { for }(n-1) \tau \leq t<n \tau \tag{2.9}
\end{equation*}
$$

where $\bar{\vartheta}_{n}$ is a solution to the variational problem

$$
\begin{equation*}
\mathbf{S}_{n+1}\left(\mathbf{u}_{n}, \bar{\vartheta}_{n}\right)=\max _{\vartheta \in W^{1,2}(\Omega)} \mathbf{S}_{n+1}\left(\mathbf{u}_{n}, \vartheta\right) \tag{2.10}
\end{equation*}
$$

Theorem 2.1 Let conditions (H.1)-(H.3) be satisfied and $T>0$. Then there are $\tau_{0}>0$ and a positive constant $c$ with the following properties. For every integer $N>T / \tau_{0}$, problem (2.4)-(2.6) has a solution satisfying

$$
\begin{gather*}
\sup _{t} \int_{\Omega}\left(\left|\Delta \mathbf{u}_{N}\right|^{2}+W\left(w_{N}^{-1} D \mathbf{u}_{N}\right)+\left|\vartheta_{N}\right|^{2}\right) d x \\
\quad+\int_{0}^{T} \Pi\left(\vartheta_{N}, \varphi_{N}\right) d t \leq c,  \tag{2.11}\\
0<c^{-1} \leq w_{N}(x, t) \leq c, \quad\left|\partial_{t} w_{N}(x, t)\right| \leq c \text { a.e. in } \Omega \times[0, T],  \tag{2.12}\\
\left|w_{N}-\bar{w}_{N}\right| \leq c \tau, \quad \int_{0}^{T-\tau} \int_{\Omega}\left|\vartheta_{N}-\bar{\vartheta}_{N}\right|^{2} \leq c \tau . \tag{2.13}
\end{gather*}
$$

Moreover, for every $0 \leq t_{1}<t_{0}<T$, we have

$$
\begin{align*}
\limsup _{N \rightarrow \infty} & \left\{\mathcal{H}_{N}\left(t_{1}\right)-\mathcal{H}_{N}\left(t_{0}\right)+\int_{t_{1}+\tau}^{t_{0}} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right)\right. \\
& \left.+\frac{1}{2} \int_{t_{1}+\tau}^{t_{0}} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d s+\frac{1}{2} \int_{t_{1}+\tau}^{t_{0}-\tau} \Pi_{0}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right) d s\right\} \leq 0 \tag{2.14}
\end{align*}
$$

Here

$$
\begin{equation*}
\mathcal{H}_{N}(t)=\boldsymbol{\mathcal { E }}\left(\mathbf{u}_{N}(t), v_{N}(t), \bar{w}_{N}(t)\right)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{N}(t) d x \tag{2.15}
\end{equation*}
$$

the total internal energy $\mathcal{E}$ and the forms $\Pi_{i}$ are given by (1.33) and (1.32), and the trace of the Eshelby tensor $\varphi_{N}$ is given by (2.8).

Proof The proof is in Appendix A.
Theorem 2.1 implies that the functions $\left(w_{N}\right)^{ \pm 1}$ are uniformly bounded and the functions $\mathbf{u}_{N}, \vartheta_{N}$ satisfy the estimates

$$
\begin{equation*}
\left\|\mathbf{u}_{N}\right\|_{L^{\infty}\left(0, T ; \mathcal{W}^{2,2}\right)}+\left\|\vartheta_{N}\right\|_{L^{2}\left(0, T ; W^{1,2}(\Omega)\right)}+\left\|\vartheta_{N}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leq c, \tag{2.16}
\end{equation*}
$$

where $c$ is independent of $N$. Now we use bootstrap arguments to obtain stronger estimates. In particular we estimate $\mathbf{u}_{N}$ in $L^{\infty}\left(0, T ; W^{2,6}(\Omega)\right)$ and estimate the derivatives of $w_{N}$. The corresponding result is
Theorem 2.2 Under the assumptions of Theorem 2.1,

$$
\begin{align*}
& \sup _{t \in[0, T]}\left(\left\|\mathbf{u}_{N}(t)\right\|_{W^{2,6}(\Omega)}+\left\|D \mathbf{u}_{N}(t)\right\|_{L^{\infty}(\Omega)}\right) \leq c,  \tag{2.17}\\
& \sup _{t \in[0, T]}\left\|\bar{w}_{N}(t)^{-1} \Delta \mathbf{u}_{N}(t)\right\|_{W^{1,2}(\Omega)} \leq c,  \tag{2.18}\\
& \sup _{t \in[0, T]}\left\|w_{N}(t)\right\|_{W^{1,2}(\Omega)}+\left\|\partial_{t} w_{N}\right\|_{L^{2}\left(0, T ; W^{1,2}(\Omega)\right)} \leq c, \tag{2.19}
\end{align*}
$$

where the constant $c$ is independent of $N$.
The following proposition gives estimates of the approximate solutions in Lebesgue spaces. It is a straightforward consequence of Theorem 2.2. Introduce the exponent $(r, p)$ and $(s, q)$ satisfying the relations

$$
\begin{align*}
& 1<s<\infty, \quad 1<q<6 s /(6 s-4) \\
& r=2 s, \quad p=2 q . \tag{2.20}
\end{align*}
$$

It follows that

$$
2<r<\infty, \quad 1<p<6 r /(3 r-4) .
$$

Proposition 2.1 Under the assumptions of Theorem 2.1,

$$
\begin{align*}
& \left\|v_{N}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right.}+\left\|v_{N}\right\|_{L^{2}\left(0, T ; W^{1,2}(\Omega)\right.} \leq c,  \tag{2.21}\\
& \left\|\vartheta_{N}\right\|_{L^{r}\left(0, T ; L^{p}(\Omega)\right.}+\left\|v_{N}\right\|_{L^{r}\left(0, T ; L^{p}(\Omega)\right.} \leq c,  \tag{2.22}\\
& \left\|\varphi_{N}\right\|_{L^{s}\left(0, T ; L^{q}(\Omega)\right)} \leq c, \tag{2.23}
\end{align*}
$$

where $c$ is independent of $N$.
The rest of this section is devoted to the proof of Theorem 2.2 and Proposition 2.1.

Proof of Theorem 2.2. We begin with the proof of estimate (2.17). The proof is based on the fact that the growth exponent $\varkappa \in[2,3)$ in (1.21) is less than 3 . Since the case $\varkappa=2$ is trivial, we assume $\varkappa \in(2,3)$. By the definition of the approximate solution, we have

$$
\mathbf{S}_{n}\left(\mathbf{u}_{n}, \vartheta_{n}\right)=\min _{\mathbf{u}-\mathbf{h} \in \mathcal{W}^{2,2}} \mathbf{S}\left(\mathbf{u}, \vartheta_{n}\right) .
$$

It follows that

$$
\lim _{\delta \rightarrow 0} \delta^{-1}\left(\mathbf{S}_{n}\left(\mathbf{u}_{n}-\delta \mathbf{q}, \vartheta_{n}\right)-\mathbf{S}_{n}\left(\mathbf{u}_{n}, \vartheta_{n}\right)\right)=0
$$

for every $\mathbf{q} \in \mathcal{W}^{2,2}$. This relation can be rewritten in the form

$$
\int_{\Omega}\left(\frac{\varepsilon}{2 w_{n-1}} \Delta \mathbf{u}_{n} \Delta \mathbf{q}+w_{n-1}^{2}\left(1+\vartheta_{n}\right) W\left(w_{n-1}^{-1} D \mathbf{u}_{n}\right): D \mathbf{q}-f \mathbf{q}\right) d x=0
$$

Now choose $\boldsymbol{\xi} \in L^{2}(\Omega)$ and set $\mathbf{q}=\Delta^{-1} \boldsymbol{\xi}$, where the inverse $\Delta^{-1}$ is defined as the solution to the Dirichlet problem

$$
\Delta\left(\Delta^{-1} \boldsymbol{\xi}\right)=\boldsymbol{\xi} \text { in } \Omega, \quad \Delta^{-1} \boldsymbol{\xi}=0 \quad \text { on } \partial \Omega .
$$

Thus we get

$$
\int_{\Omega}\left(\frac{\varepsilon}{2 w_{n-1}} \Delta \mathbf{u}_{n}-\Delta^{-1} \operatorname{div}\left(w_{n-1}^{2}\left(1+\vartheta_{n}\right) W\left(w_{n-1}^{-1} D \mathbf{u}_{n}\right)\right)-f\right) \boldsymbol{\xi} d x=0
$$

which yields the equation

$$
\begin{equation*}
\frac{\varepsilon}{2 w_{n-1}} \Delta \mathbf{u}_{n}=\Delta^{-1} \operatorname{div}\left\{w_{n-1}^{2}\left(1+\vartheta_{n}\right) W\left(w_{n-1}^{-1} D \mathbf{u}_{n}\right)\right\}+\Delta^{-1} f . \tag{2.24}
\end{equation*}
$$

Since $\mathbf{u}_{n}-\mathbf{h} \in \mathcal{W}^{2,2}$, we also have

$$
\begin{equation*}
\mathbf{u}_{n}=\mathbf{h} \text { on } \partial \Omega . \tag{2.25}
\end{equation*}
$$

It follows from the general theory of elliptic equations [15] that for all $\mathbf{q} \in$ $W^{k-1, p}(\Omega), k \geq 1, p \in(1, \infty)$, we have

$$
\begin{equation*}
\left\|\Delta^{-1} \operatorname{div} \mathbf{q}\right\|_{W^{k, p}(\Omega)} \leq c\|\mathbf{q}\|_{W^{k-1, p}(\Omega)} \tag{2.26}
\end{equation*}
$$

where $c$ is independent of $\mathbf{q}$. Since the functions $w_{N}^{ \pm 1}$ are uniformly bounded, it follows from the growth condition (1.21) that

$$
\begin{equation*}
\left|w_{n-1}^{2}\left(1+\vartheta_{n}\right) W\left(w_{n-1}^{-1} D \mathbf{u}_{n}\right)\right| \leq c\left(1+\left|\vartheta_{n}\right|\right)\left(1+\left|D \mathbf{u}_{n}\right|\right)^{\gamma} \tag{2.27}
\end{equation*}
$$

where $\gamma=\varkappa-1 \in(1,2)$. Now set $\beta_{0}=2, \alpha_{0}=6$. The energy estimate (2.16) implies

$$
\left\|\Delta \mathbf{u}_{n}\right\|_{L^{\beta_{0}}(\Omega)} \leq c, \quad\left\|D \mathbf{u}_{n}\right\|_{L^{\alpha_{0}}(\Omega)} \leq c .
$$

It follows from this, estimate (2.16), and the Hölder inequality that

$$
\begin{align*}
&\left\|\left(1+\left|\vartheta_{n}\right|\right)\left(1+\left|D \mathbf{u}_{n}\right|\right)^{\gamma}\right\|_{L^{p_{0}}(\Omega)} \\
& \leq c\left(1+\left\|\vartheta_{n}\right\|_{L^{2}(\Omega)}\right)\left(1+\left\|D \mathbf{u}_{n}\right\|_{L^{6}(\Omega)}\right)^{\gamma} \leq c \tag{2.28}
\end{align*}
$$

where $p_{0}{ }^{-1}=2^{-1}+\gamma 6^{-1}<5 / 6$. Combining this estimate with (2.26) we arrive at the inequality

$$
\left\|\Delta^{-1} \operatorname{div}\left\{w_{n-1}^{2}\left(1+\vartheta_{n}\right) W\left(w_{n-1}^{-1} D \mathbf{u}_{n}\right)\right\}\right\|_{W^{1, p_{0}}(\Omega)} \leq c
$$

Since the embedding $W^{1, p_{0}}(\Omega) \hookrightarrow L^{3 p_{0} /\left(3-p_{0}\right)}(\Omega)$ is bounded we conclude from this and (2.24)-(2.25) that

$$
\left\|\Delta \mathbf{u}_{n}\right\|_{L^{\beta_{1}}(\Omega)} \leq c, \quad \text { where } \beta_{1}=3 p_{0} /\left(3-p_{0}\right)
$$

Since the embedding $\mathcal{W}^{2, \beta_{1}} \hookrightarrow W^{1,3 \beta_{1} /\left(3-\beta_{1}\right)}(\Omega)$ is bounded, we have

$$
\left\|D \mathbf{u}_{n}\right\|_{L^{\alpha_{1}}(\Omega)} \leq c, \quad \text { where } \alpha_{1}=3 \beta_{1} /\left(3-\beta_{1}\right)
$$

Applying the Hölder inequality we arrive at

$$
\begin{aligned}
& \left\|\left(1+\left|\vartheta_{n}\right|\right)\left(1+\left|D \mathbf{u}_{n}\right|\right)^{\gamma}\right\|_{L^{p_{1}}(\Omega)} \\
& \quad \leq c\left(1+\left\|\vartheta_{n}\right\|_{L^{2}(\Omega)}\right)\left(1+\left\|D \mathbf{u}_{n}\right\|_{L^{\alpha_{1}}(\Omega)}\right)^{\gamma} \leq c
\end{aligned}
$$

where $p_{1}^{-1}=2^{-1}+\gamma \alpha_{1}^{-1}$. Arguing as before we conclude that

$$
\begin{equation*}
\left\|\Delta \mathbf{u}_{n}\right\|_{L^{\beta_{k}}(\Omega)} \leq c, \quad\left\|D \mathbf{u}_{n}\right\|_{L^{\alpha_{k}}(\Omega)} \leq c \tag{2.29}
\end{equation*}
$$

Here the sequences $\alpha_{k}, p_{k}$, and $\beta_{k}$ are defined by the recurrent relations

$$
\alpha_{k}=3 \beta_{k-1}\left(3-\beta_{k-1}\right)^{-1}, \beta_{k}=3 p_{k-1}\left(3-p_{k-1}\right)^{-1}, \quad p_{k}^{-1}=2^{-1}+\gamma \alpha_{k-1}^{-1} .
$$

Estimates (2.29) hold provided $1 \leq \beta_{k-1}<3$ or equivalently $1 \leq p_{k}<3 / 2$. Notice that the quantities $p_{k}$ are defined by the recurrent relations $p_{k}^{-1}=$ $\gamma p_{k-1}^{-1}+1 / 2-2 \gamma / 3$, which lead to the equality

$$
p_{k}^{-1}=\gamma^{k} p_{0}^{-1}-(4 \gamma-3) \frac{\gamma^{k}-1}{6(\gamma-1)}=\frac{1}{6(\gamma-1)}\left(\gamma^{k+1}(\gamma-2)+(4 \gamma-3)\right) .
$$

Since $\gamma \in(1,2)$, the sequence $p_{k}^{-1}$ decreases and tends to $-\infty$ as $k \rightarrow \infty$. Hence there is a minimal $k$ such that $p_{k-1} \leq 3 / 2$ and $p_{k}>3 / 2$. It follows that $\beta_{k+1}>3$. In this case the embedding $\mathcal{W}^{2, \beta_{k+1}} \hookrightarrow L^{\infty}(\Omega)$ is bounded, which yields

$$
\begin{equation*}
\left\|D \mathbf{u}_{n}\right\|_{L^{\infty}(\Omega)} \leq c, \quad\left\|\left(1+\left|\vartheta_{n}\right|\right)\left(1+\left|D \mathbf{u}_{n}\right|\right)^{\gamma}\right\|_{L^{2}(\Omega)} \leq c . \tag{2.30}
\end{equation*}
$$

We thus get

$$
\left\|\Delta^{-1} \operatorname{div}\left\{w_{n-1}^{2}\left(1+\vartheta_{n}\right) W\left(w_{n-1}^{-1} D \mathbf{u}_{n}\right)\right\}\right\|_{W^{1,2}(\Omega)} \leq c
$$

From this and (2.24) we conclude that

$$
\begin{equation*}
\left\|w_{n-1}^{-1} \Delta \mathbf{u}_{n}\right\|_{W^{1,2}(\Omega)} \leq c \tag{2.31}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\left\|\mathbf{u}_{n}\right\|_{W^{2,6}(\Omega)} \leq c \tag{2.32}
\end{equation*}
$$

It remains to note that estimates (2.17) and (2.18) obviously follow from (2.30)-(2.32).

Now our task is to estimate $w_{N}$. Recall that $w_{N}$ satisfies the ordinary differential equation and initial condition (2.7). Notice that the differentiability of $w_{N}$ with respect to $x$ follows from the differentiability of $\mathbf{u}_{n}, \vartheta_{n}$, and general results on the differentiability of solutions to ordinary differential equations with respect to parameters. It is necessary to prove (2.17). Differentiation of both sides of (2.7) with respect to $x$ gives

$$
\begin{align*}
& \partial_{t}\left(\nabla w_{N}\right)=-H(\varphi) \nabla w_{N}-H^{\prime}(\varphi) w_{N} \nabla \varphi \text { for } \tau(n-1)<t \leq \tau n,  \tag{2.33}\\
& \nabla w_{N}(\tau(n-1))=\nabla w_{n-1} .
\end{align*}
$$

Next, formula (1.20e) for $\varphi$ implies

$$
\begin{align*}
& \varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, w_{N}\right)=-\varepsilon w_{n-1}^{2}\left(2 w_{N}\right)^{-1} \sigma_{n}^{2} \\
& +\left(1+\vartheta_{n}\right) w_{N}^{3}\left(3 W\left(w_{N}^{-1} D \mathbf{u}_{n}\right)-W^{\prime}\left(w_{N}^{-1} D \mathbf{u}_{n}\right):\left(w_{N}^{-1} D \mathbf{u}_{n}\right)\right)-\frac{3 w_{N}^{3}}{2} \vartheta_{n}^{2} \tag{2.34}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{n}=w_{n-1}^{-1} \Delta \mathbf{u}_{n}=\left(\bar{w}_{N}(t)\right)^{-1} \Delta \mathbf{u}_{N}(t), \quad t \in((n-1) \tau, n \tau] \tag{2.35}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\nabla \varphi=\mathbf{M} \nabla w_{N}+\mathbf{N} \nabla w_{n-1}+\mathbf{L} \tag{2.36}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{M}= & w_{N}^{2}\left(1+\vartheta_{n}\right) \mathbf{R}(\boldsymbol{\xi})+\frac{\varepsilon}{2 w_{N}^{2}}\left(\Delta \mathbf{u}_{n}\right)^{2}-\frac{9}{2} w_{N}^{2} \vartheta_{n}^{2}, \quad \mathbf{N}=-\frac{\varepsilon w_{n-1}}{w_{N}} \sigma_{n} \\
\mathbf{L}= & w_{N}^{2}\left(1+\vartheta_{n}\right) \mathbf{P}(\boldsymbol{\xi}, \boldsymbol{\eta})+w_{N}^{3}\left(3 W(\boldsymbol{\xi})-W^{\prime}(\boldsymbol{\xi}): \boldsymbol{\xi}\right) \nabla \vartheta_{n} \\
& -\frac{\varepsilon w_{n-1}^{2}}{w_{N}} \sigma_{n} \nabla \sigma_{n}-3 w_{N}^{3} \vartheta_{n} \nabla \vartheta_{n} \tag{2.37}
\end{align*}
$$

Here the matrix valued function $\boldsymbol{\xi}$ and the vector-matrix valued function $\boldsymbol{\eta}$ are given by

$$
\boldsymbol{\xi}=w_{N}^{-1} D \mathbf{u}_{n}, \quad \boldsymbol{\eta}=\left(\boldsymbol{\eta}_{i}\right)_{1 \leq i \leq 3}, \quad \boldsymbol{\eta}_{i}=w_{N}^{-1} \partial_{x_{i}} D \mathbf{u}_{n}
$$

and the scalar function $\mathbf{R}$ and the vector function $\mathbf{P}=\left(P_{i}\right)_{1 \leq i \leq 3}$ are given by

$$
\begin{align*}
& \mathbf{R}=9 W(\boldsymbol{\xi})-5 W^{\prime}(\boldsymbol{\xi}): \boldsymbol{\xi}+W^{\prime \prime}(\boldsymbol{\xi})[\boldsymbol{\xi}, \boldsymbol{\xi}], \\
& P_{i}=2 W^{\prime}(\xi): \boldsymbol{\eta}_{i}-W^{\prime \prime}(\boldsymbol{\xi})\left[\boldsymbol{\xi}, \boldsymbol{\eta}_{i}\right] . \tag{2.38}
\end{align*}
$$

Since the functions $w_{N}$ and $D \mathbf{u}_{n}$ are uniformly bounded we have

$$
\begin{equation*}
|\boldsymbol{\xi}| \leq c, \quad|\boldsymbol{\eta}| \leq c\left|\nabla^{2} \mathbf{u}_{n}\right|, \quad|\mathbf{R}| \leq c, \quad|\mathbf{P}| \leq c\left|\nabla^{2} \mathbf{u}_{n}\right| \tag{2.39}
\end{equation*}
$$

It follows that

$$
\begin{align*}
|\mathbf{M}| & \leq c\left(1+\left|\vartheta_{n}\right|^{2}+\left|\Delta \mathbf{u}_{n}\right|^{2}\right), \quad|\mathbf{N}| \leq c\left|\Delta \mathbf{u}_{n}\right| \\
|\mathbf{L}| & \leq c\left(1+\left|\vartheta_{n}\right|\right)\left(1+\left|\nabla^{2} \mathbf{u}_{n}\right|\right)+c\left|\Delta \mathbf{u}_{n}\right|\left|\nabla \sigma_{n}\right|+c\left(1+\left|\vartheta_{n}\right|\right)\left|\nabla \vartheta_{n}\right| . \tag{2.40}
\end{align*}
$$

On the other hand, representation (2.34) implies

$$
-\varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, w_{N}\right) \geq c^{-1}\left(\left|\vartheta_{n}\right|^{2}+\left|\Delta \mathbf{u}_{n}\right|^{2}\right)-c,
$$

where $c>0$ is independent of $N$. From this and $\left|H^{\prime}(\varphi)\right| \leq c(1+|\varphi|)^{-1}$ we conclude that

$$
\left|H^{\prime}(\varphi)\right| \leq c\left(1+\left|\vartheta_{n}\right|^{2}+\left|\Delta \mathbf{u}_{n}\right|^{2}\right)^{-1}
$$

Combining this with (2.41) we arrive at

$$
\begin{align*}
\left|H^{\prime}(\varphi) \mathbf{M}\right| & \leq c, \quad\left|H^{\prime}(\varphi) \mathbf{N}\right| \leq c \\
\left|H^{\prime}(\varphi) \mathbf{L}\right| & \leq c\left(1+\left|\nabla \sigma_{n}\right|+\left|\nabla \vartheta_{n}\right|+\left|\nabla^{2} \mathbf{u}_{n}\right|\right) \tag{2.41}
\end{align*}
$$

Next, substituting (2.37) into (2.33) we obtain
$\left.\partial_{t}\left(\nabla w_{N}\right)=-\left(H(\varphi)+H^{\prime}(\varphi) w_{N} \mathbf{M}\right) \nabla w_{N}-w_{N} H^{\prime}(\varphi) \mathbf{N}\right) \nabla w_{n-1}-w_{N} H^{\prime}(\varphi) \mathbf{L}$,
which along with (2.41) yields

$$
\begin{equation*}
\partial_{t}\left|\nabla w_{N}\right| \leq\left|\partial_{t}\left(\nabla w_{N}\right)\right| \leq c\left|\nabla w_{N}\right|+c\left|\nabla w_{n-1}\right|+c G_{n} \tag{2.42}
\end{equation*}
$$

Here

$$
\begin{equation*}
G_{n}=1+\left|\nabla^{2} \mathbf{u}_{n}\right|+\left|\nabla \vartheta_{n}\right|+\left|\nabla \sigma_{n}\right| . \tag{2.43}
\end{equation*}
$$

Multiplying both sides of (2.42) by $\exp (-c t)$ we obtain

$$
\begin{equation*}
\partial_{t}\left(e^{-c t}\left|\nabla w_{N}\right|\right) \leq c e^{-c t}\left(\left|\nabla w_{n-1}\right|+c\left(1+\left|\nabla^{2} \mathbf{u}_{n}\right|+\left|\nabla \vartheta_{n}\right|+\left|\nabla \sigma_{n}\right|\right) .\right. \tag{2.44}
\end{equation*}
$$

Choose any $t \in[\tau(n-1), \tau n]$. Integrating this inequality over $[\tau(n-1), t]$ and multiplying the result by $e^{c t}$, we arrive at

$$
\begin{aligned}
\left|\nabla w_{N}(t)\right| & \leq\left|\nabla w_{n-1}\right|+\left(e^{t-(n-1) \tau}-1\right)\left(2\left|\nabla w_{n-1}\right|+G_{n}\right) \\
& \leq\left|\nabla w_{n-1}\right|(1+c \tau)+c \tau G_{n}
\end{aligned}
$$

where $c$ is independent of $N$. Applying the Cauchy inequality we obtain

$$
\left|\nabla w_{N}(t)\right|^{2} \leq\left|\nabla w_{n-1}\right|^{2}(1+c \tau)+c \tau G_{n}^{2} \quad \text { for } \tau(n-1) \leq t \leq \tau n .
$$

Integrating both sides over $\Omega$ and recalling estimates (2.17)-(2.18) we obtain

$$
\begin{align*}
\int_{\Omega}\left|\nabla w_{N}(t)\right|^{2} d x & \leq(1+c \tau) \int_{\Omega}\left|\nabla w_{n-1}\right|^{2} d x+c \tau \int_{\Omega} G_{n}^{2} d x \\
\leq & (1+c \tau) \int_{\Omega}\left|\nabla w_{n-1}\right|^{2} d x+c \tau \int_{\Omega}\left(1+\left|\nabla \vartheta_{n}\right|^{2}\right) d x \tag{2.45}
\end{align*}
$$

Since $w_{N}(n \tau)=w_{n}$, we conclude from this that

$$
\int_{\Omega}\left|\nabla w_{n}\right|^{2} d x \leq(1+c \tau) \int_{\Omega}\left|\nabla w_{n-1}\right|^{2} d x+c \tau \int_{\Omega}\left(1+\left|\nabla \vartheta_{n}\right|^{2}\right) d x
$$

It follows that
$\int_{\Omega}\left|\nabla w_{n}\right|^{2} d x \leq(1+c \tau)^{n} \int_{\Omega}\left|\nabla w_{0}\right|^{2} d x+c \tau \sum_{k=0}^{n}(1+c \tau)^{n-k} \int_{\Omega}\left(1+\left|\nabla \vartheta_{k}\right|^{2} d x\right.$.
In view of the relation $\tau=T N^{-1}$ we have

$$
(1+c \tau)^{n} \leq(1+c \tau)^{N}=\left\{(1+c \tau)^{1 /(c \tau)}\right\}^{c T} \leq e^{c T}
$$

Thus we get

$$
\begin{array}{r}
\int_{\Omega}\left|\nabla w_{n}\right|^{2} d x \leq e^{c T} \int_{\Omega}\left|\nabla w_{0}\right|^{2} d x+c e^{c T} \tau \sum_{k=0}^{n} \int_{\Omega}\left(1+\left|\nabla \vartheta_{k}\right|^{2}\right) d x \\
\quad=e^{c T} \int_{\Omega}\left|\nabla w_{0}\right|^{2} d x+c e^{c T} \int_{0}^{n \tau} \int_{\Omega}\left(1+\left|\nabla \vartheta_{k}\right|^{2}\right) d x d t \leq c \tag{2.46}
\end{array}
$$

for all $1 \leq n \leq N$. Combining this result with (2.45) we obtain

$$
\begin{equation*}
\int_{\Omega}\left|\nabla w_{N}(t)\right|^{2} d x \leq c \text { for all } t \in[0, T] \tag{2.47}
\end{equation*}
$$

From this, (2.46), and (2.42) we conclude that

$$
\int_{\Omega}\left|\partial_{t}\left(\nabla w_{N}(t)\right)\right|^{2} d x \leq c+c \int_{\Omega}\left|\nabla \vartheta_{N}\right|^{2} d x
$$

for $\tau(n-1)<t \leq \tau n$. Noting that $\vartheta_{N}(t)=\vartheta_{n}$ on this interval, we obtain

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left|\partial_{t}\left(\nabla w_{N}(t)\right)\right|^{2} d x d t \leq c+c \int_{0}^{T} \int_{\Omega}\left|\nabla \vartheta_{N}\right|^{2} d x \leq c \tag{2.48}
\end{equation*}
$$

It remains to note that the desired inequality (2.19) clearly follows from (2.47) and (2.48).

Proof of Proposition 2.1. We first observe that estimate (2.21) obviously follows from (2.16)-(2.19) and the identity $v_{N}=\vartheta_{N}-W\left(w_{N}^{-1} D \mathbf{u}_{N}\right)$.

Let us prove estimate (2.22). Since the embedding $W^{1,2}(\Omega) \hookrightarrow L^{6}(\Omega)$ is bounded, the energy estimate (2.16) yields

$$
\left\|\vartheta_{N}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\left\|\vartheta_{N}\right\|_{L^{2}\left(0, T ; L^{6}(\Omega)\right)} \leq c .
$$

By the interpolation inequality, for every $\alpha \in(0,1)$ we have

$$
\begin{equation*}
\left\|\vartheta_{N}\right\|_{L^{r}\left(0, T ; L^{p}(\Omega)\right.} \leq\left\|\vartheta_{N}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right.}^{1-\alpha}\left\|\vartheta_{N}\right\|_{L^{2}\left(0, T ; L^{6}(\Omega)\right.}^{\alpha} \leq c, \tag{2.49}
\end{equation*}
$$

where

$$
\alpha / 2=1 / r, \quad(1-\alpha) / 2+\alpha / 6=1 / p .
$$

Estimate (2.22) for $\vartheta_{N}$ obviously follows from (2.49). Repeating these arguments and using (2.21) we obtain (2.22) for $v_{N}$.

It remains to prove estimate (2.23). Recall representation (2.8) for $\varphi_{N}$. Since $w_{n}^{ \pm 1}$ and $D \mathbf{u}_{n}$ are uniformly bounded, it follows from (2.8) that for almost every $t \in(0, T)$,

$$
\begin{equation*}
\left|\varphi_{N}(t)\right| \leq c+c\left|\Delta \mathbf{u}_{N}(t)\right|^{2}+c\left|\vartheta_{N}(t)\right|^{2} \tag{2.50}
\end{equation*}
$$

Notice that in view of (2.16) we have

$$
\begin{equation*}
\left\|\left(\Delta \mathbf{u}_{N}\right)^{2}\right\|_{L^{s}\left(0, T ; L^{q}(\Omega)\right)} \leq c\left\|\Delta \mathbf{u}_{N}\right\|_{L^{\infty}\left(0, T ; L^{6}(\Omega)\right)} \leq c \tag{2.51}
\end{equation*}
$$

Next, relation (2.20) yields $2 s=r$ and $2 q=p$. From this and estimate (2.49) we obtain

$$
\begin{equation*}
\left\|\vartheta_{N}^{2}\right\|_{L^{s}\left(0, T ; L^{q}(\Omega)\right)} \leq c\left\|\vartheta_{N}\right\|_{L^{r}\left(0, T ; L^{p}(\Omega)\right)}^{2} \leq c \tag{2.52}
\end{equation*}
$$

Combining (2.50)-(2.52) we arrive at estimate (2.23).

## 3 Compactness

In Section 2 we proved the existence of approximate solutions $\mathbf{u}_{N}, \vartheta_{N}, v_{N}$, $w_{N}$ to problem (1.20). Our goal is to prove that this sequence has a limit point which is a weak solution to (1.20). Hence, the key question is the compactness of the set of approximate solutions in appropriate Banach spaces. In this section we give a preliminary analysis of this problem. Notice that among the thermodynamical and mechanical quantities in (1.20), only the entropy $v$ and the growth factor $w$ satisfy evolution equations. Therefore, the compactness properties of the sequences $v_{N}$ and $w_{N}$ can be established by applying the Dubinski-Lions Lemma. The corresponding result is given by the following theorem, which is the first main result of this section.

Theorem 3.1 Let all conditions of Theorem 2.1 be satisfied. Then there is a subsequence of $\left(v_{N}, w_{N}\right)$, still denoted by $\left(v_{N}, w_{N}\right)$, and functions $v, w$ with

$$
\begin{gather*}
w^{ \pm 1} \in L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right) \cap L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right), \partial_{t} w \in L^{2}\left(0, T ; W^{1,2}(\Omega)\right) \\
v \in L^{2}\left(0, T ; W^{1,2}(\Omega)\right) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \tag{3.1}
\end{gather*}
$$

such that

$$
\begin{gather*}
w_{N}^{ \pm 1} \rightarrow w^{ \pm 1} \quad \text { in } C\left(0, T ; L^{\alpha}(\Omega)\right)  \tag{3.2}\\
v_{N} \rightarrow v \text { in } L^{r}\left(0, T ; L^{p}(\Omega)\right) \tag{3.3}
\end{gather*}
$$

as $N \rightarrow \infty$ for all $\alpha \in[1, \infty)$ and all $(p, r)$ satisfying (2.20).
We cannot guarantee the strong convergence of the sequences $\mathbf{u}_{N}, \vartheta_{N}$ and $\varphi_{N}$ since these functions have no smoothness with respect to the time variable. However, they have some smoothness with respect to the spatial variables. Hence we can expect that these functions map the interval $(0, T)$ onto some relatively compact set. The corresponding result is given by the following theorem, which is the second main result of this section.

Theorem 3.2 Let exponents $s, q$ and $r, p$ satisfy conditions (2.20). Then for every $\eta>0$ there is a compact set $\mathcal{T}_{\eta}$ with the following properties:
(i) $\mathcal{T}_{\eta} \subset(0, T)$, meas $\left((0, T) \backslash \mathcal{T}_{\eta}\right) \leq \eta$.
(ii) The mappings $v: \mathcal{T}_{\tau} \rightarrow L^{p}(\Omega)$ and $v_{N}: \mathcal{T}_{\tau} \rightarrow L^{p}(\Omega)$ are continuous and

$$
\begin{equation*}
v_{N}(t) \rightarrow v(t) \text { in } L^{p}(\Omega) \text { uniformly on } \mathcal{T}_{\eta} . \tag{3.4}
\end{equation*}
$$

(iii) For every $\alpha \in[1, \infty)$,

$$
\begin{equation*}
w_{N}(t) \rightarrow w(t) \quad \text { in } L^{\alpha}(\Omega) \text { uniformly on } \mathcal{T}_{\eta} . \tag{3.5}
\end{equation*}
$$

(iv) The set

$$
\begin{equation*}
\mathfrak{T}(\eta)=\left\{\left(\vartheta_{N}(t), \varphi_{N}(t)\right): N \geq 1, t \in \mathcal{T}_{\eta}\right\} \tag{3.6}
\end{equation*}
$$

is relatively compact in $L^{p}(\Omega) \times L^{q}(\Omega)$.
The rest of this section is devoted to the proof of Theorems 3.1 and 3.2.
Proof of Theorem 3.1. We begin by proving (3.2). It suffices to show that the sequence $\left\{w_{N}(t)\right\}_{N \geq 1}$ is relatively compact in $C\left(0, T ; L^{\alpha}(\Omega)\right)$ for every $\alpha \in[1, \infty)$. Set

$$
\mathfrak{M}_{w}=\left\{w_{N}(t): t \in[0, T], N \geq 1\right\}
$$

It follows from (2.17) that $\mathfrak{M}_{w}$ is bounded in $W^{1,2}(\Omega)$ and hence in $L^{r}(\Omega)$ for every $r \in[1,6)$. In particular, it is relatively compact in measure. On the other hand, inequality (2.17) yields the boundedness of $\mathfrak{M}_{w}$ in $L^{\infty}(\Omega)$. Hence $\mathfrak{M}_{w}$ is relatively compact in $L^{\alpha}(\Omega)$ for all $\alpha \in[1, \infty)$.

Next, it follows from estimate (2.19) that for $1 \leq \alpha \leq 6, h \in(0, T)$, and $0 \leq t \leq T-h$,

$$
\begin{align*}
\left\|w_{N}(t+h)-w_{N}(t)\right\|_{L^{\alpha}(\Omega)} & \leq c\left\|w_{N}(t+h)-w_{N}(t)\right\|_{W^{1,2}(\Omega)} \\
\leq c\left\|\int_{t}^{t+h} \partial_{s} w_{N}(s) d s\right\| & \leq h^{1 / 2}\left\|\partial_{t} w_{N}(t)\right\|_{L^{2}\left(0, T ; W^{1,2}(\Omega)\right)} \leq c h^{1 / 2} \tag{3.7}
\end{align*}
$$

If $\alpha>6$ we apply the interpolation inequality to obtain

$$
\begin{align*}
\| w_{N}(t+ & h)-w_{N}(t) \|_{L^{\alpha}(\Omega)} \\
& \leq c\left\|w_{N}(t+h)-w_{N}(t)\right\|_{L^{6}(\Omega)}^{6 / \alpha}\left\|w_{N}(t+h)-w_{N}(t)\right\|_{L^{\infty}(\Omega)}^{(\alpha-6) / \alpha}  \tag{3.8}\\
& \leq c\left\|w_{N}(t+h)-w_{N}(t)\right\|_{L^{6}(\Omega)}^{6 / \alpha} \leq c h^{3 / \alpha} .
\end{align*}
$$

Estimates (3.7) and (3.8) show that the sequence $w_{N}$ is equicontinuous in $C\left(0, T ; L^{\alpha}(\Omega)\right)$. Recall that $w_{N}$ takes values in the relatively compact set $\mathfrak{M}_{w}$. Application of the Ascoli Theorem completes the proof of (3.2).

Our next task is to prove (3.3). Recall that $\left(\mathbf{u}_{n}, \vartheta_{n}\right)$ is a solution to the variational problem

$$
\mathbf{S}_{n}\left(\mathbf{u}_{n}, \vartheta_{n}\right)=\max _{\vartheta \in W^{1,2}(\Omega)} \mathbf{S}_{n}\left(\mathbf{u}_{n}, \vartheta\right) .
$$

Calculation of the variation of $\mathbf{S}_{n}$ at the point $\vartheta_{n}$ leads to the linear elliptic boundary value problem for $\vartheta_{n}$,

$$
\begin{align*}
& -\tau \Delta \vartheta_{n}+w_{n-1}^{3} V\left(D \mathbf{u}_{n}, \vartheta_{n}, w_{n-1}\right)=w_{n-2}^{3} v_{n-1} \text { in } \Omega,  \tag{3.9}\\
& \partial_{n} \vartheta_{n}+\vartheta_{n}=0 \text { on } \partial \Omega .
\end{align*}
$$

Here $V$ is given by (1.27), i.e.,

$$
V\left(D \mathbf{u}_{n}, \vartheta_{n}, w_{n-1}\right)=\vartheta_{n}-W\left(w_{n-1}^{-1} D \mathbf{u}_{n}\right)=v_{n}
$$

It follows that

$$
\begin{equation*}
v_{n}-v_{n-1}=w_{n-1}^{-3}\left(\tau \Delta \vartheta_{n}+R_{n}\right), \quad \text { where } \quad R_{n}=\left(w_{n-2}^{3}-w_{n-1}^{3}\right) v_{n-1} \tag{3.10}
\end{equation*}
$$

Recall that $w_{n-2}=w_{N}((n-2) \tau)$ and $w_{n-1}=w_{N}((n-1) \tau)$. From this and (2.19) we conclude that $\left|w_{n-2}^{3}-w_{n-1}^{3}\right| \leq c \tau$ and hence

$$
\begin{equation*}
\left|R_{n}\right| \leq c \tau\left|v_{n-1}\right| \tag{3.11}
\end{equation*}
$$

In view of (2.19), we have $\left|w_{n-1}^{ \pm 1}\right| \leq c$ and $\left\|\nabla w_{n-1}\right\|_{L^{2}(\Omega)} \leq c$. Fix $\lambda>3$.
Since the embedding $W_{0}^{1, \lambda}(\Omega) \hookrightarrow L^{\infty}(\Omega)$ is bounded, we have

$$
\begin{equation*}
\left\|w_{n-1}^{-3} \zeta\right\|_{W^{1,2}(\Omega)} \leq c\|\zeta\|_{W_{0}^{1, \lambda}(\Omega)} \quad \text { for all } \zeta \in W_{0}^{1, \lambda}(\Omega) \tag{3.12}
\end{equation*}
$$

Obviously $\zeta w_{n-1}^{-3} \in W_{0}^{1,2}(\Omega)$. Thus we get

$$
\int_{\Omega} \zeta w_{n-1}^{-3} \Delta \vartheta_{n} d x=-\int_{\Omega} \nabla\left(\zeta w_{n-1}^{-3}\right) \nabla \vartheta_{n} d x \leq c\left\|\nabla \vartheta_{n}\right\|_{L^{2}(\Omega)}\|\zeta\|_{W_{0}^{1, \lambda}(\Omega)}
$$

This means that

$$
\left\|w_{n-1}^{-1} \Delta \vartheta_{n}\right\|_{W^{-1, \mu}(\Omega)} \leq c\left\|\nabla \vartheta_{n}\right\|_{L^{2}(\Omega)} \text { for all } \mu=\lambda /(\lambda-1) \in(1,3 / 2)
$$

which along with (3.10)-(3.11) yields

$$
\begin{aligned}
\left\|v_{n}-v_{n-1}\right\|_{W^{-1, \mu}(\Omega)} & \leq c \tau\left\|\nabla \vartheta_{n}\right\|_{L^{2}(\Omega)}+\left\|R_{n}\right\|_{L^{\mu}(\Omega)} \\
& \leq c \tau\left\|\vartheta_{n}\right\|_{W^{1,2}(\Omega)}+c \tau\left\|v_{n-1}\right\|_{L^{\mu}(\Omega)} .
\end{aligned}
$$

Thus we get

$$
\begin{aligned}
\sum_{n=1}^{N}\left\|v_{n}-v_{n-1}\right\|_{W^{-1, \mu}(\Omega)} \leq c \tau \sum_{n=1}^{N}\left(\left\|\vartheta_{n}\right\|_{W^{1,2}(\Omega)}+\left\|v_{n-1}\right\|_{L^{\mu}(\Omega)}\right) \\
\leq c \int_{0}^{T}\left(\left\|\vartheta_{N}(t)\right\|_{W^{1,2}(\Omega)}+\left\|v_{N}(t-\tau)\right\|_{L^{\mu}(\Omega)}\right) d t \leq c
\end{aligned}
$$

It follows that the total variation of the piecewise constant function $v_{N}$ : $[0, T] \rightarrow W^{-1, \mu}(\Omega)$ is bounded by a constant $c$ independent of $N$. Thus

$$
\int_{0}^{T-h}\left\|v_{N}(t+h)-v_{N}(t)\right\|_{W^{-1, \mu}(\Omega)} d t \leq c h \text { for } 0<h<T
$$

On the other hand, estimate (2.21) yields

$$
\begin{equation*}
\int_{0}^{T-h}\left\|v_{N}(t)\right\|_{W^{1,2}(\Omega)} \leq c h \text { for } 0<h<T \tag{3.13}
\end{equation*}
$$

As the embedding $W^{1,2}(\Omega) \hookrightarrow L^{\mu}(\Omega) \hookrightarrow W^{-1, \mu}(\Omega)$ is compact, Theorem 5 in [24] implies that the sequence $v_{N}$ is relatively compact in $L^{1}\left(0, T ; L^{\mu}(\Omega)\right)$. Hence it is relatively compact in measure. On the other hand, in view of Proposition 2.1 this sequence is bounded in $L^{r}\left(0, T ; L^{p}(\Omega)\right)$ for all $r$ and $p$ satisfying (2.20). Since the set of admissible $r$ and $p$ is open, we conclude that the sequence $v_{N}$ is relatively compact in $L^{r}\left(0, T ; L^{p}(\Omega)\right)$. This completes the proof of Theorem 3.1.

Proof of Theorem 3.2. Since $L^{p}(\Omega)$ is separable, the piecewise constant mappings $v_{N}:(0, T) \rightarrow L^{p}(\Omega)$ are strongly measurable on $(0, T)$. On the other hand, they converge strongly to $v$ in $L^{r}\left(0, T ; L^{p}(\Omega)\right)$, Hence $v_{N}$ converges to $v$ in measure in $(0, T)$, and the sequence $v_{N}$ meets all requirements of the Egoroff Theorem. We conclude that for every $\eta>0$ there is a compact set $\mathcal{T}_{\eta}$ satisfying (i) and (ii). Item (iii) obviously follows from (3.3).

In order to prove (iv) notice that in view of (2.6) and (2.9) we have

$$
\begin{equation*}
\vartheta_{N}(t)=v_{N}(t)+W\left(\bar{w}_{N}(t)^{-1} D \mathbf{u}_{N}(t)\right), \tag{3.14}
\end{equation*}
$$

where $\bar{w}_{N}(t)$ is defined by (2.9). It follows from (3.3) that

$$
\begin{equation*}
\left\|\bar{w}_{N}-w_{N}\right\|_{C\left(0, T ; L^{\alpha}(\Omega)\right)} \rightarrow 0 \text { uniformly in } N \text { as } N \rightarrow \infty . \tag{3.15}
\end{equation*}
$$

Now choose a sequence $t_{m} \in \mathcal{T}_{\eta}, m \geq 1$. After passing to a subsequence we may assume that $t_{m} \rightarrow t_{0} \in \mathcal{T}_{\eta}$ as $m \rightarrow \infty$. It follows from (3.3) and (3.15) that $\bar{w}_{N}\left(t_{m}\right) \rightarrow w\left(t_{0}\right)$ in $L^{\alpha}(\Omega)$ as $m, N \rightarrow \infty$. After passing to a subsequence we may assume that

$$
\begin{equation*}
\bar{w}_{N}\left(t_{m}, x\right) \rightarrow w\left(t_{0}, x\right) \text { a.e. in } \Omega . \tag{3.16}
\end{equation*}
$$

Next, it follows from (2.17) that the sequence $\mathbf{u}_{n}\left(t_{m}\right)$ is uniformly bounded in $W^{2,6}(\Omega)$. Recall that the embedding $W^{2,6}(\Omega) \hookrightarrow C^{1}(\Omega)$ is compact. Hence, after passing to a subsequence we may assume that $D \mathbf{u}_{N}\left(t_{m}\right)$ converges uniformly in $\Omega$. Recalling (3.15) we deduce that $W\left(\bar{w}_{N}\left(t_{m}\right)^{-1} D \mathbf{u}_{N}\left(t_{m}\right)\right)$ converges in measure in $\Omega$. Since the functions $W\left(\bar{w}_{N}\left(t_{m}\right)^{-1} D \mathbf{u}_{N}\left(t_{m}\right)\right)$ are bounded, it follows that this sequence converges in $L^{p}(\Omega)$. On the other hand, (ii) implies that $v_{N}\left(t_{m}\right)$ converges to $v\left(t_{0}\right)$ in $L^{p}(\Omega)$. From this and (3.14) we find that $\vartheta_{N}\left(t_{m}\right)$ converges in $L^{p}(\Omega)$ as $(m, N) \rightarrow \infty$. Hence, every sequence $\vartheta_{N}\left(t_{m}\right)$ contains a subsequence which converges in $L^{p}(\Omega)$. Next, in view of (2.8) and (1.20e),

$$
\begin{align*}
\varphi_{N}= & -\frac{\varepsilon \bar{w}_{N}^{2}}{2 w_{N}}\left(\frac{\Delta \mathbf{u}_{N}}{\bar{w}_{N}}\right)^{2}-w_{N}^{3} \frac{3 \vartheta_{N}^{2}}{2} \\
& +w_{N}^{3}\left(1+\vartheta_{N}\right)\left\{3 W\left(w_{N}^{-1} D \mathbf{u}_{N}\right)-w_{N}^{-1} W^{\prime}\left(w_{N}^{-1} D \mathbf{u}_{N}\right): D \mathbf{u}_{N}\right\} \tag{3.17}
\end{align*}
$$

Consider now $\varphi_{N}\left(t_{m}\right)$. By (2.18) the sequence $\bar{w}_{N} \Delta \mathbf{u}_{N}\left(t_{m}\right)$ is bounded in $W^{1,2}(\Omega)$. Hence, after passing to a subsequence, we may assume that this sequence converges a.e. in $\Omega$. We have proved that $\bar{w}_{N}\left(t_{m}\right), \vartheta_{n}\left(t_{m}\right)$ and $D \mathbf{u}_{N}\left(t_{m}\right)$ converge a.e. in $\Omega$ as $(N, m) \rightarrow \infty$. Hence $\varphi_{N}\left(t_{m}\right)$ converges a.e. in $\Omega$.

Next, since $w_{N}^{ \pm 1}$ and $D \mathbf{u}_{N}$ are uniformly bounded, relation (3.15) implies that for every $t \in(0, T)$,

$$
\begin{equation*}
\left|\varphi_{N}(t)\right| \leq c+c\left|\Delta \mathbf{u}_{N}(t)\right|^{2}+c\left|\vartheta_{N}(t)\right|^{2} . \tag{3.18}
\end{equation*}
$$

Notice that in view of (2.20) we have

$$
\begin{equation*}
\left\|\left|\Delta \mathbf{u}_{N}(t)\right|^{2}\right\|_{L^{q}(\Omega)} \leq c\left\|\Delta \mathbf{u}_{N}\right\|_{L^{\infty}\left(0, T ; L^{6}(\Omega)\right)} \leq c \tag{3.19}
\end{equation*}
$$

We have already proved that the sequence $\vartheta_{N}\left(t_{m}\right)$ is relatively compact in $L^{p}(\Omega)$. From this and $2 q=p$ we conclude that the sequence $\vartheta_{N}\left(t_{m}\right)^{2}$ is
relatively compact in $L^{q}(\Omega)$. Recalling (3.18) and (3.19) we conclude that the sequence $\varphi_{N}\left(t_{m}\right)$ is bounded in $L^{q}(\Omega)$ for all $q$ satisfying (2.20). Since this sequence converges in measure in $\Omega$ and the set of admissible $q$ is open, we conclude that $\varphi_{N}\left(t_{m}\right)$ converges strongly in $L^{q}(\Omega)$. Thus we prove that for every $t_{m} \in \mathcal{T}_{\eta}$, the sequence $\varphi_{N}\left(t_{m}\right)$ contains a subsequence which converges in $L^{q}(\Omega)$. Hence the set $\mathfrak{T}(\eta)$ is relatively compact in $L^{p}(\Omega) \times L^{q}(\Omega)$. This completes the proof of Theorem 3.2.

## 4 Marginal function. Energy dissipation inequalities

In this section we deduce the energy dissipation inequalities which play a crucial role in the further analysis. In Sections 2 and 3 we have built the sequence of approximate solutions $\mathbf{u}_{N}, \vartheta_{N}, w_{N}$, and $v_{N}$ to problem (1.20) and investigated their properties. In particular, we have proved the strong convergence of the evolutionary variables $v_{N}$ and $w_{N}$. Now we start a long way in order to prove the convergence of $\vartheta_{N}$ and $\varphi_{N}$. Our tool is the monotonicity method, which is based on a careful analysis of the energy dissipation inequality and works well for problems with a convex free energy functional. In our case the main difficulty is that the free energy density is a nonconvex function of the displacement vector field $\mathbf{u}$. However, it is a concave function of the temperature $\vartheta$. Moreover, the right hand side of equation (1.20c) for the growth factor $w$ is a monotone function of the trace $\varphi$ of the material Eshelby tensor. The idea is to eliminate the displacement vector field and to focus on the sequences $\vartheta_{N}$ and $\varphi_{N}$. The key observation is the following.

Substituting the approximate solution into expressions (1.28)-(1.29) for the internal energy we get the approximate value of the total internal energy $\mathcal{E}_{N}$ as a real valued function of the time variable. Since the free energy and the internal energy depend on the displacement vector field $\mathbf{u}$, it is hard to expect that the sequence $\mathcal{E}_{N}$ converges for a fixed $t$. It is a remarkable fact of the theory is that the sequence of internal energies converges almost everywhere on $(0, T)$ and its limit can be expressed in terms of a marginal function depending only on the evolutionary variables $v$ and $w$. This fact immediately leads to the desired energy dissipation inequality. Recall Definition 1.2 for the functional $\mathcal{H}$ and the marginal function $\mathbf{M}$. Now we are in a position to formulate the first main result of this section.

Theorem 4.1 Let all conditions of Theorem 3.1 be satisfied and $v, w$ be the limits of $v_{N}$ and $w_{N}$ defined by Theorem 3.1. Then

$$
\begin{equation*}
\mathcal{H}\left(\mathbf{u}_{N}(t), v_{N}(t), \bar{w}_{N}(t)\right) \rightarrow \mathbf{M}(v(t), w(t)) \text { as } N \rightarrow \infty \quad \text { for a.e. } t \in(0, T) . \tag{4.1}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
& \mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)-\mathbf{M}\left(v\left(t_{1}\right), w\left(t_{1}\right)\right)+\limsup _{N \rightarrow \infty}\left\{\int_{t_{1}+\tau}^{t_{0}} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right) d s\right. \\
& \left.\quad+\frac{1}{2} \int_{t_{1}+\tau}^{t_{0}} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d s+\frac{1}{2} \int_{t_{1}+\tau}^{t_{0}-\tau} \Pi\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right) d s\right\} \leq 0 \tag{4.2}
\end{align*}
$$

for a.e. $0<t_{1}<t_{\underline{0}}<T$. Here the energy dissipation rate $\Pi$ is given by (1.33), the function $\bar{\vartheta}_{N}$ is given by (2.9), (2.10).

Inequality (4.2) estimates $\mathbf{M}\left(t_{0}\right)-\mathbf{M}\left(t_{1}\right)$ from above. Our next task is to estimate this difference from below. We will thus obtain an estimate which is complementary to the energy dissipation inequality. Such estimates are essential ingredients of the monotonicity method.

In order to formulate the corresponding result we introduce some notation. In view of Proposition 2.1 after passing to a subsequence we may assume that there are functions

$$
\begin{gather*}
\vartheta^{*} \in L^{2}\left(0, T ; W^{1,2}(\Omega)\right) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right), \\
\varphi^{*} \in L^{s}\left(0, T ; L^{q}(\Omega)\right), \quad H^{*} \in L^{\infty}(\Omega \times(0, T)) \tag{4.3}
\end{gather*}
$$

such that

$$
\begin{gather*}
\vartheta_{N} \rightarrow \vartheta^{*} \text { weakly in } L^{r}\left(0, T ; L^{p}(\Omega)\right) \text { and in } L^{2}\left(0, T ; W^{1,2}(\Omega)\right), \\
\varphi_{N} \rightarrow \varphi^{*} \quad \text { weakly in } L^{s}\left(0, T ; L^{q}(\Omega)\right),  \tag{4.4}\\
H\left(\varphi_{N}\right) \rightarrow H^{*} \text { star weakly in } L^{\infty}(\Omega \times(0, T)) .
\end{gather*}
$$

Here $(r, p)$ and $(s, q)$ are arbitrary exponents satisfying (2.20). Since the spaces $W^{1,2}(\Omega)$ and $L^{\alpha}(\Omega), 1 \leq \alpha<\infty$, are separable, the mappings $v, \vartheta^{*}$ : $(0, T) \rightarrow W^{1,2}(\Omega)$ and $H^{*}:(0, T) \rightarrow L^{\alpha}(\Omega)$ are strongly measurable. It follows that there exists a set $\mathcal{L}$ of full measure in $(0, T)$ such that for all $t_{0}, t_{1} \in \mathcal{L}$ we have

$$
\begin{align*}
\frac{1}{t_{0}-t_{1}} \int_{t_{1}}^{t_{0}}\left(\| v\left(t_{0}\right)-\right. & v(s)\left\|_{W^{1,2}(\Omega)}+\right\| \vartheta^{*}\left(t_{0}\right)-\vartheta^{*}(s) \|_{W^{1,2}(\Omega)} \\
& \left.+\left\|H^{*}\left(t_{0}\right)-H^{*}(s)\right\|_{L^{\alpha}(\Omega)}\right) d s \rightarrow 0 \text { as } t \nearrow t_{0} \tag{4.5}
\end{align*}
$$

For every $\eta>0$, the set $\mathcal{L}$ contains a compact subset $\mathcal{L}_{\eta}$ with meas $([0, T] \backslash$ $\left.\mathcal{L}_{\eta}\right)<\eta / 2$. Next, it follows from the Lusin theorem that there is a compact set $\mathcal{C}_{\eta} \subset[0, T]$ such that meas $\left([0, T] \backslash \mathcal{C}_{\eta}\right)<\eta / 2$ and

$$
\begin{align*}
\lim _{t_{1} \rightarrow t_{0}, t_{i} \in \mathcal{C}_{\eta}}\left(\left\|v\left(t_{0}\right)-v\left(t_{1}\right)\right\|_{W^{1,2}(\Omega)}\right. & +\left\|\vartheta^{*}\left(t_{0}\right)-\vartheta^{*}\left(t_{1}\right)\right\|_{W^{1,2}(\Omega)} \\
& \left.+\left\|H^{*}\left(t_{0}\right)-H^{*}\left(t_{1}\right)\right\|_{L^{\alpha}(\Omega)}\right)=0 . \tag{4.6}
\end{align*}
$$

Theorem 4.2 Let $t_{0}, t_{1} \in \mathcal{L}_{\eta} \cap \mathcal{C}_{\eta}$. Furthermore, assume that

$$
\mathbf{u} \in W^{2,6}(\Omega) \cap\left(\mathcal{W}^{2,2}+\mathbf{h}\right)
$$

is a minimizer of the functional $\mathcal{H}\left(\cdot, v\left(t_{0}\right), w\left(t_{0}\right)\right)$, i.e.,

$$
\begin{equation*}
\mathcal{H}\left(\mathbf{u}, v\left(t_{0}\right), w\left(t_{0}\right)\right)=\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right) . \tag{4.7}
\end{equation*}
$$

and

$$
\begin{align*}
& \left.\vartheta=v\left(t_{0}\right)-W\left(w\left(t_{0}\right)^{-1} D \mathbf{u}\right)\right) \in W^{1,2}(\Omega)  \tag{4.8}\\
& \varphi=\varphi\left(D^{2} \mathbf{u}, D \mathbf{u}, \vartheta, w\left(t_{0}\right)\right) \in L^{q}(\Omega)
\end{align*}
$$

Then

$$
\begin{align*}
& \liminf _{t_{1} \nearrow t_{0}} \frac{1}{t_{0}-t_{1}}\left\{\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)-\mathbf{M}\left(v\left(t_{1}\right), w\left(t_{1}\right)\right)\right\} \\
&+\Pi_{0}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right)+\Pi_{1}\left(\varphi, H^{*}\left(t_{0}\right)\right) \geq 0 \tag{4.9}
\end{align*}
$$

Here the bilinear forms $\Pi_{i}$ are given by (1.33).
The rest of the section is devoted to the proof of Theorems 4.1 and 4.2.
Proof of Theorem 4.1. Proof of (4.1). Recall representations (2.3) and (2.9) of the approximate solution in terms of $\mathbf{u}_{n}, v_{n}, \vartheta_{n}$, and $w_{n}$. Fix $\mathbf{u}$ such that $\mathbf{u}-\mathbf{h} \in \mathcal{W}^{2,2}$ and define $\phi \in W^{1,2}(\Omega)$ as a solution to the variational problem

$$
\mathbf{S}_{n}(\phi, \mathbf{u})=\max _{\vartheta \in W^{1,2}(\Omega)} \mathbf{S}_{n}(\vartheta, \mathbf{u})
$$

where $\mathbf{S}_{n}$ is given by (2.1). It follows from (2.5) that

$$
\begin{equation*}
\mathbf{S}_{n}\left(\vartheta_{n}, \mathbf{u}_{n}\right) \leq \mathbf{S}_{n}(\phi, \mathbf{u}) \tag{4.10}
\end{equation*}
$$

Note that

$$
\mathbf{S}_{n}\left(\vartheta_{n}, \mathbf{u}_{n}\right)=\sup _{\vartheta \in W^{1,2}(\Omega)} \mathbf{S}_{n}\left(\vartheta, \mathbf{u}_{n}\right)
$$

It now follows from Lemma A. 1 in the Appendix that

$$
\begin{align*}
\mathbf{S}_{n}\left(\vartheta_{n}, \mathbf{u}_{n}\right) & =\mathbf{E}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n-1}\right)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{n} d x+\frac{\tau}{2} \Pi_{0}\left(\vartheta_{n}, \vartheta_{n}\right) \\
& \equiv \boldsymbol{\mathcal { H }}\left(\mathbf{u}_{n}, v_{n}, w_{n-1}\right)+\frac{\tau}{2} \Pi_{0}\left(\vartheta_{n}, \vartheta_{n}\right) \tag{4.11}
\end{align*}
$$

Next, expressions (1.13a) and (2.1) for $\Psi_{g}$ and $\mathbf{S}_{n}$ imply

$$
\begin{array}{r}
\mathbf{S}_{n}(\phi, \mathbf{u})=\int_{\Omega} \Psi_{g}\left(D^{2} \mathbf{u}, D \mathbf{u}, \phi, w_{n-1}\right) d x+\int_{\Omega}\left(w_{n-2}^{3} v_{n-1} \phi-f \mathbf{u}\right) d x \\
-\frac{\tau}{2} \Pi_{0}(\phi, \phi) \tag{4.12}
\end{array}
$$

Now set

$$
\begin{equation*}
\Theta=\Theta\left(D \mathbf{u}, v_{n}, w_{n-1}\right) \equiv v_{n}+W\left(w_{n-1} D \mathbf{u}\right) \tag{4.13}
\end{equation*}
$$

Obviously we have

$$
\begin{equation*}
V\left(D \mathbf{u}, \Theta, w_{n-1}\right) \equiv \Theta-W\left(w_{n-1} D \mathbf{u}\right)=v_{n} \tag{4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial \Theta} \Psi_{g}\left(D^{2} \mathbf{u}, D \mathbf{u}, \Theta, w_{n-1}\right) \equiv-w_{n-1}^{3} V\left(D \mathbf{u}, \Theta, w_{n-1}\right)=-w_{n-1}^{3} v_{n} \tag{4.15}
\end{equation*}
$$

Since $\Psi_{g}$ is a concave function of the temperature, we have

$$
\begin{aligned}
& \Psi_{g}\left(D^{2} \mathbf{u}, D \mathbf{u}, \phi, w_{n-1}\right) \\
& \quad \leq \Psi_{g}\left(D^{2} \mathbf{u}, D \mathbf{u}, \Theta, w_{n-1}\right)+\frac{\partial}{\partial \Theta} \Psi_{g}\left(D^{2} \mathbf{u}, D \mathbf{u}, \Theta, w_{n-1}\right)(\phi-\Theta)
\end{aligned}
$$

Substituting this in the right hand side of (4.12) and using (4.15) we arrive at

$$
\begin{array}{r}
\left.\mathbf{S}_{n}(\phi, \mathbf{u}) \leq \int_{\Omega} \Psi_{g}\left(D^{2} \mathbf{u}, D \mathbf{u}, \Theta, w_{n-1}\right)+w_{n-1}^{3} v_{n} \Theta\right) d x-\int_{\Omega} f \cdot \mathbf{u} d x \\
+\int_{\Omega}\left(w_{n-2}^{3} v_{n-1}-w_{n-1}^{3} v_{n}\right) \phi d x-\frac{\tau}{2} \Pi_{0}(\phi, \phi) \tag{4.16}
\end{array}
$$

Next, (4.13) and expression (1.28) for the density of the internal energy give the identity

$$
\Psi_{g}\left(D^{2} \mathbf{u}, D \mathbf{u}, \Theta, w_{n-1}\right)+w_{n-1}^{3} v_{n} \Theta=\mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{n}, w_{n-1}\right),
$$

which along with (1.30) implies

$$
\begin{equation*}
\int_{\Omega}\left(\Psi_{g}\left(D^{2} \mathbf{u}, D \mathbf{u}, \Theta, w_{n-1}\right)+w_{n-1}^{3} v_{n} \Theta-\mathbf{f} \cdot \mathbf{u}\right) d x=\mathcal{H}\left(\mathbf{u}, v_{n}, w_{n-1}\right) \tag{4.17}
\end{equation*}
$$

Multiplying both sides of (3.9) by $\phi$ and integrating the result over $\Omega$ we obtain

$$
\begin{equation*}
\int_{\Omega}\left(w_{n-2}^{3} v_{n-1}-w_{n-1}^{3} v_{n}\right) \phi d x=\tau \Pi_{0}\left(\vartheta_{n}, \phi\right) \tag{4.18}
\end{equation*}
$$

Substituting (4.17) and (4.18) into (4.16) we obtain

$$
\begin{equation*}
\mathbf{S}_{n}(\mathbf{u}, \phi) \leq \boldsymbol{\mathcal { H }}\left(\mathbf{u}, v_{n}, w_{n-1}\right)+\tau \Pi_{0}\left(\vartheta_{n}, \phi\right)-\frac{\tau}{2} \Pi_{0}(\phi, \phi) . \tag{4.19}
\end{equation*}
$$

Combining (4.10) with (4.11) and (4.19) we arrive at

$$
\mathcal{H}\left(\mathbf{u}_{n}, v_{n}, w_{n-1}\right) \leq \boldsymbol{\mathcal { H }}\left(\mathbf{u}, v_{n}, w_{n-1}\right)-\frac{\tau}{2} \Pi_{0}\left(\vartheta_{n}-\phi, \vartheta_{n}-\phi\right)
$$

for all integers $n \in[1, N]$. Recalling the definition (2.2) of $\mathbf{u}_{N}$ and $v_{N}$ and the definition (2.9) of $\bar{w}_{N}$ we deduce that

$$
\begin{equation*}
\mathcal{H}\left(\mathbf{u}_{N}(t), v_{N}(t), \bar{w}_{N}(t)\right) \leq \boldsymbol{\mathcal { H }}\left(\mathbf{u}, v_{N}(t), \bar{w}_{N}(t)\right) \tag{4.20}
\end{equation*}
$$

for all $t \in(0, T)$ and all $\mathbf{u} \in \mathcal{W}^{2,2}+\mathbf{h}$. By (3.3) there exists a set $\mathcal{Q}$ of full measure in $[0, T]$ such that $\mathcal{T}_{\eta} \subset \mathcal{Q}$ and for every $t \in \mathcal{Q}$,

$$
v_{N}(t) \rightarrow v(t) \quad \text { in } L^{p}(\Omega), \quad \bar{w}_{N}(t) \rightarrow w(t) \text { in } L^{\alpha}(\Omega) .
$$

Letting $N \rightarrow \infty$ in (4.20), we obtain

$$
\limsup _{N \rightarrow \infty} \mathcal{H}\left(\mathbf{u}_{N}(t), v_{N}(t), \bar{w}_{N}(t)\right) \leq \mathcal{H}(\mathbf{u}, v(t), w(t))
$$

for all $\mathbf{u} \in \mathcal{W}^{2,2}+\mathbf{h}$ which along with the definition of the marginal function M gives

$$
\limsup _{N \rightarrow \infty} \mathcal{H}\left(\mathbf{u}_{N}(t), v_{N}(t), \bar{w}_{N}(t)\right) \leq \mathbf{M}(v(t), w(t)) \text { for all } t \in \mathcal{Q} .
$$

It remains to prove that

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \boldsymbol{\mathcal { H }}\left(\mathbf{u}_{N}(t), v_{N}(t), \bar{w}_{N}(t)\right) \geq \mathbf{M}(v(t), w(t)) \text { for all } t \in \mathcal{T}_{\eta} \tag{4.21}
\end{equation*}
$$

To this end, we fix $\eta>0$ and $t \in \mathcal{T}_{\eta}$, where $\mathcal{T}_{\eta}$ is given by Theorem 3.2. Next, choose a sequence $N_{k}$ such that

$$
\liminf _{N \rightarrow \infty} \boldsymbol{\mathcal { H }}\left(\mathbf{u}_{N}(t), v_{N}(t), \bar{w}_{N}(t)\right)=\lim _{N_{k} \rightarrow \infty} \boldsymbol{\mathcal { H }}\left(\mathbf{u}_{N_{k}}(t), v_{N_{k}}(t), \bar{w}_{N_{k}}(t)\right) .
$$

Since $\mathbf{u}_{N}(t)$ is bounded in $W^{2,6}(\Omega)$, we can assume, after passing to a subsequence, that there is $\mathbf{u}^{*} \in W^{2,6}(\Omega)$ such that

$$
\mathbf{u}_{N_{k}}(t) \rightarrow \mathbf{u}^{*} \text { weakly in } W^{2,6}(\Omega), \mathbf{u}_{N_{k}}(t) \rightarrow \mathbf{u}^{*} \text { strongly in } C^{1}(\bar{\Omega}) .
$$

Next, the inequality $\left|\bar{w}_{N_{k}}(t)-w_{N_{k}}(t)\right| \leq c T / N_{k}$ and relation (3.5) imply

$$
\left\|\bar{w}_{N_{k}}(t)-w(t)\right\|_{L^{\alpha}(\Omega)} \rightarrow 0 \text { as } N_{k} \rightarrow \infty \text { for all } \alpha \in[1, \infty)
$$

Letting $N_{k} \rightarrow \infty$ and using (3.4) we obtain

$$
\mathcal{H}\left(\mathbf{u}^{*}, v(t), w(t)\right) \leq \lim _{N_{k} \rightarrow \infty} \boldsymbol{\mathcal { H }}\left(\mathbf{u}_{N_{k}}(t), v_{N_{k}}(t), \bar{w}_{N_{k}}(t)\right)
$$

On the other hand,

$$
\mathbf{M}(v(t), w(t)) \leq \boldsymbol{\mathcal { H }}\left(\mathbf{u}^{*}, v(t), w(t)\right)
$$

which yields (4.21). Hence the desired relation (4.21) holds for every $t \in \mathcal{T}_{\eta}$. Letting $\eta \rightarrow 0$ we conclude that it holds for a.e. $t \in(0, T)$. This completes the proof of (4.1).

In order to prove (4.2) it suffices to note that the desired inequality obviously follows from (2.14) and (4.1).

Proof of Theorem 4.2 The proof is based on the following lemma.
Lemma 4.1 Let $\varsigma \in L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$, $\partial_{t} \varsigma \in L^{\infty}(\Omega)$ and $\varsigma(t)=0$ in a neighborhood of $T$. Then

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(w^{3} v \partial_{t} \varsigma-\nabla \vartheta^{*} \nabla \varsigma\right) d x d t-\int_{0}^{T} \int_{\partial \Omega} \vartheta^{*} \varsigma d s+\int_{\Omega} w_{0}^{3} v_{0} \varsigma(0) d x=0 \tag{4.22}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
\int_{\Omega}\left(w\left(t_{0}\right)^{3} v\left(t_{0}\right)-w\left(t_{1}\right)^{3} v\left(t_{1}\right)\right) \eta d x+\int_{t_{1}}^{t_{0}} & \int_{\Omega} \nabla \vartheta^{*} \nabla \eta d x d t \\
& +\int_{t_{1}}^{t_{0}} \int_{\partial \Omega} \vartheta^{*} \eta d s d t=0 \tag{4.23}
\end{align*}
$$

for all $\eta \in W^{1,2}(\Omega)$ and all $t_{0}, t_{1} \in \mathcal{L}_{\eta} \cap \mathcal{C}_{\eta}$.

Proof The variation of the functional $S_{n}\left(\vartheta, \mathbf{u}_{n}\right)$ at the critical point $\vartheta=\vartheta_{n}$ leads to the equality

$$
\begin{equation*}
\frac{1}{\tau}\left\{\bar{w}_{N}^{3}(t) v_{N}(t)-\bar{w}_{N}^{3}(t-\tau) v_{N}(t-\tau)\right\}-\Delta \vartheta_{N}(t)=0 \tag{4.24}
\end{equation*}
$$

for $t \in(0, T)$. Notice that

$$
w_{N}(t-\tau)=w_{-1}=w_{0}, \quad v_{N}(t-\tau)=v_{0} \quad \text { for } t \in(0, \tau] .
$$

Multiplying both sides of (4.24) by $\varsigma$ and integrating the result over $\Omega \times(0, T)$, we obtain

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega}\left\{w_{N}(t)^{3} v_{n}(t) \frac{\varsigma(t+\tau)-\varsigma(t)}{\tau}-\nabla \vartheta^{*} \nabla \varsigma\right\} d x d t \\
& \quad-\int_{0}^{T} \int_{\partial \Omega} \vartheta^{*} \varsigma d s+\int_{\Omega} w_{0}^{3} v_{0} \varsigma(0) d x=0
\end{aligned}
$$

Letting $N \rightarrow \infty$ and using (3.3) and (4.4) we arrive at (4.22). Next choose $\eta \in W_{0}^{1,2}(\Omega)$ and $t_{i} \in \mathcal{L}_{\eta} \cap \mathcal{C}_{\eta}$. Then choose a compactly supported continuous function $\zeta$ such that

$$
\zeta=1 \text { for } t \in\left(t_{1}, t_{0}-\delta\right), \quad \zeta=0 \text { for } t \in\left(-\infty, t_{1}-\delta\right] \cup\left[t_{0}, \infty\right),
$$

and $\zeta$ is linear on the intervals $\left(t_{1}-\delta, t_{1}\right)$ and $\left(t_{0}-\delta, t_{0}\right)$. Substituting $\varsigma=\zeta \eta$ into (4.22), letting $\delta \rightarrow 0$, and using (4.5) we obtain (4.23).

Let us turn to the proof of Theorem 4.2. We assume that $t_{1}, t_{0} \in \mathcal{L}_{\eta} \cap \mathcal{C}_{\eta}$. By abuse of notation we will write $v_{i}$ and $w_{i}$ instead of $v\left(t_{i}\right)$ and $w\left(t_{i}\right)$. Recall relation (4.7). By the definition of the marginal function, we have $\mathbf{M}\left(v_{1}, w_{1}\right) \leq \boldsymbol{\mathcal { H }}\left(\mathbf{u}, v_{1}, w_{1}\right)$, which leads to

$$
\begin{align*}
\mathbf{M}\left(v_{0}, w_{0}\right)-\mathbf{M}\left(v_{1}, w_{1}\right) & \geq \mathcal{H}\left(\mathbf{u}, v_{0}, w_{0}\right)-\mathcal{H}\left(\mathbf{u}, v_{1}, w_{1}\right) \\
& =\mathcal{E}\left(\mathbf{u}, v_{0}, w_{0}\right)-\mathcal{E}\left(\mathbf{u}, v_{1}, w_{1}\right) \tag{4.25}
\end{align*}
$$

Here the total internal energy functional $\mathcal{E}$ has the integral representation by (1.29) with the integrand $\mathcal{E}$ given by (1.28). The Taylor formula implies

$$
\begin{gather*}
\mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, w_{0}\right)-\mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{1}, w_{1}\right)=\partial_{v} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, w_{0}\right)\left(v_{0}-v_{1}\right) \\
+\partial_{w} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, w_{0}\right)\left(w_{0}-w_{1}\right)+R_{1}+R_{2}+R_{3} \tag{4.26}
\end{gather*}
$$

where

$$
\begin{align*}
R_{1} & =-\left(w_{0}-w_{1}\right)^{2} \frac{1}{2} \int_{0}^{1} \partial_{w}^{2} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, \lambda w_{1}+(1-\lambda) w_{0}\right) d \lambda \\
R_{2} & =-\left(w_{0}-w_{1}\right)\left(v_{0}-v_{1}\right) \int_{0}^{1} \partial_{v} \partial_{w} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, \lambda w_{1}+(1-\lambda) w_{0}\right) d \lambda \\
R_{3} & =-\left(v_{0}-v_{1}\right)^{2} \frac{1}{2} \int_{0}^{1} \partial_{v}^{2} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, \lambda v_{1}+(1-\lambda) v_{0}, w_{1}\right) d \lambda \tag{4.27}
\end{align*}
$$

Now the task is to let $t_{1} \rightarrow t_{0}$ in expansion (4.26). Our considerations are based on the following lemma.

Lemma 4.2 Let $\eta \in W^{1,2}(\Omega)$ and $g \in L^{\beta}(\Omega), \beta>1$. Then

$$
\begin{align*}
& \frac{1}{t_{0}-t_{1}} \int_{\Omega} \eta\left(w\left(t_{0}\right)^{3} v\left(t_{0}\right)-w\left(t_{1}\right)^{3} v\left(t_{1}\right)\right) d x+\int_{\Omega} \nabla \vartheta^{*}\left(t_{0}\right) \nabla \eta d x \\
&+\int_{\partial \Omega} \vartheta^{*}\left(t_{0}\right) \eta d s \rightarrow 0 \text { as } t_{1} \rightarrow t_{0} \tag{4.28}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{1}{t_{0}-t_{1}} \int_{\Omega} g(x)\left(w\left(t_{0}\right)-w\left(t_{1}\right)\right) d x+\int_{\Omega} g H^{*}\left(t_{0}\right) w\left(t_{0}\right) d x \rightarrow 0 \quad \text { as } t_{1} \rightarrow t_{0} \tag{4.29}
\end{equation*}
$$

Proof In view of (4.23), we have

$$
\begin{align*}
& \frac{1}{t_{0}-t_{1}} \int_{\Omega} \eta(x)\left(w\left(t_{0}\right)^{3} v\left(t_{0}\right)-w\left(t_{1}\right)^{3} v\left(t_{1}\right)\right) d x \\
& \quad+\int_{\Omega} \nabla \vartheta^{*}\left(t_{0}\right) \nabla \eta d x d t+\int_{\partial \Omega} \vartheta^{*}\left(t_{0}\right) \eta d s \\
& =\frac{1}{t_{0}-t_{1}} \int_{t_{1}}^{t_{0}}\left\{\int_{\Omega}\left(\nabla \vartheta^{*}\left(t_{0}\right)-\nabla \vartheta^{*}(t)\right) \nabla \eta d x d t\right. \\
& \left.\quad+\int_{\partial \Omega}\left(\vartheta^{*}\left(t_{0}\right)-\vartheta^{*}(t)\right) \eta d s\right\} d t \tag{4.30}
\end{align*}
$$

for all $\eta \in W^{1,2}(\Omega)$. Since the embedding $W^{1,2}(\Omega) \hookrightarrow L^{2}(\partial \Omega)$ is bounded, it follows from (4.5) that

$$
\begin{aligned}
& \frac{1}{t_{0}-t_{1}} \int_{t_{1}}^{t_{0}}\left|\int_{\Omega}\left(\nabla \vartheta^{*}\left(t_{0}\right)-\nabla \vartheta^{*}(t)\right) \nabla \eta d x d t+\int_{\partial \Omega}\left(\vartheta^{*}\left(t_{0}\right)-\vartheta^{*}(t)\right) \eta d s\right| d t \\
& \quad \leq c\|\eta\|_{W^{1,2}(\Omega)} \frac{1}{t_{0}-t_{1}} \int_{t_{1}}^{t_{0}} c\left\|\vartheta^{*}\left(t_{0}\right)-\vartheta(t)\right\|_{W^{1,2}(\Omega)} d t \rightarrow 0 \text { as } t_{1} \rightarrow t_{0}
\end{aligned}
$$

which obviously yields (4.28). Next, we have

$$
\begin{equation*}
w_{0}-w_{1}=-\int_{t_{1}}^{t_{0}} H^{*}(s) w(s) d s \text { and }\left|w_{1}-w_{0}\right| \leq c\left(t_{0}-t_{1}\right) \tag{4.31}
\end{equation*}
$$

We thus get

$$
\begin{align*}
& \frac{1}{t_{0}-t_{1}} \int_{\Omega} g(x)\left(w\left(t_{0}\right)-w\left(t_{1}\right)\right) d x \\
& =-\int_{\Omega} g(x) H^{*}\left(t_{0}\right) w_{0} d x+\frac{1}{t_{0}-t_{1}} \int_{t_{1}}^{t_{0}} \int_{\Omega} g(x)\left(H^{*}\left(t_{0}\right)-H^{*}(t)\right) w_{0} d x d t \\
& \quad+\frac{1}{t_{0}-t_{1}} \int_{t_{1}}^{t_{0}} \int_{\Omega} g(x) H^{*}(t)\left(w_{0}-w(t)\right) d x d t \tag{4.32}
\end{align*}
$$

Next, for $\alpha>\beta /(\beta-1)$ we have

$$
\begin{aligned}
& \frac{1}{t_{0}-t_{1}}\left|\int_{t_{1}}^{t_{0}} \int_{\Omega} g(x)\left(H^{*}\left(t_{0}\right)-H^{*}(t)\right) w_{0} d x\right| d t \\
& \quad \leq \frac{c\|g\|_{L^{\beta}(\Omega)}}{t_{0}-t_{1}} \int_{t_{1}}^{t_{0}}\left\|H^{*}\left(t_{0}\right)-H^{*}(t)\right\|_{L^{\alpha}(\Omega)} d t \rightarrow 0
\end{aligned}
$$

as $t_{1} \rightarrow t_{0}$. Now, estimate (4.31) implies

$$
\begin{aligned}
\left.\frac{1}{t_{0}-t_{1}} \int_{t_{1}}^{t_{0}} \int_{\Omega} \right\rvert\, g(x) H^{*}(t)\left(w_{0}-\right. & w(t)) \mid d x d t \\
& \leq c\left(t_{0}-t_{1}\right) \int_{\Omega}|g(x)| d x \rightarrow 0 \text { as } t_{1} \rightarrow t_{0}
\end{aligned}
$$

Combining this with (4.32) we arrive at (4.29).
Let us turn to the proof of Theorem 4.2. Our first task is to estimate the quantities $R_{i}$ in expansion (4.26). Since $w_{i}$ and $|D \mathbf{u}|$ are bounded, it follows from formula (1.28) for $\mathcal{E}$ that

$$
\begin{equation*}
\left|\partial_{w}^{2} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, \lambda w_{1}+(1-\lambda) w_{0}\right)\right| \leq c\left(\left|v_{0}\right|^{2}+|\Delta \mathbf{u}|^{2} \mid+1\right) \tag{4.33}
\end{equation*}
$$

From this and inequality (4.31) we obtain

$$
\begin{align*}
\left(t_{0}-t_{1}\right)^{-1} \int_{\Omega}\left|R_{1}\right| d x & \leq c\left(t_{0}-t_{1}\right) \int_{\Omega}\left(\left|v_{0}\right|^{2}+|\Delta \mathbf{u}|^{2} \mid+1\right) d x  \tag{4.34}\\
& \leq c\left(t_{0}-t_{1}\right) \rightarrow 0 \text { as } t_{1} \rightarrow t_{0} \tag{4.35}
\end{align*}
$$

Let us estimate $R_{2}$. It follows from the boundedness of $w_{i}$ and $D \mathbf{u}$ that

$$
\left|\partial_{v} \partial_{w} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, \lambda w_{1}+(1-\lambda) w_{0}\right)\right| \leq c\left(1+\left|v_{0}\right|\right)
$$

which along with (4.31) yields

$$
\begin{equation*}
\left(t_{0}-t_{1}\right)^{-1}\left|R_{2}\right| \leq c\left(\left|v_{0}\right|+1\right)\left|v_{0}-v_{1}\right| . \tag{4.36}
\end{equation*}
$$

Next, (4.6) implies

$$
\begin{equation*}
\left\|v_{0}-v_{1}\right\|_{W^{1,2}(\Omega)} \rightarrow 0, \quad\left\|v_{1}\right\|_{W^{1,2}(\Omega)} \rightarrow\left\|v_{0}\right\|_{W^{1,2}(\Omega)} \tag{4.37}
\end{equation*}
$$

as $t_{1} \nearrow t_{0}$. From this we obtain

$$
\begin{equation*}
\left(t_{0}-t_{1}\right)^{-1} \int_{\Omega}\left|R_{2}\right| d x \leq c\left\|v_{0}\right\|_{L^{2}(\Omega)}\left\|v_{0}-v_{1}\right\|_{L^{2}(\Omega)} \rightarrow 0 \quad \text { as } t_{1} \rightarrow t_{0} \tag{4.38}
\end{equation*}
$$

It remains to estimate $R_{3}$. To this end notice that

$$
\partial_{v}^{2} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, \lambda v_{1}+(1-\lambda) v_{0}, w_{1}\right)=w_{1}^{3}
$$

Thus we get

$$
R_{3}=-\frac{1}{2}\left(v_{0}-v_{1}\right)\left(w_{0}^{3} v_{0}-w_{1}^{3} v_{1}\right)+\frac{1}{2}\left(v_{0}-v_{1}\right)\left(w_{0}^{3}-w_{1}^{3}\right) v_{0}=I_{1}+I_{2}
$$

We have

$$
\left(t_{0}-t_{1}\right)^{-1}\left|I_{2}\right| \leq c\left(t_{0}-t_{1}\right)^{-1}\left|v_{0}\right|\left|v_{1}-v_{0}\right|\left|w_{1}-w_{0}\right| \leq c\left(1+\left|v_{0}\right|\right)\left|v_{1}-v_{0}\right| .
$$

Hence $I_{2}$ admits estimate (4.36). Arguing as in the proof of (4.38) we obtain

$$
\left(t_{0}-t_{1}\right)^{-1} \int_{\Omega}\left|I_{2}\right| d x \rightarrow 0 \text { as } t_{1} \rightarrow t_{0}
$$

Next, applying Lemma 4.2 with $\eta=v_{0}-v_{1}$ and noting that

$$
\begin{aligned}
&\left|\int_{\Omega} \nabla \vartheta^{*}\left(t_{0}\right) \nabla \eta d x d t+\int_{\partial \Omega} \vartheta^{*}\left(t_{0}\right) \eta d s\right| \\
& \leq c\left\|\vartheta^{*}\left(t_{0}\right)\right\|_{W^{1,2}(\Omega)}\left\|v_{0}-v_{1}\right\|_{W^{1,2}(\Omega)} \rightarrow 0
\end{aligned}
$$

as $t_{1} \rightarrow t_{0}$, we obtain

$$
\left(t_{0}-t_{1}\right)^{-1} \int_{\Omega}\left|I_{1}\right| d x \rightarrow 0 \text { as } t_{1} \rightarrow t_{0}
$$

and hence

$$
\begin{equation*}
\left(t_{0}-t_{1}\right)^{-1} \int_{\Omega}\left|R_{3}\right| d x \rightarrow 0 \text { as } t_{1} \rightarrow t_{0} \tag{4.39}
\end{equation*}
$$

Thus we have proved that the limits of all second order terms in the Taylor expansion (4.26) equal zero. In order to find the limits of the first order terms, notice that in view of (1.28) we have

$$
\begin{aligned}
& \partial_{v} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, w_{0}\right)\left(v_{0}-v_{1}\right)=w_{0}^{3} \vartheta \\
& \partial_{w} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, w_{0}\right)\left(v_{0}-v_{1}\right)=w_{0}^{-1} \varphi+3 w_{0}^{2} v_{0} \vartheta
\end{aligned}
$$

where $\vartheta$ and $\varphi$ are given by (4.8). It follows that

$$
\begin{align*}
& \partial_{v} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, w_{0}\right)\left(v_{0}-v_{1}\right)+\partial_{w} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, w_{0}\right)\left(w_{0}-w_{1}\right) \\
& =\left(w_{0}^{3} v_{0}-w_{1}^{3} v_{1}\right) \vartheta+w_{0}^{-1}\left(w_{0}-w_{1}\right) \varphi+\left(w_{1}^{3}-w_{0}^{3}\right)\left(v_{1}-v_{0}\right) \vartheta \\
& \quad+v_{0}\left(w_{1}^{3}-w_{0}^{3}+3 w_{0}^{2}\left(w_{0}-w_{1}\right)\right) \vartheta \tag{4.40}
\end{align*}
$$

Now set $\eta=\vartheta \in W^{1,2}(\Omega)$ and $g=w_{0}^{-1} \varphi \in L^{q}(\Omega)$. Applying Lemma 4.2 we obtain

$$
\begin{align*}
& \frac{1}{t_{0}-t_{1}} \int_{\Omega}\left(\left(w_{0}^{3} v_{0}-w_{1}^{3} v_{1}\right) \vartheta+w_{0}^{-1}\left(w_{0}-w_{1}\right) \varphi\right) d x \rightarrow \\
& -\int_{\Omega} \nabla \vartheta^{*}\left(t_{0}\right) \nabla \vartheta d x-\int_{\partial \Omega} \vartheta^{*}\left(t_{0}\right) \vartheta d s-\int_{\Omega} \varphi H^{*}\left(t_{0}\right) d x \text { as } t_{1} \rightarrow t_{0} \tag{4.41}
\end{align*}
$$

Next, (4.31) and (4.37) imply

$$
\begin{align*}
\frac{1}{t_{0}-t_{1}} \int_{\Omega}\left|\left(w_{1}^{3}-w_{0}^{3}\right)\left(v_{1}-v_{0}\right) \vartheta\right| d x \leq c \int_{\Omega}\left|\left(v_{1}-v_{0}\right) \vartheta\right| d x \\
\leq c\|\vartheta\|_{W^{1,2}(\Omega)}\left\|v_{0}-v_{1}\right\|_{W^{1,2}(\Omega)} \rightarrow 0 \text { as } t_{1} \rightarrow t_{0} \tag{4.42}
\end{align*}
$$

Finally, we apply estimate (4.31) to obtain

$$
\begin{align*}
& \frac{1}{t_{0}-t_{1}} \int_{\Omega}\left|v_{0}\left(w_{1}^{3}-w_{0}^{3}+3 w_{0}^{2}\left(w_{0}-w_{1}\right)\right) \vartheta\right| d x \leq \\
& \quad \frac{c}{t_{0}-t_{1}} \int_{\Omega}\left|\vartheta v_{0}\right|\left(w_{1}-w_{0}\right)^{2} d x \leq c\left(t_{0}-t_{1}\right) \rightarrow 0 \text { as } t_{1} \rightarrow t_{0} \tag{4.43}
\end{align*}
$$

Combining (4.41)-(4.43) with identity (4.40) we arrive at

$$
\begin{align*}
& \frac{1}{t_{0}-t_{1}} \int_{\Omega}\left\{\partial_{v} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, w_{0}\right)\left(v_{0}-v_{1}\right)\right. \\
& \left.\quad+\partial_{w} \mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, w_{0}\right)\left(w_{0}-w_{1}\right)\right\} d x \\
& \rightarrow-\int_{\Omega} \nabla \vartheta^{*}\left(t_{0}\right) \nabla \vartheta d x-\int_{\partial \Omega} \vartheta^{*}\left(t_{0}\right) \vartheta d s-\int_{\Omega} \varphi H^{*}\left(t_{0}\right) d x \tag{4.44}
\end{align*}
$$

as $t_{1} \rightarrow t_{0}$. Substituting this relation along with the limiting relations (4.34), (4.38), (4.39) for the second order remainders $R_{i}$ into the Taylor expansion (4.26) we obtain

$$
\begin{aligned}
\frac{1}{t_{0}-t_{1}}(\mathcal{E}(\mathbf{u}, & \left.\left.v_{0}, w_{0}\right)-\mathcal{E}\left(\mathbf{u}, v_{1}, w_{1}\right)\right) \\
& \equiv \frac{1}{t_{0}-t_{1}} \int_{\Omega}\left\{\mathcal{E}\left(D^{2} \mathbf{u}, D \mathbf{u}, v_{0}, w_{0}\right)-\mathcal{E}\left(D^{2} \mathbf{u} D \mathbf{u}, v_{1}, w_{1}\right)\right\} d x \\
& \rightarrow-\int_{\Omega} \nabla \vartheta^{*}\left(t_{0}\right) \nabla \vartheta d x-\int_{\partial \Omega} \vartheta^{*}\left(t_{0}\right) \vartheta d s-\int_{\Omega} \varphi H^{*}\left(t_{0}\right) w_{0} d x
\end{aligned}
$$

as $t_{1} \rightarrow t_{0}$. This result along with (4.25) implies the desired relation (4.9).

## 5 Sliced measures in Banach spaces

In this section we develop a theory of sliced measures in Banach spaces. Using this theory we will prove the strong convergence of the sequences $\vartheta_{N}$ and $\varphi_{N}$. For technical reasons, it is convenient to introduce the following notation. Fix exponents $s, q$ and $r, p$ satisfying relations (2.20) and set

$$
X=L^{p}(\Omega) \times L^{q}(\Omega)
$$

Further we will denote by $\boldsymbol{\omega}_{N}$ and $\boldsymbol{\omega}^{*}$ the couples

$$
\begin{equation*}
\boldsymbol{\omega}_{N}=\left(\vartheta_{N}, \varphi_{N}\right), \quad \boldsymbol{\omega}^{*}=\left(\vartheta^{*}, \varphi^{*}\right) \tag{5.1}
\end{equation*}
$$

where the approximate solutions $\vartheta_{N}, \varphi_{N}$ are defined by Theorem 2.1, and the weak limits $\vartheta^{*}, \varphi^{*}$ are given by (4.4). Next, recall the definitions of the compact set $\mathcal{T}_{\eta}$ in Theorem 3.2 and of the compact sets $\mathcal{L}_{\eta}, \mathcal{C}_{\eta}$ in Theorem 4.2. Choose $\eta>0$ and set

$$
\begin{equation*}
\mathcal{F}_{\eta}=\mathcal{T}_{\eta} \cap \mathcal{C}_{\eta} \cap \mathcal{L}_{\eta}, \quad \mathfrak{F}_{\eta}=\left\{\boldsymbol{\omega}_{N}(t): t \in \mathcal{F}_{\eta}, N \geq 1\right\}, \quad \Sigma_{\eta}=\operatorname{cl} \mathfrak{F}_{\eta} \tag{5.2}
\end{equation*}
$$

In view of Theorem 3.2 the set $\mathfrak{F}_{\eta}$ is relatively compact in $X$ and the set $\Sigma_{\eta}$ is compact in $X$. The following theorem gives the desired representation for the weak limits of the sequences $\vartheta_{N}$ and $\varphi_{N}$.

Theorem 5.1 There exists a Borel measure $\nu$ on $\mathcal{F}_{\eta} \times \Sigma_{\eta}$ and a subsequence of $\boldsymbol{\omega}_{N}$, still denoted by $\boldsymbol{\omega}_{N}$, with the following properties. For every $F \in$ $C\left(\mathcal{F}_{\eta} \times \Sigma_{\eta}\right)$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int_{\mathcal{F}_{\eta}} \int_{\Omega} F\left(t, \boldsymbol{\omega}_{N}\right) d x d t=\int_{\mathcal{F}_{\eta} \times \Sigma_{\eta}} F(t, \boldsymbol{\omega}) d \nu(t, \boldsymbol{\omega}) . \tag{5.3}
\end{equation*}
$$

Moreover, there is a measurable family of Borel probability measures $\mu_{t}$, $t \in \mathcal{F}_{\eta}$, on $\Sigma_{\eta}$ such that

$$
\begin{equation*}
\int_{\mathcal{F}_{\eta} \times \Sigma_{\eta}} F(t, \boldsymbol{\omega}) d \nu(t, \boldsymbol{\omega})=\int_{\mathcal{T}_{\eta}}\left\{\int_{\Sigma_{\eta}} F(t, \boldsymbol{\omega}) d \mu_{t}(\boldsymbol{\omega})\right\} d t \tag{5.4}
\end{equation*}
$$

There is a set $\mathcal{F} \subset \mathcal{F}_{\eta}$ of full measure such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{\operatorname{meas}\left(I_{n} \cap \mathcal{F}_{\eta}\right)} \int_{\left(I_{n} \cap \mathcal{F}_{\eta}\right) \times \Sigma_{\eta}} F(\boldsymbol{\omega}) d \nu(\boldsymbol{\omega})=\int_{\Sigma_{\eta}} F(\boldsymbol{\omega}) d \mu_{t_{0}}(\boldsymbol{\omega}) \tag{5.5}
\end{equation*}
$$

for all $t_{0} \in \mathcal{F}$, for all continuous functions $F: \Sigma_{\eta} \rightarrow \mathbb{R}$, and for all intervals $I_{n}=\left[t_{n}, t_{0}\right]$ such that $t_{n} \rightarrow t_{0}$.

The following theorem specifies the structure of the support of the measure $\mu_{t}$. Recall that, in view of Theorem 2.17, there is a constant $c_{0}$ independent of $t$ and $N$ such that

$$
\begin{equation*}
\left\|\mathbf{u}_{N}(t)\right\|_{W^{2,6}(\Omega)} \leq c_{0} \text { for all } N \geq 1 \text { and } t \in[0, T] \tag{5.6}
\end{equation*}
$$

Theorem 5.2 There is a set $\mathcal{D}$ of full measure in $\mathcal{F}_{\eta}$ with the following property. For every $t_{0} \in \mathcal{D}$ and $\boldsymbol{\omega}=(\vartheta, \varphi) \in \operatorname{supp} \mu_{t_{0}}$, there is $\mathbf{u} \in W^{2,6}(\Omega)$ such that $\|\mathbf{u}\|_{W^{2,6}(\Omega)} \leq c_{0}$ and

$$
\begin{gather*}
\vartheta=v\left(t_{0}\right)+W\left(w\left(t_{0}\right)^{-1} D \mathbf{u}\right), \quad \varphi=\varphi\left(D^{2} \mathbf{u}, D \mathbf{u}, \vartheta, w\left(t_{0}\right)\right),  \tag{5.7}\\
\mathcal{H}\left(\mathbf{u}, v\left(t_{0}\right), w\left(t_{0}\right)\right)=\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right) \tag{5.8}
\end{gather*}
$$

Here $\varphi\left(D^{2} \mathbf{u}, D \mathbf{u}, \vartheta, w(t)\right)$ is given by (1.20e), and the functionals $\mathcal{H}, \mathbf{M}$ are given by (1.30) and (1.31).

The rest of this section is devoted to the proof of Theorems 5.1 and 5.2.
Proof of Theorem 5.1. Observe that the space $C\left(\mathcal{F}_{\eta} \times \Sigma_{\eta}\right)$ is separable; let $F_{k}, k \geq 1$, be a dense set in it. Applying the diagonal process we may assume that there is a subsequence of $\boldsymbol{\omega}_{N}$, still denoted by $\boldsymbol{\omega}_{N}$, such that the limit

$$
\lim _{N \rightarrow \infty} \int_{\mathcal{F}_{\eta}} \int_{\Omega} F_{k}\left(t, \boldsymbol{\omega}_{N}\right) d x d t=: \bar{F}_{k}
$$

exists for every $k \geq 1$. Since the set $\left\{F_{k}\right\}$ is dense in $C\left(\mathcal{F}_{\eta} \times \Sigma_{\eta}\right)$, the limit

$$
\lim _{N \rightarrow \infty} \int_{\mathcal{T}_{\eta}} \int_{\Omega} F\left(t, \boldsymbol{\omega}_{N}\right) d x d t=: \bar{F}
$$

exists for every $F \in C\left(\mathcal{F}_{\eta} \times \Sigma_{\eta}\right)$. Obviously the quantity $\bar{F}$ linearly depends on $F$ and satisfies

$$
|\bar{F}| \leq\|F\|_{C\left(\mathcal{F}_{\eta} \times \Sigma_{\eta}\right)}, \quad \bar{F} \geq 0 \text { for } F \geq 0 .
$$

Hence the mapping $F \mapsto \bar{F}$ define a continuous functional on $C\left(\mathcal{F}_{\eta} \times \Sigma_{\eta}\right)$. By the Riesz representation theorem, there exists a nonnegative Borel measure $\nu$ on $\mathcal{F}_{\eta} \times \Sigma_{\eta}$ such that

$$
\bar{F}=\int_{\mathcal{F}_{\eta} \times \Sigma_{\eta}} F(t, \boldsymbol{\omega}) d \nu(t, \boldsymbol{\omega}) .
$$

This leads to representation (5.3). If $F=F(t)$ is independent of $\boldsymbol{\omega}$, we have

$$
\int_{\mathcal{F}_{\eta}} F(t) d t=\int_{\mathcal{F}_{\eta} \times \Sigma_{\eta}} F(t) d \nu(t, \boldsymbol{\omega}) .
$$

This means that the projection of the measure $\nu$ on $\mathcal{F}_{\eta}$ coincides with the restriction of the Lebesgue measure to $\mathcal{F}_{\eta}$. Hence we can apply the disintegration theorem (see [2]) to obtain representation (5.4). It remains to note that (5.5) is a standard result of the theory of measure derivatives.

Proof of Theorem 5.2. The proof falls into three steps.
Step 1. Consider the following construction. By (4.1) the piecewise constant functions $\mathcal{H}\left(\mathbf{u}_{N}(t), v_{N}(t), \bar{w}_{N}(t)\right)$ converge to $\mathbf{M}(v(t), w(t))$ as $N \rightarrow \infty$ for a.e. $t \in \mathcal{F}_{\eta}$. Applying the Egoroff and Lusin theorems we conclude that for every $\delta>0$ there is a set $\mathcal{G}_{\delta} \subset \mathcal{F}_{\eta}$ such that meas $\left(\mathcal{F}_{\eta} \backslash \mathcal{G}_{\delta}\right)<\delta$ and

$$
\begin{equation*}
\mathcal{H}\left(\mathbf{u}_{N}, v_{N}, \bar{w}_{N}\right) \rightarrow \mathbf{M}(v, w) \text { in } C\left(\mathcal{G}_{\delta}\right) \tag{5.9}
\end{equation*}
$$

Step 2. Choose $\delta>0$ and let $t_{0}$ be a Lebesgue point of $\mathcal{G}_{\delta}$. Next, choose $\boldsymbol{\omega}_{0}=\left(\vartheta_{0}, \varphi_{0}\right) \in \operatorname{supp} \mu_{t_{0}} \subset X$. Let us prove that there are sequences $N_{k}$ and $t_{k} \in \mathcal{G}_{\delta}$ such that $t_{k} \nearrow t_{0}$ and $N_{k} \rightarrow \infty$ as $k \rightarrow \infty$, and

$$
\begin{equation*}
\boldsymbol{\omega}_{N_{k}}\left(t_{k}\right) \rightarrow \boldsymbol{\omega}_{0} \text { in } X \quad \text { as } k \rightarrow \infty . \tag{5.10}
\end{equation*}
$$

In other words, we have to prove that

$$
\begin{equation*}
\liminf _{\max \left\{N^{-1}, t_{0}-t\right\} \rightarrow 0}\left\|\boldsymbol{\omega}_{N}(t)-\boldsymbol{\omega}_{0}\right\|_{X}^{-1}=0 \tag{5.11}
\end{equation*}
$$

for $t \in \mathcal{G}_{\delta}$ and $t \leq t_{0}$. Suppose that (5.11) is false. Then there are $m>0$ and $\epsilon>0$ such that

$$
\begin{equation*}
\left\|\boldsymbol{\omega}_{N}(t)-\boldsymbol{\omega}_{0}\right\|_{X} \geq \epsilon \text { for } N \geq m, 0 \leq t_{0}-t \leq m^{-1}, t \in \mathcal{G}_{\delta} . \tag{5.12}
\end{equation*}
$$

Choose a continuous nonnegative function $g: X \rightarrow \mathbb{R}$ such that

$$
g(\boldsymbol{\omega})=0 \quad \text { for }\left\|\boldsymbol{\omega}-\boldsymbol{\omega}_{0}\right\|_{X} \geq \epsilon \quad \text { and } \quad g(\boldsymbol{\omega})=1 \quad \text { for }\left\|\boldsymbol{\omega}-\boldsymbol{\omega}_{0}\right\|_{X} \leq \epsilon / 2
$$

It follows from (5.12) that

$$
\begin{equation*}
g\left(\boldsymbol{\omega}_{N}(t)\right)=0 \text { for } N \geq m, 0 \leq t_{0}-t \leq m^{-1}, t \in \mathcal{G}_{\delta} . \tag{5.13}
\end{equation*}
$$

Now choose $n \geq m$ and set $I_{n}=\left[t_{0}-1 / n, t_{0}\right]$. It follows from (5.13) that

$$
g\left(\boldsymbol{\omega}_{N}(t)\right)=0 \text { for } t \in I_{n} \cap \mathcal{G}_{\delta} \text { and } N \geq m
$$

Noting that $I_{n} \subset\left(I_{n} \backslash \mathcal{G}_{\delta}\right) \cup\left(I_{n} \cap \mathcal{G}_{\delta}\right)$ we obtain

$$
\begin{equation*}
\int_{I_{n} \cap \mathcal{F}_{\eta}} g\left(\boldsymbol{\omega}_{N}(t)\right) d t \leq \int_{\left(I_{n} \backslash \mathcal{G}_{\delta}\right)} g\left(\boldsymbol{\omega}_{N}(t)\right) d t \leq \operatorname{meas}\left(I_{n} \backslash \mathcal{G}_{\delta}\right) \equiv \sigma_{n} \tag{5.14}
\end{equation*}
$$

for all sufficiently large $N$. Letting $N \rightarrow \infty$ and recalling (5.3) we arrive at

$$
\begin{equation*}
\int_{\left(I_{n} \cap \mathcal{F}_{\eta}\right) \times \Sigma_{\eta}} g(\boldsymbol{\omega}) d \nu(t, \boldsymbol{\omega})=\lim _{N \rightarrow \infty} \int_{\left(I_{n} \cap \mathcal{F}_{\eta}\right)} g\left(\boldsymbol{\omega}_{N}(t)\right) d t \leq \sigma_{n} \tag{5.15}
\end{equation*}
$$

Since $t_{0}$ is a Lebesgue point of $\mathcal{G}_{\delta}$, we have $\lim _{n \rightarrow \infty} n \sigma_{n}=0$. Combining this with (5.5) we obtain

$$
\int_{\Sigma_{\eta}} g(\boldsymbol{\omega}) d \mu_{t_{0}}(\boldsymbol{\omega})=\lim _{n \rightarrow \infty} n \int_{\left(I_{n} \cap \mathcal{F}_{\eta}\right) \times \Sigma_{\eta}} g(\boldsymbol{\omega}) d \nu(t, \boldsymbol{\omega})=0 .
$$

Since $g$ is positive in a neighborhood of $\boldsymbol{\omega}_{0}$, this equality contradicts the inclusion $\boldsymbol{\omega}_{0} \in \operatorname{supp} \mu_{t_{0}}$, thus proving (5.10).
Step 3. Let $N_{k}$ and $t_{k} \in \mathcal{G}_{\delta}$ satisfy condition (5.10). It follows from definition (2.2), (2.8) of the approximate solution that

$$
\begin{array}{r}
\vartheta_{N_{k}}\left(t_{k}\right)=v_{N_{k}}\left(t_{k}\right)+W\left(\bar{w}_{N_{k}}\left(t_{k}\right)^{-1} D \mathbf{u}_{N_{k}}\left(t_{k}\right)\right), \\
\varphi_{N_{k}}\left(t_{k}\right)=\varphi\left(D^{2} \mathbf{u}_{N_{k}}(t), D \mathbf{u}_{N_{k}}(t), \vartheta_{N_{k}}(t), w_{N_{k}}(t)\right) . \tag{5.16}
\end{array}
$$

Since $\mathcal{G}_{\delta} \subset \mathcal{T}_{\eta}$, relations (3.4) and (3.5) in Theorem 3.2 imply

$$
\begin{equation*}
v_{N_{k}} \rightarrow v \text { in } C\left(\mathcal{G}_{\delta} ; L^{p}(\Omega)\right), \quad \bar{w}_{N_{k}}^{ \pm 1}, w_{N_{k}}^{ \pm 1} \rightarrow w^{ \pm 1} \quad \text { in } C\left(\mathcal{G}_{\delta} ; L^{\alpha}(\Omega)\right) \tag{5.17}
\end{equation*}
$$

for every $\alpha \in[1, \infty)$ and every $p$ satisfying (2.20). In particular, these relations hold for every $p \in[1,6)$. Moreover the mappings $v: \mathcal{G}_{\delta} \rightarrow L^{p}(\Omega)$ and $v: \mathcal{G}_{\delta} \rightarrow L^{\alpha}(\Omega)$ are continuous. It follows that

$$
\begin{equation*}
v_{N_{k}}\left(t_{k}\right) \rightarrow v\left(t_{0}\right) \quad \text { in } L^{p}(\Omega), \quad \bar{w}_{N_{k}}\left(t_{k}\right)^{ \pm 1}, w_{N_{k}}\left(t_{k}\right)^{ \pm 1} \rightarrow w\left(t_{0}\right)^{ \pm 1} \quad \text { in } L^{\alpha}(\Omega) . \tag{5.18}
\end{equation*}
$$

After passing to a subsequence we may assume that
$v_{N_{k}}\left(t_{k}\right) \rightarrow v\left(t_{0}\right), \bar{w}_{N_{k}}\left(t_{k}\right)^{ \pm 1} \rightarrow w\left(t_{0}\right)^{ \pm 1}, w_{N_{k}}\left(t_{k}\right)^{ \pm 1}(t) \rightarrow w\left(t_{0}\right)^{ \pm 1}$ a.e. in $\Omega$.
Next, estimates (2.17) and (2.18) in Theorem 2.2 imply

$$
\begin{equation*}
\left\|\mathbf{u}_{N_{k}}\left(t_{k}\right)\right\|_{W^{2,6}(\Omega)} \leq c_{0}, \quad\left\|\bar{w}_{N_{K}}\left(t_{k}\right)^{-1} \Delta \mathbf{u}_{N_{k}}\left(t_{k}\right)\right\|_{W^{1,2}(\Omega)} \leq c \tag{5.20}
\end{equation*}
$$

Notice that the embeddings $W^{2,6}(\Omega) \hookrightarrow C^{1}(\Omega)$ and $W^{1,2}(\Omega) \hookrightarrow L^{2}(\Omega)$ are compact. Since the functions $\bar{w}_{N_{k}}\left(t_{k}\right)^{ \pm 1}$ are uniformly bounded and converge to $\bar{w}\left(t_{0}\right)^{ \pm 1}$, we can assume after passing to a subsequence that

$$
\begin{array}{ll}
\Delta \mathbf{u}_{N_{k}}\left(t_{k}\right) \rightarrow \Delta \mathbf{u} \text { weakly in } L^{6}(\Omega), & D \mathbf{u}_{N_{k}}\left(t_{k}\right) \rightarrow D \mathbf{u} \text { in } C(\Omega),  \tag{5.21}\\
& \Delta \mathbf{u}_{N_{k}}\left(t_{k}\right) \rightarrow \Delta \mathbf{u} \text { a.e. in } \Omega
\end{array}
$$

for some $\mathbf{u} \in W^{2,6}(\Omega)$ satisfying (5.20). Letting $k \rightarrow \infty$ in identities (5.16) and using relations (5.19) and (5.21) we arrive at

$$
\begin{gather*}
\vartheta_{N_{k}}\left(t_{k}\right) \rightarrow v\left(t_{0}\right)+W\left(w\left(t_{0}\right)^{-1} D \mathbf{u}\right) \equiv \tilde{\vartheta} \text { a.e. in } \Omega  \tag{5.22}\\
\quad \varphi_{N_{k}}\left(t_{k}\right) \rightarrow \varphi\left(D^{2} \mathbf{u}, D \mathbf{u}, \tilde{\vartheta}, w\left(t_{0}\right)\right) \text { a.e. in } \Omega
\end{gather*}
$$

On the other hand, relations (5.10) imply

$$
\boldsymbol{\omega}_{N_{k}}\left(t_{k}\right)=\left(\vartheta_{N_{k}}\left(t_{k}\right), \varphi_{N_{k}}\left(t_{k}\right)\right) \rightarrow \boldsymbol{\omega}\left(t_{0}\right)=\left(\vartheta_{0}, \varphi_{0}\right) \text { in } X \text { as } k \rightarrow \infty
$$

Thus we get $\tilde{\vartheta}=\vartheta_{0}$. It follows from this and (5.22) that

$$
\begin{equation*}
\vartheta_{0}=v\left(t_{0}\right)+W\left(w\left(t_{0}\right)^{-1} D \mathbf{u}\right), \quad \varphi_{0}=\varphi\left(D^{2} \mathbf{u}, D \mathbf{u}, \vartheta_{0}, w\left(t_{0}\right)\right) \tag{5.23}
\end{equation*}
$$

which gives the desired relation (5.7). It remains to prove that $\mathbf{u}$ is a minimizer of the functional $\mathcal{H}\left(\cdot, v\left(t_{0}\right), w\left(t_{0}\right)\right)$. Notice that

$$
\begin{align*}
& \mathcal{H}\left(\mathbf{u}_{N_{k}}\left(t_{k}\right), v_{N_{k}}\left(t_{k}\right), w_{N_{k}}\left(t_{k}\right)\right)= \\
& \quad \int_{\Omega}\left(\frac{1}{2 w_{N_{k}}\left(t_{k}\right)}\left|\Delta \mathbf{u}_{N_{k}}\left(t_{k}\right)\right|^{2}+w_{N_{k}}\left(t_{k}\right)^{3} W\left(w_{N_{k}}\left(t_{k}\right)^{-1} D \mathbf{u}_{N_{k}}\left(t_{k}\right)\right)\right) d x+ \\
& \frac{1}{2} \int_{\Omega}\left(w_{N_{k}}\left(t_{k}\right)^{3}\left(v_{N_{k}}\left(t_{k}\right)+W\left(w_{N_{k}}\left(t_{k}\right)^{-1} D \mathbf{u}_{N_{k}}\left(t_{k}\right)\right)^{2}-\mathbf{f} \cdot \mathbf{u}_{N_{k}}\left(t_{k}\right)\right) d x .\right. \tag{5.24}
\end{align*}
$$

Relations (5.17) and (5.21) imply

$$
\begin{array}{r}
\liminf _{N \rightarrow \infty} \int_{\Omega} \frac{1}{w_{N_{k}}\left(t_{k}\right)}\left|\Delta \mathbf{u}_{N_{k}}\left(t_{k}\right)\right|^{2} d x \geq \int_{\Omega} \frac{1}{w\left(t_{0}\right)}|\Delta \mathbf{u}|^{2} d x \\
\lim _{N \rightarrow \infty} \int_{\Omega}\left(w_{N_{k}}\left(t_{k}\right)\right)^{3}\left(v_{N_{k}}\left(t_{k}\right)+W\left(w_{N_{k}}\left(t_{k}\right)^{-1} D \mathbf{u}_{N_{k}}\left(t_{k}\right)\right)^{2} d x=\right. \\
\int_{\Omega} w\left(t_{0}\right)^{3}\left(v\left(t_{0}\right)+W\left(w\left(t_{0}\right)^{-1} D \mathbf{u}\right)^{2} d x .\right.
\end{array}
$$

From this and (5.17) we conclude that

$$
\begin{aligned}
\mathcal{H}\left(\mathbf{u}, v\left(t_{0}\right), w\left(t_{0}\right)\right) & \leq \liminf _{k \rightarrow \infty} \boldsymbol{\mathcal { H }}\left(\mathbf{u}_{N_{k}}\left(t_{k}\right), v_{N_{k}}\left(t_{k}\right), w_{N_{k}}\left(t_{k}\right)\right) \\
& =\liminf _{k \rightarrow \infty} \boldsymbol{\mathcal { H }}\left(\mathbf{u}_{N_{k}}\left(t_{k}\right), v_{N_{k}}\left(t_{k}\right), \bar{w}_{N_{k}}\left(t_{k}\right)\right) .
\end{aligned}
$$

On the other hand, relations (5.9) yield

$$
\liminf _{k \rightarrow \infty} \boldsymbol{\mathcal { H }}\left(\mathbf{u}_{N_{k}}\left(t_{k}\right), v_{N_{k}}\left(t_{k}\right), \bar{w}_{N_{k}}\left(t_{k}\right)\right)=\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right) .
$$

Combining these results we arrive at the inequality

$$
\begin{equation*}
\mathcal{H}\left(\mathbf{u}, v\left(t_{0}\right), w\left(t_{0}\right)\right) \leq \mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right) . \tag{5.25}
\end{equation*}
$$

Hence $\mathbf{u}$ is a minimizer of $\mathcal{H}\left(\cdot, v\left(t_{0}\right), w\left(t_{0}\right)\right)$ and we have $\mathcal{H}\left(\mathbf{u}, v\left(t_{0}\right), w\left(t_{0}\right)\right)=$ $\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)$. It follows that the desired relation (5.8) holds for all $t_{0} \in \mathcal{G}_{\delta}$. Letting $\delta \rightarrow 0$ we conclude that (5.8) is fulfilled for a.e. $t_{0} \in \mathcal{F}_{\eta}$. This completes the proof of Theorem 5.2.

## 6 Strong convergence of temperature and Eshelby tensor

In this section we employ the results obtained in Sections 4 and 5 in order to prove the strong convergence of sequences $\vartheta_{N}$ and $\varphi_{N}$. This result is given by the following
Theorem 6.1 Let exponents ( $r, p$ ) and ( $s, q$ ) satisfy inequalities (2.20) and $\left(\vartheta^{*}, \varphi^{*}\right)$ be defined by (4.4). Then

$$
\begin{equation*}
\vartheta_{N} \rightarrow \vartheta^{*} \text { in } L^{r}\left(0, T ; L^{p}(\Omega)\right), \quad \varphi_{N} \rightarrow \varphi^{*} \quad \text { in } L^{s}\left(0, T ; L^{q}(\Omega)\right) \tag{6.1}
\end{equation*}
$$

For almost every $t \in(0, T)$, there is a function $\mathbf{u} \in \mathcal{W}^{2,2}+\mathbf{h}$ such that $\|\mathbf{u}\|_{W^{2,6}(\Omega)} \leq c_{0}$ and

$$
\begin{gather*}
\vartheta^{*}(t)=v(t)+W\left(w(t)^{-1} D \mathbf{u}\right), \quad \varphi^{*}(t)=\varphi\left(D^{2} \mathbf{u}, D \mathbf{u}, \vartheta^{*}(t), w(t)\right),  \tag{6.2}\\
\mathcal{H}(\mathbf{u}, v(t), w(t))=\mathbf{M}(v(t), w(t)), \tag{6.3}
\end{gather*}
$$

i.e., $\mathbf{u}$ is a minimizer of the functional $\mathcal{H}(\cdot, v(t), w(t))$.

The rest of the section is devoted to the proof of Theorem 6.1. We split the proof into the sequence of lemmas. First we prove that the dissipation energy rate $\Pi$ given by (1.32) is integrable with respect to the measure $\mu_{t}$. Notice that $\mu_{t}$ is defined on the compact subset $\Sigma_{\eta}$ of space $X=L^{p}(\Omega) \times L^{q}(\Omega)$, while $\Pi$ is defined on the space $W^{1,2}(\Omega) \times L^{q}(\Omega)$. The energy dissipation rate $\Pi$ can be considered as a discontinuous unbounded functional defined on the dense subspace of $X$. However, we intend to prove that $\Pi(\vartheta, \varphi)$ is integrable over the measure $\mu_{t}$. The proof is based on the special approximation of $\Pi$ which is defined as follows. Recall decomposition (1.33) of $\Pi$,

$$
\begin{equation*}
\Pi(\vartheta, \varphi)=\Pi_{0}(\vartheta, \vartheta)+\Pi_{1}(H(\varphi), \varphi) \tag{6.4}
\end{equation*}
$$

where the bilinear forms $\Pi_{i}$ are given by

$$
\begin{equation*}
\Pi_{0}(\vartheta, v)=\int_{\Omega} \nabla \vartheta \nabla v d x+\int_{\partial \Omega} \vartheta v d s, \quad \Pi_{1}(\psi, \varphi)=\int_{\Omega} \psi \varphi d x \tag{6.5}
\end{equation*}
$$

In view of the general theory of the second order elliptic equations, see [9], the spectral problem

$$
\begin{equation*}
-\Delta \zeta=\lambda \zeta \text { in } \Omega, \quad \partial_{n} \zeta+\zeta=0 \text { on } \partial \Omega \tag{6.6}
\end{equation*}
$$

has a countable set of eigenvalues $\lambda_{k}>0, k \geq 1$, and eigenfunctions $\zeta_{k} \in$ $W^{2,2}(\Omega), k \geq 1$. The eigenfunctions form an orthonormal basis in $L^{2}(\Omega)$ and an orthogonal basis in $W^{1,2}(\Omega)$. Every element $\vartheta \in L^{2}(\Omega)$ admits the representation

$$
\begin{equation*}
\vartheta=\sum_{k} \vartheta_{k} \zeta_{k}, \quad \vartheta_{k}=\int_{\Omega} \vartheta \zeta_{k} d x \tag{6.7}
\end{equation*}
$$

In particular, the Bessel identity implies the relations

$$
\begin{equation*}
\|\vartheta\|_{L^{2}(\Omega)}^{2}=\sum_{k}\left|\vartheta_{k}\right|^{2}, \quad \Pi_{0}(\vartheta, \vartheta)=\sum_{k} \lambda_{k}\left|\vartheta_{k}\right|^{2} \tag{6.8}
\end{equation*}
$$

Now set

$$
\begin{equation*}
\Pi^{(n)}(\vartheta, \varphi)=\Pi_{0}^{(n)}(\vartheta, \vartheta)+\Pi_{1}(H(\varphi), \varphi) \tag{6.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi_{0}^{(n)}(\vartheta, v)=\Pi_{0}\left(P_{n} \vartheta, P_{n} v\right), \quad P_{n} \vartheta=\sum_{k=1}^{n} \vartheta_{k} \zeta_{k} \tag{6.10}
\end{equation*}
$$

For every $v \in W^{1,2}(\Omega)$ and $\psi \in L^{\infty}(\Omega)$ define the linear forms

$$
\begin{array}{r}
\Gamma(\vartheta, \varphi):=\Pi_{0}(\vartheta, v)+\Pi_{1}(\psi, \varphi), \\
\Gamma^{(n)}(\vartheta, \varphi):=\Pi_{0}\left(P_{n} \vartheta, P_{n} v\right)+\Pi_{1}(\psi, \varphi) . \tag{6.11}
\end{array}
$$

The following Lemma describe the properties of $\Pi$ and $\Gamma$ and their approximations.

Lemma 6.1 The functions $\Pi, \Gamma: W^{1,2}(\Omega) \times L^{1}(\Omega) \rightarrow \mathbb{R}$ and $\Pi^{(n)}, \Gamma^{(n)}$ : $L^{1}(\Omega) \times L^{1}(\Omega) \rightarrow \mathbb{R}$ are continuous. In particular, $\Pi^{(n)}$ and $\Gamma^{(n)}$ are continuous on the Banach space $X$. For every $\boldsymbol{\omega}=(\vartheta, \varphi) \in X$ we have

$$
\begin{gather*}
\Pi^{(n)}(\boldsymbol{\omega}) \nearrow \Pi(\boldsymbol{\omega}) \text { when } \vartheta \in W^{1,2}(\Omega) \text { and } \Pi^{(n)}(\boldsymbol{\omega}) \nearrow \infty \text { otherwise }  \tag{6.12}\\
\Gamma^{(n)}(\boldsymbol{\omega}) \tag{6.13}
\end{gather*} \rightarrow \Gamma(\boldsymbol{\omega}) \text { when } \vartheta \in W^{1,2}(\Omega)
$$

as $n \rightarrow \infty$
Proof The continuity of functions $\Pi, \Gamma$ is obvious. The continuity of $\Pi^{(n)}, \Gamma^{(n)}$ : $L^{1}(\Omega) \times L^{1}(\Omega) \rightarrow \mathbb{R}$ obviously follows from the representations

$$
\begin{gathered}
\Pi^{(n)}(\boldsymbol{\omega})=\sum_{k=1}^{n} \lambda_{k}\left(\int_{\Omega} \vartheta \zeta_{k} d x\right)^{2}+\int_{\Omega} H(\varphi) \varphi d x, \\
\Gamma^{(n)}=\int_{\Omega}\left(v^{(n)} \vartheta+\psi \varphi\right) d x, \quad v^{(n)}=\sum_{1}^{n} \lambda_{k} \psi_{k} \zeta_{k} \in C(\Omega) .
\end{gathered}
$$

Since $\Pi_{0}(\vartheta, \vartheta)$ determines the norm in $W^{1,2}(\Omega)$, relation (6.12) obviously follows from representations (6.9) and (6.10). Since $\zeta_{k}$ form the orthogonal basis in $W^{1,2}(\Omega)$, the sequence $P_{n} \vartheta$ converges $\vartheta$ in $W^{1,2}(\Omega)$, which along with (6.11) yields (6.13).

The next Lemma constitutes the differentiability of the marginal function.
Lemma 6.2 There is a set $\mathcal{Q}$ of the full measure in $(0, T)$ with the following properties. For every $t_{0} \in \mathcal{D}$ we have

$$
\begin{equation*}
\frac{1}{t_{0}-t}\left(\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)-\mathbf{M}(v(t), w(t)) \rightarrow \mathbf{M}^{\prime}\left(t_{0}\right) \in(-\infty, 0],\right. \tag{6.14}
\end{equation*}
$$

as $t \nearrow t_{0}$ and $t \in \mathcal{Q}$.

Proof Since $\Pi_{0}$ is nonnegative, inequality (4.2) in Theorem 4.1 implies that

$$
\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)-\mathbf{M}(v(t), w(t)) \leq 0
$$

for almost all $0<t<t_{0}<T$. In other words, there is a set $\mathcal{Q}_{1}$ of full measure in $[0, T]$ such that this inequality holds true for all $t<t_{0}$ in this set. Hence the function $\mathbf{M}(v(t), w(t))$ decreases on $\mathcal{Q}_{1}$. Obviously, it can be extended to a decreasing function to the whole interval $[0, T]$. Hence there is a set $\mathcal{Q} \subset \mathcal{Q}_{1}$ of full measure in $(0, T)$ such that the extended function has the non-positive finite derivative $M^{\prime}\left(t_{0}\right)$ at every point of $\mathcal{Q}$.

Without loss of generality we can assume that $\mathcal{Q}$ contains the set $\mathcal{D}$ given by Theorem 5.2. To this end, it suffices to replace $\mathcal{D}$ by $\mathcal{D} \cap \mathcal{Q}$. Thus we can assume that the marginal function is differentiable on $\mathcal{D}$. The following lemma constitutes the integrability of the functions $\Pi$ and $\Gamma$ with respect to the measure $\mu_{t}$.

Lemma 6.3 For every $t_{0} \in \mathcal{D}$ and all $v \in W^{1,2}(\Omega), \psi \in L^{\infty}(\Omega)$, the functions

$$
\begin{equation*}
(\vartheta, \varphi) \mapsto \Pi(\vartheta, \varphi) \quad \text { and } \quad(\vartheta, \varphi) \mapsto \Gamma(\vartheta, \varphi) \tag{6.15}
\end{equation*}
$$

are integrable with respect to the measure $\mu_{t_{0}}$ given by Theorem 5.1. Moreover, we have

$$
\begin{equation*}
\int_{\Sigma_{\eta}} \Pi(\omega) d \mu_{t_{0}}(\boldsymbol{\omega}) \leq-M^{\prime}\left(t_{0}\right) \tag{6.16}
\end{equation*}
$$

Proof Choose $t_{1}, t_{0} \in \mathcal{D}$ with $0<t_{1}<t_{0}$. Recall definition (2.9) of the function $\bar{\vartheta}_{N}$. Since $0 \leq \Pi_{0}^{(n)} \leq \Pi_{0}$, we have

$$
\begin{aligned}
& \left.\int_{\left(t_{1}+\tau, t_{0}\right) \cap \mathcal{F}_{\eta}} \Pi_{0}^{(n)}\left(\vartheta_{N}, \vartheta_{N}\right)+\int_{\left(t_{1}+\tau, t_{0}-\tau\right) \cap \mathcal{F}_{\eta}} \Pi_{0}^{(n)}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right)\right) \\
& \left.\leq \frac{1}{2} \int_{\left(t_{1}+\tau, t_{0}\right)} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right)+\frac{1}{2} \int_{\left(t_{1}+\tau, t_{0}-\tau\right) \cap} \Pi_{0}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right)\right) .
\end{aligned}
$$

It follows from this and inequality (4.2) in Theorem 4.1 that

$$
\begin{array}{r}
\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)-\mathbf{M}\left(v\left(t_{1}\right), w\left(t_{1}\right)\right)+ \\
\limsup _{N \rightarrow \infty}\left\{\int_{\left(t_{1}+\tau, t_{0}\right) \cap \mathcal{F}_{\eta}} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right)\right. \\
+\frac{1}{2} \int_{\left(t_{1}+\tau, t_{0}\right) \cap \mathcal{F}_{\eta}} \Pi_{0}^{(n)}\left(\vartheta_{N}, \vartheta_{N}\right) d s+  \tag{6.17}\\
\left.\frac{1}{2} \int_{\left(t_{1}+\tau, t_{0}-\tau\right) \cap \mathcal{F}_{\eta}} \Pi_{0}^{(n)}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right) d s\right\} \leq 0 .
\end{array}
$$

Notice that the quadratic form $\Pi_{0}^{(n)}: L^{2}(\Omega) \times L^{2}(\Omega) \rightarrow \mathbb{R}$ is continuous. Next, estimate (2.13) in Theorem 2.1 implies that

$$
\int_{0}^{t_{0}}\left\|\vartheta_{N}-\bar{\vartheta}_{N}\right\|_{L^{2}(\Omega)}^{2} d t \rightarrow 0 \text { as } N \rightarrow \infty
$$

In particular, we have

$$
\int_{0}^{t_{0}} \Pi_{0}^{(n)}\left(\vartheta_{N}-\bar{\vartheta}_{N}, \vartheta_{N}-\bar{\vartheta}_{N}\right) d t \rightarrow 0 \text { as } N \rightarrow \infty
$$

Since the quadratic form $\Pi^{(n)}$ is nonnegative, the Cauchy inequality implies the estimate

$$
\begin{aligned}
& \Pi_{0}^{(n)}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right)-\Pi_{0}^{(n)}\left(\vartheta_{N}, \vartheta_{N}\right) \leq \\
& \\
& \delta \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right)+\delta^{-1} \Pi_{0}^{(n)}\left(\vartheta_{N}-\bar{\vartheta}_{N}, \vartheta_{N}-\bar{\vartheta}_{N}\right)
\end{aligned}
$$

It follows from this and energy estimate (2.12) that
$\int_{0}^{t_{0}}\left|\Pi_{0}^{(n)}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right)-\Pi_{0}^{(n)}\left(\vartheta_{N}, \vartheta_{N}\right)\right| d t \leq c \delta+\delta^{-1} \int_{0}^{t_{0}} \Pi_{0}^{(n)}\left(\vartheta_{N}-\bar{\vartheta}_{N}, \vartheta_{N}-\bar{\vartheta}_{N}\right)$.
Letting $N \rightarrow \infty$ we obtain

$$
\limsup _{N \rightarrow \infty} \int_{0}^{t_{0}}\left|\Pi_{0}^{(n)}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right)-\Pi_{0}^{(n)}\left(\vartheta_{N}, \vartheta_{N}\right)\right| d t \leq c \delta \rightarrow 0 \text { as } \delta \rightarrow 0 .
$$

It follows that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int_{\left(t_{1}+\tau, t_{0}-\tau\right) \cap \mathcal{F}_{\eta}}\left(\Pi_{0}^{(n)}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right)-\Pi_{0}^{(n)}\left(\vartheta_{N}, \vartheta_{N}\right)\right) d t=0 \tag{6.18}
\end{equation*}
$$

Combining this relation with (6.17) we arrive at the inequality

$$
\begin{align*}
& \mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)-\mathbf{M}\left(v\left(t_{1}\right), w\left(t_{1}\right)\right)+\limsup _{N \rightarrow \infty}\left\{\int_{\left(t_{1}+\tau, t_{0}\right) \cap \mathcal{F}_{\eta}} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right)\right. \\
+ & \left.\frac{1}{2} \int_{\left(t_{1}+\tau, t_{0}\right) \cap \mathcal{F}_{\eta}} \Pi_{0}^{(n)}\left(\vartheta_{N}, \vartheta_{N}\right) d s+\frac{1}{2} \int_{\left(t_{1}+\tau, t_{0}-\tau\right) \cap \mathcal{F}_{\eta}} \Pi_{0}^{(n)}\left(\vartheta_{N}, \vartheta_{N}\right) d s\right\} \leq 0 . \tag{6.19}
\end{align*}
$$

In view of (5.2) and Theorem 3.2 the functions $\boldsymbol{\omega}_{N}(t), t \in \mathcal{F}_{\eta}$, belong to the set $\left.\mathfrak{F}_{( } \eta\right)$ which is relatively compact in $X$. Hence for a fixed $n$, the functions $\Pi^{(n)}\left(\vartheta_{N}(t), \varphi_{N}(t)\right)$ are uniformly bounded on $\mathcal{F}_{\eta}$. Hence the functions $\Pi_{0}^{(n)}\left(\vartheta_{N}, \vartheta_{N}\right)(t)$ and $\Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right)$ are bounded on $\mathcal{F}_{\eta}$ uniformly in $N$. Since $\tau \rightarrow 0$ as $N \rightarrow \infty$, we have

$$
\begin{aligned}
& \limsup _{N \rightarrow \infty}\left\{\int_{\left(t_{1}+\tau, t_{0}\right) \cap \mathcal{F}_{\eta}} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right)+\frac{1}{2} \int_{\left(t_{1}+\tau, t_{0}\right) \cap \mathcal{F}_{\eta}} \Pi_{0}^{(n)}\left(\vartheta_{N}, \vartheta_{N}\right) d s\right. \\
+ & \left.\frac{1}{2} \int_{\left(t_{1}+\tau, t_{0}-\tau\right) \cap \mathcal{F}_{\eta}} \Pi_{0}^{(n)}\left(\vartheta_{N}, \vartheta_{N}\right) d s\right\}=\limsup _{N \rightarrow \infty} \int_{\left(t_{1}, t_{0}\right) \cap \mathcal{F}_{\eta}} \Pi^{(n)}\left(\vartheta_{N}, \varphi_{N}\right) d t .
\end{aligned}
$$

Here we use the identity

$$
\Pi_{0}^{(n)}\left(\vartheta_{N}, \vartheta_{N}\right)+\Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right)=\Pi^{(n)}\left(\vartheta_{N}, \varphi_{N}\right)
$$

Combining this result with (6.19) we arrive at the inequality

$$
\limsup _{N \rightarrow \infty} \int_{\left(t_{1}, t_{0}\right) \cap \mathcal{F}_{\eta}} \Pi^{(n)}\left(\vartheta_{N}(t), \varphi_{N}(t)\right) d t \leq-\left\{\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)-\mathbf{M}\left(v\left(t_{1}\right), w\left(t_{1}\right)\right)\right\} .
$$

In view of Lemma $6.13 \Pi^{(n)}(\boldsymbol{\omega})$ is continuous in $X$. Hence we can apply Theorem 5.1 to obtain

$$
\lim _{N \rightarrow \infty} \int_{\left[t_{1}, t_{0}\right] \cap \mathcal{F}_{\eta}} \Pi^{(n)}\left(\vartheta_{N}, \varphi_{N}\right) d t=\int_{\left[t_{0}, t_{1}\right] \cap \mathcal{F}_{\eta} \times \Sigma_{\eta}} \Pi^{(n)}(\boldsymbol{\omega}) d \nu(\boldsymbol{\omega})
$$

where $\boldsymbol{\omega}=(\vartheta, \varphi)$. Thus we get

$$
\begin{equation*}
\int_{\left[t_{0}, t_{1}\right] \cap \mathcal{F}_{\eta} \times \Sigma_{\eta}} \Pi^{(n)}(\boldsymbol{\omega}) d \nu \leq-\left\{\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)-\mathbf{M}\left(v\left(t_{1}\right), w\left(t_{1}\right)\right)\right\} . \tag{6.20}
\end{equation*}
$$

Since $t_{0} \in \mathcal{D} \subset \mathcal{F}$ we can apply the relation (5.5) in Theorem 5.1 to obtain

$$
\begin{equation*}
\lim _{t_{1} \rightarrow t_{0}} \frac{1}{t_{0}-t_{1}} \int_{\left[t_{0}, t_{1}\right] \cap \mathcal{T}_{\eta} \times \Sigma_{\eta}} \Pi^{(n)}(\boldsymbol{\omega}) d \nu=\int_{\Sigma_{\eta}} \Pi^{(n)}(\boldsymbol{\omega}) d \mu_{t_{0}}(\boldsymbol{\omega}) \tag{6.21}
\end{equation*}
$$

On the other hand, Lemma 6.3 yields

$$
\begin{equation*}
\lim _{t_{1} \rightarrow t_{0}} \frac{1}{t_{0}-t_{1}}\left\{\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)-\mathbf{M}\left(v\left(t_{1}\right), w\left(t_{1}\right)\right)\right\}=\mathbf{M}^{\prime}\left(t_{0}\right) \tag{6.22}
\end{equation*}
$$

Combining relations (6.21) and (6.22) with inequality (6.20) we obtain

$$
\begin{equation*}
\int_{\Sigma_{\eta}} \Pi^{(n)}(\omega) d \mu_{t_{0}}(\boldsymbol{\omega}) \leq-\mathbf{M}^{\prime}\left(t_{0}\right) \tag{6.23}
\end{equation*}
$$

Relation (6.12) in Lemma 6.1 implies that the sequence $\Pi^{(n)}(\boldsymbol{\omega})$ increases and converges to $\Pi(\boldsymbol{\omega})$. Letting $n \rightarrow \infty$ in (6.23) and applying the Fatou theorem we conclude that the function $\Pi$ is integrable with respect to the measure $\mu_{t_{0}}$ and satisfies inequality (6.16).

Let us prove the integrability of $\Gamma$. Choose $v \in W^{1,2}(\Omega)$ and $\psi \in L^{\infty}(\Omega)$. It follows from the Cauchy inequality that

$$
\Pi_{0}(\vartheta, v) \leq \Pi_{0}(\vartheta, \vartheta)^{1 / 2} \Pi_{0}(v, v)^{1 / 2} \leq c \Pi_{0}(\vartheta, \vartheta)^{1 / 2} \leq c \Pi(\vartheta, \varphi)^{1 / 2}
$$

It follows from this and the representation (6.9) that

$$
|\Gamma(\vartheta, \varphi)| \leq c(1+\Pi(\vartheta, \varphi))
$$

Hence $\Gamma$ has the integrable majorant. Since $\vartheta \in W^{1,2}(\Omega)$ almost everywhere on the support $\mu_{t_{0}}$, it follows that the continuous functions $\Gamma^{(n)} \rightarrow \Gamma \mu_{t_{0}}$ almost everywhere. Hence the function $\Gamma$ is measurable and integrable withy respect to $\mu_{t_{0}}$.

The following lemma plays a key role in the proof of Theorem 6.1.

Lemma 6.4 The inequality

$$
\begin{equation*}
\int_{\Sigma_{\eta}} \Pi(\vartheta, \varphi) d \mu_{t_{0}} \leq \int_{\Sigma_{\eta}}\left(\Pi_{0}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right)+\Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi\right)\right) d \mu_{t_{0}} \tag{6.24}
\end{equation*}
$$

holds true for every $t_{0} \in \mathcal{D}$. Here $\vartheta^{*}$ and $H^{*}$ are the weak limits of $\vartheta_{N}$ and $H\left(\varphi_{N}\right)$ defined by (4.4).

Proof. Choose $t_{0} \in \mathcal{D} \subset \mathcal{F}_{\eta}$. Recall that $\mathcal{F}_{\eta} \in \mathcal{C}_{\eta}$, where $\mathcal{C}_{\eta}$ is given by (4.6). It follows from (4.6) that $\vartheta^{*}\left(t_{0}\right) \in W^{1,2}(\Omega)$. By virtue of Theorem 5.2 , every element $\boldsymbol{\omega}=(\vartheta, \varphi) \in \operatorname{supp} \mu_{t_{0}}$ has representation (5.7). Moreover, it follows from Lemma 6.3 that $\vartheta \in W^{1,2}(\Omega) \mu_{t_{0}}$ - almost everywhere. Hence $\boldsymbol{\omega}$ meets all requirements of Theorem $4.2 \mu_{t_{0}}$ - almost everywhere. In view of relation (4.9) in this theorem the inequality

$$
\begin{aligned}
\Pi_{0}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right)+ & \Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi\right) \geq \\
& \quad-\liminf _{t_{1} \nearrow t_{0}} \frac{1}{t_{0}-t_{1}}\left\{\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)-\mathbf{M}\left(v\left(t_{1}\right), w\left(t_{1}\right)\right)\right\}
\end{aligned}
$$

holds true for all $t_{1} \in \mathcal{D}$. From this and relation (6.14) in Lemma 6.2 we obtain

$$
\Pi_{0}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right)+\Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi\right) \geq-\mathbf{M}^{\prime}\left(t_{0}\right)
$$

for $\mu_{t_{0}-}$ a.e. $(\vartheta, \varphi)$. Integrating both sides of this inequality with respect to the probability measure $\mu_{t_{0}}$ we obtain

$$
\int_{\Sigma_{\eta}}\left(\Pi_{0}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right)+\Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi\right)\right) d \mu_{t_{0}}(\boldsymbol{\omega}) \geq-\mathbf{M}^{\prime}\left(t_{0}\right)
$$

Combining this result with (6.16) we arrive at desired inequality (6.24).
We are now in a position to prove that $\mu_{t_{0}}$ is the Dirac measure.
Lemma 6.5 Let $t_{0} \in \mathcal{D}$ be a Lebesgue point of $\mathcal{D}$. Then the measure $\mu_{t_{0}}$ is the Dirac measure concentrated at point $\boldsymbol{\omega}^{*}=\left(\vartheta^{*}\left(t_{0}\right), \varphi^{*}\left(t_{0}\right)\right)$. Moreover, the functions $\vartheta^{*}\left(t_{0}\right)$ and $\varphi^{*}\left(t_{0}\right)$ admit representations (6.2) and (6.3).

Proof First we prove the identities

$$
\begin{gather*}
\int_{\Sigma_{\eta}} \Pi_{0}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right) d \mu_{t_{0}}=\Pi_{0}\left(\vartheta^{*}\left(t_{0}\right), \vartheta^{*}\left(t_{0}\right)\right),  \tag{6.25}\\
\int_{\Sigma_{\eta}} \Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi\right) d \mu_{t_{0}}=\Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi^{*}\left(t_{0}\right)\right)=\int_{\Sigma_{\eta}} \Pi_{1}\left(H(\varphi), \varphi^{*}\left(t_{0}\right)\right) d \mu_{t_{0}} \tag{6.26}
\end{gather*}
$$

$$
\begin{equation*}
\int_{\Sigma_{\eta}} \Pi_{1}(H(\varphi), \varphi) d \mu_{t_{0}}=\Pi_{1}\left((H \varphi)^{*}\left(t_{0}\right), 1\right) . \tag{6.27}
\end{equation*}
$$

Here $(H \varphi)^{*}$ is a weak limit of the sequence $H\left(\varphi_{N}\right) \varphi_{N}$ in $L^{s}\left(0, T ; L^{q}(\Omega)\right)$. In order to prove (6.25) notice that the function $\Pi_{0}^{(n)}$ given by (6.9) admits the representation

$$
\Pi_{0}^{(n)}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right)=\int_{\Omega} v^{(n)} \vartheta d x, \quad v^{(n)}=\sum_{1}^{n} \lambda_{k} c_{k} \zeta_{k} \in C(\Omega)
$$

where $c_{k}$ are the Fourier coefficients of $\vartheta^{*}\left(t_{0}\right)$ in the basis $\zeta_{k}$. Since the sequence $\vartheta_{N}$ converges to $\vartheta^{*}$ weakly in $L^{r}\left(0, T ; L^{p}(\Omega)\right)$ with $r>1$ and $p>2$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int_{\left[t_{1}, t_{0}\right] \cap \mathcal{F}_{\eta}} \Pi_{0}^{(n)}\left(\vartheta_{N}(t), \vartheta^{*}\left(t_{0}\right)\right) d t=\int_{\left[t_{1}, t_{0}\right] \cap \mathcal{F}_{\eta}} \int_{\Omega} v^{(n)} \vartheta^{*}(t) d x d t \tag{6.28}
\end{equation*}
$$

In view of Theorem 4.4 the function $\vartheta^{*}$ belongs to the space $C\left(\mathcal{F}_{\eta} ; L^{p}(\Omega)\right)$. Since $t_{0}$ is a Lebesgue point of $\mathcal{D} \subset \mathcal{F}_{\eta}$, we conclude from this that

$$
\begin{align*}
\lim _{t_{1} \rightarrow t_{0}} \frac{1}{t_{0}-t_{1}} \int_{\left[t_{1}, t_{0}\right] \cap \mathcal{F}_{\eta}} \int_{\Omega} v^{(n)} \vartheta^{*}(t) d x d t & = \\
\int_{\Omega} v^{(n)} \vartheta^{*}\left(t_{0}\right) d x & =\Pi_{0}^{(n)}\left(\vartheta^{*}\left(t_{0}\right), \vartheta^{*}\left(t_{0}\right)\right) \tag{6.29}
\end{align*}
$$

On the other hand, relation (6.28) implies that $\Pi_{0}^{(n)}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right)$ is a continuous function of $\vartheta$ on $X$ Hence we can apply relation (5.3) in Theorem 5.1 to obtain

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \int_{\left.\left[t_{1}, t_{0}\right] \cap \mathcal{F}_{\eta}\right]} \Pi_{0}^{(n)}\left(\vartheta_{N}(t), \vartheta^{*}\left(t_{0}\right)\right) d t= \\
& \quad \int_{\left[t_{1}, t_{0}\right] \cap \mathcal{F}_{\eta} \times \Sigma_{\eta}} \Pi_{0}^{(n)}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right) d \nu(\boldsymbol{\omega}) . \tag{6.30}
\end{align*}
$$

Next, relation (5.5) in Theorem 5.1 yields

$$
\begin{align*}
& \lim _{t_{1} \rightarrow t_{0}} \frac{1}{t_{0}-t_{1}} \int_{\left[t_{1}, t_{0}\right] \cap \mathcal{F}_{\eta} \times \Sigma_{\eta}} \Pi_{0}^{(n)}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right) d \nu(\boldsymbol{\omega})= \\
& \int_{\Sigma_{\eta}} \Pi_{0}^{(n)}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right) d \mu_{t_{0}}(\boldsymbol{\omega}) . \tag{6.31}
\end{align*}
$$

Combining (6.28)-(6.31) we finally arrive at

$$
\begin{equation*}
\int_{\Sigma_{\eta}} \Pi_{0}^{(n)}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right) d \mu_{t_{0}}(\boldsymbol{\omega})=\Pi_{0}^{(n)}\left(\vartheta^{*}\left(t_{0}\right), \vartheta^{*}\left(t_{0}\right)\right) \tag{6.32}
\end{equation*}
$$

Recall that $\Pi_{0}$ is integrable with respect to measure $\mu_{t_{0}}$ and $\Pi_{0}^{(n)} \nearrow \Pi_{0}$ in $W^{1,2}(\Omega)$. Notice that $\vartheta \in W^{1,2}(\Omega)$ for $\mu_{t_{0}}$ almost every point $(\vartheta, \varphi)$. Letting $n \rightarrow \infty$ in (6.32) and applying the Fatou theorem we arrive at (6.25). Now
our task is to prove the first equality in (6.26). Recall that $\varphi_{N} \rightarrow \varphi^{*}$ weakly in $L^{s}\left(0, T ; L^{q}(\Omega)\right)$ and $H^{*} \in L^{\infty}(\Omega)$. Thus we get

$$
\lim _{N \rightarrow \infty} \int_{\left[t_{1}, t_{0}\right] \cap \mathcal{F}_{\eta}} \Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi_{N}(t)\right) d t=\int_{\left[t_{1}, t_{0}\right] \cap \mathcal{F}_{\eta}} \int_{\Omega} H^{*}\left(t_{0}\right) \varphi^{*}(t) d x d t
$$

On the other hand, relation (6.28) implies that $\Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi\right)$ is a continuous function of $\varphi$ on $X$. Hence we can apply relations (5.3) in Theorem 5.1 to obtain
$\lim _{N \rightarrow \infty} \int_{\left[t_{1}, t_{0}\right] \cap \mathcal{T}_{\eta}} \Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi_{N}(t)\right) d t=\int_{\left(\left[t_{1}, t_{0}\right] \cap \mathcal{T}_{\eta}\right) \times \Sigma_{\eta}} \Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi\right) d \nu(\boldsymbol{\omega})$.
Thus we get

$$
\begin{gather*}
\int_{\left[t_{1}, t_{0}\right] \cap \mathcal{F}_{\eta}} \int_{\Omega} H^{*}\left(t_{0}\right) \varphi^{*}(t) d x d t= \\
\int_{\left(\left[t_{1}, t_{0}\right] \cap \mathcal{T}_{\eta}\right) \times \Sigma_{\eta}} \Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi\right) d \nu(\boldsymbol{\omega}) . \tag{6.33}
\end{gather*}
$$

Since the mapping $\mathcal{F}_{\eta} \ni t \rightarrow \varphi^{*}(t) \in L^{q}(\Omega)$ is continuous and $t_{0}$ is a Lebesgue point of $\mathcal{F}_{\eta}$, we have

$$
\begin{gather*}
\lim _{t_{1} \rightarrow t_{0}} \frac{1}{t_{0}-t_{1}} \int_{\left[t_{1}, t_{0}\right] \cap \mathcal{T}_{\eta}} \int_{\Omega} H^{*}\left(t_{0}\right) \varphi^{*}(t) d x d t= \\
\int_{\Omega} H^{*}\left(t_{0}\right) \varphi^{*}\left(t_{0}\right) d x=\Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi^{*}\left(t_{0}\right)\right) . \tag{6.34}
\end{gather*}
$$

Next, relation (5.5) in Theorem 5.1 implies

$$
\begin{gather*}
\lim _{t_{1} \rightarrow t_{0}} \frac{1}{t_{0}-t_{1}} \int_{\left(\left[t_{1}, t_{0}\right] \cap \mathcal{T}_{\eta}\right) \times \Sigma_{\eta}} \Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi\right) d \nu(\boldsymbol{\omega}) \\
=\int_{\Sigma_{\eta}} \Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi\right) d \mu_{t_{0}}(\boldsymbol{\omega}) . \tag{6.35}
\end{gather*}
$$

Combining (6.33)-(6.35) we arrive at the first equality in (6.26). Arguing as before we obtain

$$
\lim _{N \rightarrow \infty} \int_{\left[t_{1}, t_{0}\right] \cap \mathcal{F}_{\eta}} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi^{*}\left(t_{0}\right) d t=\int_{\left[t_{1}, t_{0}\right] \cap \mathcal{F}_{\eta}} \int_{\Omega} H^{*}\left(t_{0}\right) \varphi^{*}(t) d x d t\right.
$$

and
$\lim _{N \rightarrow \infty} \int_{\left[t_{1}, t_{0}\right] \cap \mathcal{T}_{\eta}} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi^{*}\left(t_{0}\right)\right) d t=\int_{\left(\left[t_{1}, t_{0}\right] \cap \mathcal{T}_{\eta}\right) \times \Sigma_{\eta}} \Pi_{1}\left(H(\varphi), \varphi^{*}\left(t_{0}\right)\right) d \nu(\boldsymbol{\omega})$,
which leads to

$$
\begin{gather*}
\int_{\left[t_{1}, t_{0}\right] \cap \mathcal{F}_{\eta}} \int_{\Omega} H^{*}\left(t_{0}\right) \varphi^{*}(t) d x d t= \\
\int_{\left(\left[t_{1}, t_{0}\right] \cap \mathcal{T}_{\eta}\right) \times \Sigma_{\eta}} \Pi_{1}\left(H(\varphi), \varphi^{*}\left(t_{0}\right)\right) d \nu(\boldsymbol{\omega}) . \tag{6.36}
\end{gather*}
$$

Relation (5.5) in Theorem 5.1 implies

$$
\begin{gather*}
\lim _{t_{1} \rightarrow t_{0}} \frac{1}{t_{0}-t_{1}} \int_{\left(\left[t_{1}, t_{0}\right] \cap \mathcal{T}_{\eta}\right) \times \Sigma_{\eta}} \Pi_{1}\left(H(\varphi), \varphi^{*}\left(t_{0}\right)\right) d \nu(\boldsymbol{\omega})= \\
\int_{\Sigma_{\eta}} \Pi_{1}\left(H(\varphi), \varphi^{*}\left(t_{0}\right)\right) d \mu_{t_{0}}(\boldsymbol{\omega}) \tag{6.37}
\end{gather*}
$$

Combining (6.34), (6.36), and (6.37) we obtain the second equality in (6.26). The proof of inequality (6.27) is similar.

We are now in a position to show that $\mu_{t_{0}}$ is the Dirac measure. Using identities (6.25)-(6.26) we rewrite the right hand side of inequality (6.24) in the form

$$
\begin{gathered}
\int_{\Sigma_{\eta}}\left(\Pi_{0}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right)+\Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi\right)\right) d \mu_{t_{0}}=-\int_{\Sigma_{\eta}} \Pi_{0}\left(\vartheta^{*}\left(t_{0}\right), \vartheta^{*}\left(t_{0}\right)\right) d \mu_{t_{0}}+ \\
2 \int_{\Sigma_{\eta}} \Pi_{0}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right) d \mu_{t_{0}}+\Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi^{*}\left(t_{0}\right)\right)
\end{gathered}
$$

Next, using identity (6.27) and recalling that $\mu_{t_{0}}$ is a probability measure we rewrite the left hand side of (6.24) in the form

$$
\int_{\Sigma_{\eta}} \Pi(\vartheta, \varphi) d \mu_{t_{0}}=\int_{\Sigma_{\eta}} \Pi_{0}(\vartheta, \vartheta) d \mu_{t_{0}}+\Pi_{1}\left((H \varphi)^{*}\left(t_{0}\right), 1\right)
$$

Substituting these results in (6.24) we arrive at the important inequality

$$
\begin{gather*}
\int_{\Sigma_{\eta}} \Pi_{0}\left(\vartheta-\vartheta^{*}\left(t_{0}\right), \vartheta-\vartheta^{*}\left(t_{0}\right)\right) d \mu_{t_{0}}+  \tag{6.38}\\
\left.\Pi_{1}\left((H \varphi)^{*}\left(t_{0}\right), 1\right)-\Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi^{*}\left(t_{0}\right)\right)\right) \leq 0
\end{gather*}
$$

Since $\Pi_{0} \geq 0$, it follows that

$$
\begin{align*}
& \left.\Pi_{1}\left((H \varphi)^{*}\left(t_{0}\right), 1\right)-\Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi^{*} t_{0}\right)\right) \equiv \\
& \left.\quad \int_{\Omega}\left((H \varphi)^{*}\left(x, t_{0}\right)-H^{*}\left(x, t_{0}\right), \varphi^{*}\left(x, t_{0}\right)\right)\right) d x \leq 0 \text { for all } t_{0} \in \mathcal{D} \tag{6.39}
\end{align*}
$$

Let us prove that $H^{*}\left(t_{0}\right)=H\left(\varphi^{*}\left(t_{0}\right)\right)$. The proof of this fact is based on the representation of the weak limits in terms of the Young measure. Notice that $\varphi_{N} \rightarrow \varphi^{*}$ star weakly in $L^{\infty}\left(\mathcal{F}_{\eta} ; L^{q}(\Omega)\right), q>1$. Since the function $H$ is bounded and continuous, it follows from the fundamental theorem on the Young measures that there is a measurable family of probability measures $\sigma_{x, t}$ such that

$$
\varphi^{*}=\int_{\mathbb{R}} \lambda d \sigma_{x, t}(\lambda), H^{*}=\int_{\mathbb{R}} H(\lambda) d \sigma_{x, t}(\lambda),(H \varphi)^{*}=\int_{\mathbb{R}} H(\lambda) \lambda d \sigma_{x, t}(\lambda)
$$

almost everywhere in $\Omega \times \mathcal{F}_{\eta}$. Since $\sigma_{x, t}$ is a probability measure, we have

$$
\begin{aligned}
& (H \varphi)^{*}\left(x, t_{0}\right)-H^{*}\left(x, t_{0}\right), \varphi^{*}\left(x, t_{0}\right)=\int_{\mathbb{R}}(H(\lambda) \lambda-\bar{\lambda} \bar{H}) d \sigma_{x, t}(\lambda)= \\
& \int_{\mathbb{R}}(H(\lambda)-\bar{H})(\lambda-\bar{\lambda}) d \sigma_{x, t}=\int_{\mathbb{R}} H(\lambda)(\lambda-\bar{\lambda}) d \sigma_{x, t}=\int_{\mathbb{R}}(H(\lambda)-H(\bar{\lambda}))(\lambda-\bar{\lambda}) d \sigma_{x, t}
\end{aligned}
$$

a.e. in $\Omega \times \mathcal{F}_{\eta}$. It follows from this and (6.39) that

$$
\int_{\mathbb{R}}(H(\lambda)-H(\bar{\lambda}))(\lambda-\bar{\lambda}) d \sigma_{x, t} \leq 0
$$

almost everywhere in $\Omega \times \mathcal{F}_{\eta}$. Since the function $H$ is strictly monotone, it is possible if and only if $\sigma_{x, t}$ is the Dirac measure for a.e. $(x, t) \in \Omega \times \mathcal{F}_{\eta}$. From this and general theory of the Young measures we conclude that $\varphi_{N} \rightarrow \varphi$ in measure in $\Omega \times \mathcal{F}_{\eta}$. It follows that $H^{*}\left(t_{0}\right)=H\left(\varphi^{*}\left(t_{0}\right)\right.$ for a.e. $t \in \mathcal{F}_{\eta}$. Thus we get
$\Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi\right)=\Pi_{1}\left(H\left(\varphi^{*}\left(t_{0}\right)\right), \varphi\right), \quad \Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi^{*}\left(t_{0}\right)\right)=\Pi_{1}\left(H\left(\varphi^{*}\left(t_{0}\right)\right), \varphi^{*}\left(t_{0}\right)\right)$.
From this and (6.26) we obtain

$$
\begin{align*}
\int_{\Sigma_{\eta}} \Pi_{1}\left(H^{*}\left(t_{0}\right), \varphi\right) d \mu_{t_{0}}=\int_{\Sigma_{\eta}} & \left\{\Pi_{1}\left(H\left(\varphi^{*}\left(t_{0}\right)\right), \varphi\right)+\Pi_{1}\left(H(\varphi), \varphi^{*}\left(t_{0}\right)\right)\right\} d \mu_{t_{0}} \\
& \left.-\int_{\Sigma_{\eta}} \Pi_{1}\left(H\left(\varphi^{*}\left(t_{0}\right)\right), \varphi^{*}\left(t_{0}\right)\right)\right\} d \mu_{t_{0}} \tag{6.40}
\end{align*}
$$

On the other hand, equality (6.25) implies

$$
\begin{align*}
& \int_{\Sigma_{\eta}} \Pi_{0}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right) d \mu_{t_{0}}=2 \int_{\Sigma_{\eta}} \Pi_{0}\left(\vartheta, \vartheta^{*}\left(t_{0}\right)\right) d \mu_{t_{0}} \\
&-\int_{\Sigma_{\eta}} \Pi_{0}\left(\vartheta^{*}\left(t_{0}\right), \vartheta^{*}\left(t_{0}\right)\right) d \mu_{t_{0}} \tag{6.41}
\end{align*}
$$

Substituting (6.40) and (6.41) into inequality (6.24) we may rewrite this inequality in the equivalent form

$$
\begin{gathered}
\int_{\Sigma_{\eta}} \Pi_{0}\left(\vartheta-\vartheta^{*}\left(t_{0}\right), \vartheta-\vartheta^{*}\left(t_{0}\right)\right) d \mu_{t_{0}}+ \\
\int_{\Sigma_{\eta}} \Pi_{1}\left(\left(H(\varphi)-H\left(\varphi^{*}\left(t_{0}\right)\right)\right)\left(\varphi-\varphi^{*}\left(t_{0}\right)\right) d \mu_{t_{0}} \leq 0\right.
\end{gathered}
$$

Notice that the integrands in the left hand side of this inequality are nonnegative and equal zero if and only if $\vartheta=\vartheta^{*}\left(t_{0}\right)$ and $\varphi=\varphi^{*}\left(t_{0}\right)$. Hence $\mu_{t_{0}}$ is the Dirac measure concentrated in $\left(\vartheta^{*}\left(t_{0}\right), \varphi^{*}\left(t_{0}\right)\right)$. This completes the proof of Lemma 6.1. In remains to note that in view of Theorem 5.2 representations (5.7) and (5.8) hold for every element of supp $\mu_{t_{0}}$. Hence they hold for $\left(\vartheta^{*}\left(t_{0}\right), \varphi^{*}\left(t_{0}\right)\right)$ which yields (6.2) and (6.3).

Finally we prove the strong convergence of the sequences $\vartheta_{N}$ and $\varphi_{N}$.
Lemma 6.6 Let exponents $(r, p)$ and $(s, q)$ satisfy condition (2.20). Then we have

$$
\begin{equation*}
\vartheta_{N} \rightarrow \vartheta^{*} \text { in } L^{r}\left(0, T ; L^{p}(\Omega)\right), \quad \varphi_{N} \rightarrow \varphi^{*} \quad \text { in } L^{s}\left(0, T ; L^{q}(\Omega)\right) . \tag{6.42}
\end{equation*}
$$

Proof Choose $\gamma>1$ satisfying the inequality $\gamma<\min \{r, p, s, q\}$ and notice that the mapping

$$
F:(\vartheta, \varphi) \rightarrow \int_{\Omega}\left(|\vartheta|^{\gamma}+|\varphi|^{\gamma}\right) d x
$$

is continuous on $X$. Lemma 6.5 implies

$$
\begin{equation*}
\int_{\Sigma_{\eta}} F(\vartheta, \varphi) d \mu_{t_{0}}=F\left(\vartheta^{*}\left(t_{0}\right), \varphi^{*}\left(t_{0}\right)\right)=\int_{\Omega}\left(\left|\vartheta^{*}\left(x, t_{0}\right)\right|^{\gamma}+\left|\varphi^{*}\left(x, t_{0}\right)\right|^{\gamma}\right) d x \tag{6.43}
\end{equation*}
$$

for a.e. $t_{0} \in \mathcal{F}_{\eta}$. Applying Theorem 5.1 we obtain that

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \int_{\mathcal{F}_{\eta}} \int_{\Omega}\left(\left|\vartheta_{N}\right|^{\gamma}+|\varphi|^{\gamma}\right) d x d t=\lim _{N \rightarrow \infty} \int_{\mathcal{F}_{\eta}} F\left(\vartheta_{N}(t), \varphi_{N}(t)\right) d x d t= \\
& \int_{\mathcal{F}_{\eta}}\left\{\int_{\Sigma_{\eta}} F(\vartheta, \varphi) d \mu_{t}\right\} d t=\int_{\mathcal{F}_{\eta}} \int_{\Omega}\left(\left|\vartheta^{*}(x, t)\right|^{\gamma}+\left|\varphi^{*}(t)\right|^{\gamma}\right) d x d t . \tag{6.44}
\end{align*}
$$

Recall that the sequence $\left(\vartheta_{N}, \varphi_{N}\right)$ converges to $\left(\vartheta^{*}, \varphi^{*}\right)$ weakly in $L^{\gamma}(\Omega \times$ $(0, T))$. Since $F$ is strictly convex, it follows from this and $(6.44)$ that $\left(\vartheta_{N}, \varphi_{N}\right) \rightarrow$ $\left(\vartheta^{*}, \varphi^{*}\right)$ in $L^{\gamma}\left(\Omega \times \mathcal{F}_{\eta}\right)$. In particular, the sequence $\left(\vartheta_{N}, \varphi_{N}\right)$ converges in measure in $\Omega \times \mathcal{F}_{\eta}$. Letting $\eta \rightarrow 0$ we conclude that this sequence converges to $\left(\vartheta^{*}, \varphi^{*}\right)$ in measure in $\Omega \times(0, T)$. It follows from (4.4) that the sequence $\vartheta_{N}$ is bounded in $L^{r}\left(0, T ; L^{p}(\Omega)\right)$ and the sequence $\varphi_{n}$ is bounded in $L^{s}\left(0, T ; L^{p}(\Omega)\right)$ for all exponents $(r, p)$ and $(s, q)$ satisfying the inequalities (2.20). Since these sequences converge in measure and the set of admissible exponents $(r, p)$ and $(s, q)$ is open, we conclude that $\vartheta_{N} \rightarrow \vartheta^{*}$ in $L^{r}\left(0, T ; L^{p}(\Omega)\right)$ and $\varphi_{N} \rightarrow \varphi^{*}$ strongly in $L^{s}\left(0, T ; L^{q}(\Omega)\right)$.

It remains to note that Theorem 5.2 is a straightforward consequence of Lemmas 6.5 and 6.6.

## 7 Proof of Theorem 1.1

In this section we complete the proof of the main Theorem 1.1. Let us consider the sequence of the approximate solutions $\vartheta_{n}, v_{n}$ and $w_{N}$ defined by Theorem 2.1. We begin with the observation that Theorems 3.1 and 6.1 imply the relations

$$
\begin{gather*}
w_{N}^{ \pm 1} \rightarrow w^{ \pm 1} \text { in } C\left(0, T ; L^{\alpha}(\Omega)\right), \\
\left(v_{N}, \vartheta_{N}\right) \rightarrow\left(v, \vartheta^{*}\right) \text { in } L^{r}\left(0, T ; L^{p}(\Omega)\right),  \tag{7.1}\\
\varphi_{N} \equiv \varphi\left(D^{2} \mathbf{u}_{N}, D \mathbf{u}_{N}, \vartheta_{N}, w_{N}\right) \rightarrow \varphi^{*} \text { in } L^{s}\left(0, T ; L^{q}(\Omega)\right),
\end{gather*}
$$

which hold true for all $\alpha \in[1, \infty)$ and for all $(p, r),(s, q)$ satisfying (2.20). The limits satisfy the conditions

$$
\begin{gather*}
w^{ \pm 1} \in L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right) \cap L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right), \partial_{t} w \in L^{2}\left(0, T ; W^{1,2}(\Omega)\right) \\
v, \vartheta^{*} \in L^{2}\left(0, T ; W^{1,2}(\Omega)\right) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \tag{7.2}
\end{gather*}
$$

Moreover, Theorem 6.1 implies that for almost every $t \in(0, T)$, there is a function $\mathbf{u}(t) \in \mathcal{W}^{2,2}(\Omega)+\mathbf{h}$ such that $\|\mathbf{u}(t)\|_{W^{2,6}(\Omega)} \leq c_{0}$ and

$$
\begin{gather*}
\vartheta^{*}(t)=v(t)+W\left(w(t)^{-1} D \mathbf{u}(t)\right), \quad \varphi^{*}(t)=\varphi\left(D^{2} \mathbf{u}(t), D \mathbf{u}(t), \vartheta^{*}(t), w(t)\right),  \tag{7.4}\\
\mathcal{H}(\mathbf{u}(t), v(t), w(t))=\mathbf{M}(v(t), w(t)) \tag{7.3}
\end{gather*}
$$

Let us prove that the functions $v, w, \mathbf{u}, \vartheta^{*}$ meet all requirements of Definition 1.1 and serve as a weak solution to problem (1.20). It suffices to prove that these functions satisfy equations $(1.20 \mathrm{c}),(1.20 \mathrm{~g})$ and integral identities (1.25) and (1.26). Notice that equation (2.7) in the definition od the approximate solution yields

$$
\partial_{t} w_{N}=-H\left(\varphi\left(D^{2} \mathbf{u}_{N}, D \mathbf{u}_{N}, \vartheta_{n}, w_{N}\right)\right) w_{N}, \quad 0<t \leq T, \quad w_{N}(0)=w_{0}
$$

Letting $N \rightarrow \infty$ and using relations (7.1)-(7.2) we conclude that $w$ satisfies equation and initial condition (1.20c) and (1.20g). Next, integral identity (4.22) implies that $w$ and $\vartheta^{*}$ satisfy integral identity (1.25) with $\vartheta$ replaced by $\vartheta^{*}$. In view of the definition (1.31) of the marginal functional the vector field $\mathbf{u}(t)$ is a minimizer of the functional $\mathcal{H}(\mathbf{u}, v(t), w(t))$. Hence, the equality

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} \lambda^{-1}(\boldsymbol{\mathcal { H }}(\mathbf{u}+\boldsymbol{\xi}, v(t), w(t))-\boldsymbol{\mathcal { H }}(\mathbf{u}, v(t), w(t)))=0 \tag{7.5}
\end{equation*}
$$

holds for every function $\boldsymbol{\xi}$ vanishing at $\partial \Omega$. Recall that the functional $\mathcal{H}$ is defined by

$$
\mathcal{H}(\mathbf{u}, v(t), w(t)))=\mathcal{E}(\mathbf{u}, v(t), w(t)))+\int_{\Omega} \mathbf{u} \cdot \mathbf{f} d x
$$

where the integral functional $\mathcal{E}$ is given by (1.29). Substituting the expressions for $\mathcal{H}$ into (7.5) we obtain the integral identity

$$
\begin{aligned}
& \int_{\Omega}\left(\frac{\varepsilon}{w(t)} \Delta \mathbf{u}(t) \cdot \Delta \boldsymbol{\xi}+\right. \\
& \left.\quad w(t)^{2}(1+\Theta(D \mathbf{u}(t), v(t))) W^{\prime}\left(w^{-1}(t) D \mathbf{u}(t)\right): D \boldsymbol{\xi}+f \cdot \boldsymbol{\xi}\right) d x=0
\end{aligned}
$$

Noting that $\vartheta^{*}=\Theta(D \mathbf{u}(t), v(t))$ we conclude that $\mathbf{u}, w$ and $\vartheta^{*}$ satisfy integral identity (1.26). Next, notice that in view of (7.4) the displacement field $\mathbf{u}(t)$ satisfies the first selection principle given by Definition 1.3.

It remains to prove that $\vartheta^{*}(t)$ and $\varphi^{*}=\varphi\left(D^{2} \mathbf{u}(t), D \mathbf{u}(t), \vartheta^{*}(t), w(t)\right.$ satisfy the second selection principle formulated in Definition 1.5. To this end choose a minimizer $\tilde{\mathbf{u}} \in \mathcal{W}^{2,2}+\mathbf{h}$ of the functional $\boldsymbol{\mathcal { H }}\left(\cdot, \mathbf{v}\left(t_{0}\right), w\left(t_{0}\right)\right)$ and set

$$
\tilde{\vartheta}=v\left(t_{0}\right)+W\left(w\left(t_{0}\right)^{-1} D \tilde{\mathbf{u}}\right), \quad \tilde{\varphi}=\varphi\left(D^{2} \tilde{\mathbf{u}}, D \tilde{\mathbf{u}}, \tilde{\vartheta}, w(t)\right) .
$$

It follows that $(\tilde{\vartheta}, \tilde{\varphi}) \in \mathcal{P}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)$, where the set $\mathcal{P}(v, w)$ is given by Definition 1.4. Notice that the function $\tilde{\mathbf{u}}$ meets all requirements of Theorem 4.2 with $\mathbf{u}$ replaced by $\tilde{\mathbf{u}}$. Recall that the function $\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)$ is differentiable at a.e. point $t_{0} \in(0, T)$. From this and relation (4.9) in Theorem 4.2 we obtain

$$
\begin{equation*}
\Pi_{0}\left(\tilde{\vartheta}, \vartheta^{*}\left(t_{0}\right)\right)+\Pi_{1}\left(\tilde{\varphi}, H^{*}\left(t_{0}\right)\right) \geq-\mathbf{M}^{\prime}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right) \text { for a.e. } t_{0} \in(0, T) \tag{7.6}
\end{equation*}
$$

Obviously we have $\vartheta_{N} \rightarrow \vartheta^{*}$ weakly in $L^{2}\left(0, T ; W^{1,2}(\Omega)\right)$. Let us consider the sequence of the functions $\bar{\vartheta}_{N}$ given by (2.9)-(2.10). In view of Theorem 2.1 they are bounded in $L^{2}\left(t_{1}, t_{0} ; W^{1,2}(\Omega)\right)$ and $\vartheta_{N}-\bar{\vartheta}_{N} \rightarrow 0$ in $L^{2}\left(t_{1}, t_{0} ; L^{2}(\Omega)\right)$. It follows that $\bar{\vartheta}_{N} \rightarrow \vartheta^{*}$ weakly in $L^{2}\left(t_{1}, t_{0} ; W^{1,2}(\Omega)\right.$. Thus we get

$$
\begin{equation*}
\liminf _{N \rightarrow \infty}\left\{\frac{1}{2} \int_{t_{1}+\tau}^{t_{0}} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d s+\frac{1}{2} \int_{t_{1}+\tau}^{t_{0}-\tau} \Pi_{0}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right) d s\right\} \geq \int_{t_{1}}^{t_{0}} \Pi_{0}\left(\vartheta^{*}, \vartheta^{*}\right) \tag{7.7}
\end{equation*}
$$

It obviously follows from (7.1) that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int_{t_{1}+\tau}^{t_{0}} \Pi_{1}\left(H\left(\vartheta_{N}\right), \vartheta_{N}\right) d s=\int_{t_{1}}^{t_{0}} \Pi_{1}\left(H\left(\vartheta^{*}\right), \vartheta^{*}\right) d s \tag{7.8}
\end{equation*}
$$

Letting $N \rightarrow \infty$ in relation (4.2) in Theorem 4.1, and using (7.7) and (7.8) we get the inequality

$$
\frac{1}{t_{0}-t_{1}}\left(\mathbf{M}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right)-\mathbf{M}\left(v\left(t_{1}\right), w\left(t_{1}\right)\right)\right)+\frac{1}{t_{0}-t_{1}} \int_{t_{1}}^{t_{0}} \Pi\left(\vartheta^{*}, \varphi^{*}\right) d t \leq 0 .
$$

Letting $t_{1} \rightarrow t_{0}$ we arrive at the estimate

$$
\Pi\left(\vartheta^{*}\left(t_{0}\right), \varphi^{*}\left(t_{0}\right)\right) \leq-\mathbf{M}^{\prime}\left(v\left(t_{0}\right), w\left(t_{0}\right)\right) \text { for a.e. } t_{0} \in(0, T) .
$$

Combining this estimate with (7.6) we conclude that $\vartheta^{*}$ and $\varphi^{*}$ satisfy inequality (1.35). Hence $\vartheta^{*}$ and $\varphi^{*}$ satisfy the second selection principle. This completes the proof of Theorem 1.1.

## A Proof of Theorem 2.1

Step1. First we prove the solvability of problem (2.4)-(2.6). Our task is to show that there exist functions $\mathbf{u}_{n}, \vartheta_{n}, w_{n}$, and $v_{n}, 1 \leq n \leq N$, satisfying (2.5)-(2.6). We proceed by the induction principle. Assume that

$$
v_{k} \in L^{2}(\Omega), \quad \vartheta_{k} \in W^{1,2}(\Omega), \quad w_{k}^{ \pm 1} \in L^{\infty}(\Omega), \quad \mathbf{u}_{k}-\mathbf{h} \in \mathcal{W}^{2,2}
$$

are defined for all $k \leq n-1$. We aim to show that there are $\left(\mathbf{u}_{n}, v_{n}, \vartheta_{n}, w_{n}^{ \pm 1}\right)$ satisfying (2.5)-(2.6). We begin with the observation that the functional $W^{1,2}(\Omega) \ni$ $\vartheta \rightarrow \mathbf{S}_{n}(\mathbf{u}, \vartheta)$ is strictly concave, continuous, and bounded from above for every $\mathbf{u} \in W^{2,2}(\Omega)$. Hence there exists a unique $\vartheta_{n}(\mathbf{u}) \in W^{1,2}(\Omega)$ such that

$$
\begin{equation*}
\mathbf{S}_{n}\left(\mathbf{u}, \vartheta_{n}(\mathbf{u})\right)=\max _{\vartheta \in W^{1,2}(\Omega)} \mathbf{S}_{n}(\mathbf{u}, \vartheta) \tag{A.1}
\end{equation*}
$$

The following lemma gives the explicit expression for the left hand side of this relation.

Lemma A. 1 Let $\mathbf{u}-\mathbf{h} \in \mathcal{W}^{2,2}$ and $\vartheta_{n}=\vartheta_{n}(\mathbf{u})$. Then we have

$$
\begin{equation*}
\mathbf{S}_{n}\left(\mathbf{u}, \vartheta_{n}\right)=\mathbf{E}\left(\mathbf{u}, \vartheta_{n}, w_{n-1}\right)+\frac{\tau}{2} \Pi_{0}\left(\vartheta_{n}, \vartheta_{n}\right)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u} d x \tag{A.2}
\end{equation*}
$$

Proof Calculation of the variation of $\mathbf{S}_{n}$ at the point $\vartheta_{n}=\vartheta_{n}(\mathbf{u})$ leads to the linear elliptic boundary boundary value problem for $\vartheta_{n}$

$$
\begin{array}{r}
-\tau \Delta \vartheta_{n}+w_{n-1}^{3} \vartheta_{n}=w_{n-2}^{3} v_{n-1}+w_{n-1}^{3} W\left(w_{n-1}^{-1} D \mathbf{u}\right) \text { in } \Omega  \tag{A.3}\\
\partial_{n} \vartheta_{n}+\vartheta_{n}=0 \text { on } \partial \Omega
\end{array}
$$

Since $w_{n-1}, w_{n-2}$ are uniformly bounded and $W\left(w_{n-1}^{-1} D \mathbf{u}\right), v_{n-1} \in L^{2}(\Omega)$, it follows from the general theory of elliptic boundary value problems, see [9], that problem (A.3) has a unique solution $\vartheta_{n}=\vartheta_{n}(\mathbf{u}) \in W^{2,2}(\Omega)$ and the mapping

$$
\begin{equation*}
W^{2,2}(\Omega) \ni \mathbf{u} \rightarrow \vartheta_{n}(\mathbf{u}) \in W^{2,2}(\Omega) \tag{A.4}
\end{equation*}
$$

is continuous. Multiplying both sides of (A.3) by $\vartheta_{n}$ and integrating the result by parts we arrive at the identity

$$
\int_{\Omega} w_{n-2}^{3} v_{n-1} \vartheta_{n} d x=\int_{\Omega} w_{n-1}^{3} V\left(D \mathbf{u}, \vartheta_{n}, w_{n-1}\right) \vartheta_{n} d x+\tau \Pi_{0}\left(\vartheta_{n}, \vartheta_{n}\right)
$$

Combining this result with the expression (2.1) for $\mathbf{S}_{n}$ and noting that

$$
\boldsymbol{\Psi}_{g}\left(\mathbf{u}, \vartheta_{n}, w_{n-1}\right)=\mathbf{E}\left(\mathbf{u}, \vartheta_{n}, w_{n-1}\right)+\int_{\Omega} w_{n-1}^{3} V\left(D \mathbf{u}, \vartheta_{n}, w_{n-1}\right) \vartheta_{n} d x
$$

we arrive at (A.2).
It follows from (A.2) and the continuity of the mapping (A.4) that the functional

$$
W^{2,2}(\Omega) \ni \mathbf{u} \rightarrow \mathbf{S}_{n}\left(\mathbf{u}, \vartheta_{n}(\mathbf{u})\right) \in \mathbb{R}
$$

is the sum of the strictly convex and weakly continuous parts. It is obviously bounded from below. Hence there is $\mathbf{u}_{n} \in \mathcal{W}^{2,2}+\mathbf{h}$ such that

$$
\begin{equation*}
\mathbf{S}_{n}\left(\mathbf{u}_{n}, \vartheta_{n}\left(\mathbf{u}_{n}\right)\right)=\min _{\mathbf{u}-\mathbf{h} \in \mathcal{W}^{2,2}} \mathbf{S}_{n}\left(\mathbf{u}, \vartheta_{n}(\mathbf{u})\right)=\min _{\mathbf{u}-\mathbf{h} \in \mathcal{W}^{2,2}} \max _{\vartheta \in W^{1,2}} \mathbf{S}_{n}(\mathbf{u}, \vartheta) \tag{A.5}
\end{equation*}
$$

Thus we prove the existence of functions $\left(\mathbf{u}_{n}, \vartheta_{n}\right) \in W^{2,2}(\Omega) \times W^{2,2}(\Omega)$ satisfying (2.5).

Now our task is to find $w_{n}$. We begin with the observation that $\mathbf{u}_{n}$ and $\vartheta_{n}$ are independent of $t$. From this and equality (1.20e) we conclude that for a.e. $x \in \Omega$, the functions $\varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, w\right)$ and $H\left(\varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, w\right)\right)$ are continuously differentiable with respect to $w$ on the interval $(0, \infty)$. Since the functions $w_{n-1}^{ \pm 1}$ are uniformly bounded, the Cauchy problem

$$
\partial_{t} w=-H\left(\varphi\left(\vartheta_{n}, D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, w\right)\right), \quad w((n-1) \tau)=w_{n-1}
$$

has a unique solution defined in a neighborhood of $(n-1) \tau$. Moreover, since the function $H$ is uniformly bounded and $t \in(0, T)$, this solution admits the estimates

$$
\begin{aligned}
\left(\left\|w_{n-1}\right\|_{L^{\infty}(\Omega)}+\left\|w_{n-1}^{-1}\right\|_{L^{\infty}(\Omega)}\right)^{-1} e^{-C T} \leq & w(t) \leq \\
& \left(\left\|w_{n-1}\right\|_{L^{\infty}(\Omega)}+\left\|w_{n-1}^{-1}\right\|_{L^{\infty}(\Omega)}\right) e^{C t},
\end{aligned}
$$

where $C=\sup |H|$. Hence it can be extended to the interval $((n-1) \tau, n \tau]$. Denote this extension as $w_{n}(x, t)$. By construction, it satisfies (2.7). Let us show that $w_{n}$
is uniformly bounded from below and above. To this end, notice that the function $w_{N}(x, t)$ given by $(2.2)$ is defined on the interval $(0, T]$ and satisfies the equation and initial condition

$$
\partial_{t} w_{N}=-H\left(\varphi\left(D^{2} \mathbf{u}_{N}, D \mathbf{u}_{n}, \vartheta_{N}, w_{N}\right)\right) w_{N} \quad \text { for } t \in(0, n \tau), w(0)=w_{0}
$$

Since $|H| \leq C$, the function $w_{N}$ satisfies the inequalities

$$
\begin{array}{r}
0<c^{-1} \leq w_{N}(x, t) \leq c<\infty \quad \text { for } 0 \leq t \leq n \tau,  \tag{A.6}\\
\left|\partial_{t} w_{N}(x, t)\right| \leq c<\infty \quad \text { for } 0 \leq t \leq n \tau .
\end{array}
$$

Thus we find $\mathbf{u}_{n}, \vartheta_{n}$ and $w_{n}$ satisfying (2.5)-(2.7). It remains to note that $v_{n}$ is given by the formula (2.6). Since in view of growth condition (1.21) we have

$$
\left|W\left(w_{n}^{-1} D \mathbf{u}_{n}\right)\right| \leq c(1+|\mathbf{D} u|)^{3} \quad \text { and } \quad \mathbf{u}-\mathbf{h} \in \mathcal{W}^{2,2}
$$

it follows from the embedding theorem that $W\left(w_{n}^{-1} D \mathbf{u}_{n}\right) \in L^{2}(\Omega)$ and hence $v_{n} \in L^{2}(\Omega)$. Applying the induction principle we conclude that problem (2.4)-(2.6) has a solution

$$
\begin{align*}
& \mathbf{u}_{N} \in L^{\infty}\left(0, T ; W^{2,2}(\Omega)\right), \quad \vartheta_{N} \in L^{\infty}\left(0, T ; W^{2,2}(\Omega)\right) \\
& \quad w_{N}^{ \pm 1} \in L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right), \quad v_{N} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \tag{A.7}
\end{align*}
$$

Moreover, in view of (A.6) the growth factor $w_{N}$ satisfies the inequalities

$$
\begin{equation*}
0<c^{-1} \leq w_{N}(x, t) \leq c<\infty, \quad\left|\partial_{t} w_{N}(x, t)\right| \leq c<\infty \quad \text { for } 0 \leq t \leq T \tag{A.8}
\end{equation*}
$$

Step 2. Our next task is to derive energy estimate (2.11). First we derive the auxiliary inequality (A.18) which leads to the desired energy estimate. The proof of this inequality is purely algebraic. We begin with the observation that

$$
\begin{align*}
& \mathbf{S}_{n}\left(\mathbf{u}_{n}, \vartheta_{n}\right)=\min _{\mathbf{u}-\mathbf{h} \in \mathcal{W}^{2,2}} \max _{\vartheta \in W^{1,2}} \mathbf{S}_{n}(\mathbf{u}, \vartheta) \\
& \leq \max _{\vartheta \in W^{1,2}} \mathbf{S}_{n}\left(\mathbf{u}_{n-1}, \vartheta\right)=\mathbf{S}_{n}\left(\mathbf{u}_{n-1}, \bar{\vartheta}_{n-1}\right) \tag{A.9}
\end{align*}
$$

where $\bar{\vartheta}_{n-1}$ is a solution to the variational problem

$$
\begin{equation*}
\mathbf{S}_{n}\left(\mathbf{u}_{n-1}, \bar{\vartheta}_{n-1}\right)=\max _{\vartheta \in W^{1,2}(\Omega)} \mathbf{S}_{n}\left(\mathbf{u}_{n-1}, \vartheta\right) \tag{A.10}
\end{equation*}
$$

Next, notice that problem (A.10) is a particular case of variational problem (A.1) with $\mathbf{u}=\mathbf{u}_{n-1}$. Arguing as before we conclude that variational problem (A.10) has a unique solution $\bar{\vartheta}_{n-1} \in W^{2,2}(\Omega)$. Expression (2.1) for $\mathbf{S}_{n}$ implies

$$
\begin{align*}
& \mathbf{S}_{n}\left(\mathbf{u}_{n-1}, \bar{\vartheta}_{n-1}\right)=\boldsymbol{\Psi}_{g}\left(\mathbf{u}_{n-1}, \bar{\vartheta}_{n-1}, w_{n-1}\right)-\frac{\tau}{2} \Pi_{0}\left(\bar{\vartheta}_{n-1}, \bar{\vartheta}_{n-1}\right)+ \\
& \quad \int_{\Omega}\left(w_{n-2}^{3} v_{n-1} \bar{\vartheta}_{n-1}-\mathbf{f} \cdot \mathbf{u}_{n-1}\right) d x \tag{A.11}
\end{align*}
$$

Notice that the integrand $\Psi_{g}$ is a concave function of $\vartheta$, which leads to the inequality

$$
\begin{aligned}
\Psi_{g}\left(D^{2} \mathbf{u}_{n-1}, D \mathbf{u}_{n-1}, \bar{\vartheta}_{n-1}, w_{n-1}\right) \leq \Psi_{g}\left(D^{2} \mathbf{u}_{n-1}, D \mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-1}\right)+ \\
\partial_{\vartheta} \Psi_{g}\left(D^{2} \mathbf{u}_{n-1}, D \mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-1}\right)\left(\bar{\vartheta}_{n-1}-\vartheta_{n-1}\right)
\end{aligned}
$$

Noting that

$$
\begin{array}{r}
\partial_{\vartheta} \Psi_{g}\left(D^{2} \mathbf{u}_{n-1}, D \mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-1}\right)=-V\left(D \mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-1}\right), \\
E\left(D^{2} \mathbf{u}_{n-1}, D \mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-1}\right)=\Psi_{g}\left(D^{2} \mathbf{u}_{n-1}, D \mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-1}\right)+ \\
w_{n-1}^{3} V\left(D \mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-1}\right) \vartheta_{n-1},
\end{array}
$$

and recalling representation (1.29) for the internal energy $\mathbf{E}$, we obtain

$$
\begin{aligned}
& \boldsymbol{\Psi}_{g}\left(\mathbf{u}_{n-1}, \bar{\vartheta}_{n-1}, w_{n-1}\right) \leq \mathbf{E}\left(\mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-1}\right)- \\
& \qquad \int_{\Omega} w_{n-1}^{3} V\left(D \mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-1}\right) \bar{\vartheta}_{n-1} d x .
\end{aligned}
$$

Substituting this estimate into (A.11) and noting that $v_{n-1}=V\left(D \mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-2}\right)$ we obtain

$$
\begin{array}{r}
\mathbf{S}_{n}\left(\mathbf{u}_{n-1}, \bar{\vartheta}_{n-1}\right) \leq \mathbf{E}\left(\mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-1}\right)-\frac{\tau}{2} \Pi_{0}\left(\bar{\vartheta}_{n-1}, \bar{\vartheta}_{n-1}\right) \\
 \tag{A.12}\\
-\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{n-1} d x+\int_{\Omega} Q_{n-2, n-1} \bar{\vartheta}_{n-1} d x
\end{array}
$$

where

$$
\begin{equation*}
Q_{n-2, n-1}=w_{n-2}^{3} V\left(D \mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-2}\right)-w_{n-1}^{3} V\left(D \mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-1}\right) . \tag{A.13}
\end{equation*}
$$

On the other hand, representation (A.2) implies

$$
\mathbf{S}_{n}\left(\mathbf{u}_{n}, \vartheta_{n}\right)=\mathbf{E}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n-1}\right)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{n} d x+\frac{\tau}{2} \Pi_{0}\left(\vartheta_{n}, \vartheta_{n}\right) .
$$

Substituting this identity and inequality (A.12) into inequality (A.9) we get

$$
\begin{array}{r}
\mathbf{E}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n}\right)-\mathbf{E}\left(\mathbf{u}_{n-1}, \vartheta_{n-1},, w_{n-1}\right)+\frac{\tau}{2}\left(\Pi_{0}\left(\vartheta_{n}, \vartheta_{n}\right)+\Pi_{0}\left(\bar{\vartheta}_{n-1}, \bar{\vartheta}_{n-1}\right)\right) \leq \\
\mathbf{E}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n}\right)-\mathbf{E}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n-1}\right)+\int_{\Omega} \mathbf{f} \cdot\left(\mathbf{u}_{n}-\mathbf{u}_{n-1}\right) d x+\int_{\Omega} Q_{n-2, n-1} \bar{\vartheta}_{n-1} d x \tag{A.14}
\end{array}
$$

On the other hand, the identity

$$
\mathbf{E}(\mathbf{u}, \vartheta, w)=\boldsymbol{\Psi}_{g}(\mathbf{u}, \vartheta, w)+\int_{\Omega} w^{3} \vartheta V(D \mathbf{u}, \vartheta, w) d x
$$

implies the representation

$$
\begin{array}{r}
\mathbf{E}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n}\right)-\mathbf{E}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n-1}\right)+\int_{\Omega} Q_{n-2, n-1} \bar{\vartheta}_{n-1} d x=  \tag{A.15}\\
\mathbf{A}_{n}-\mathbf{A}_{n-1}+\mathbf{B}_{n}+\mathbf{C}_{n},
\end{array}
$$

where

$$
\begin{array}{r}
\mathbf{A}_{n}=-\int_{\Omega} Q_{n-1, n} \vartheta_{n} d x, \quad \mathbf{B}_{n}=\int_{\Omega} Q_{n-2, n-1}\left(\bar{\vartheta}_{n-1}-\vartheta_{n-1}\right) d x,  \tag{A.16}\\
\mathbf{C}_{n}=\boldsymbol{\Psi}_{g}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n}\right)-\boldsymbol{\Psi}_{g}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n-1}\right) .
\end{array}
$$

Substituting (A.15) into (A.14) we finally obtain

$$
\begin{array}{r}
\mathbf{E}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n}\right)-\mathbf{E}\left(\mathbf{u}_{n-1}, \vartheta_{n-1}, w_{n-1}\right)+\frac{\tau}{2}\left(\Pi_{0}\left(\vartheta_{n}, \vartheta_{n}\right)+\Pi_{0}\left(\bar{\vartheta}_{n-1}, \bar{\vartheta}_{n-1}\right)\right) \\
\leq \int_{\Omega} \mathbf{f} \cdot\left(\mathbf{u}_{n}-\mathbf{u}_{n-1}\right) d x+\mathbf{A}_{n}-\mathbf{A}_{n-1}+\mathbf{B}_{n}+\mathbf{C}_{n} .
\end{array}
$$

Summing both sides with respect to $n$ and noting that
$\tau \sum_{n=l+1}^{m} \Pi_{0}\left(\vartheta_{n}, \vartheta_{n}\right)=\int_{\tau l}^{\tau m} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d t, \quad \tau \sum_{n=l}^{m-1} \Pi_{0}\left(\bar{\vartheta}_{n}, \bar{\vartheta}_{n}\right) \geq \int_{\tau l}^{\tau(m-1)} \Pi_{0}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right) d t$
we conclude that for all integers $0 \leq l<m \leq N$,

$$
\begin{array}{r}
\left\{\mathbf{E}\left(\mathbf{u}_{m}, \vartheta_{m}, w_{m}\right)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{m} d x\right\}-\left\{\mathbf{E}\left(\mathbf{u}_{l}, \vartheta_{l}, w_{l}\right)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{l} d x\right\}+ \\
\frac{1}{2} \int_{\tau l}^{\tau m} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d t+\frac{1}{2} \int_{\tau l}^{\tau(m-1)} \Pi_{0}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right) d t \leq \mathbf{A}_{m}-\mathbf{A}_{l}+\sum_{n=l+1}^{m}\left(\mathbf{B}_{n}+\mathbf{C}_{n}\right) \tag{A.17}
\end{array}
$$

Setting $l=0$ in (A.17) we finally arrive at the estimate

$$
\begin{array}{r}
\mathbf{E}\left(\mathbf{u}_{m}, \vartheta_{m}, w_{m}\right)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{m} d x+\frac{1}{2} \int_{0}^{\tau m} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d t \leq \\
\left|\mathbf{A}_{m}\right|+\sum_{n=1}^{m}\left(\left|\mathbf{B}_{n}\right|+\mathbf{C}_{n}\right)+c \tag{A.18}
\end{array}
$$

Step 3. Now our task is to estimate the right hand side of (A.18). Introduce the quantities

$$
\begin{equation*}
\mathbf{I}_{n}=\int_{\Omega}\left(\left|\Delta \mathbf{u}_{n}\right|^{2}+W\left(w_{n-1}^{-1} D \mathbf{u}_{n}\right)+\vartheta_{n}^{2}\right) d x, \quad n \geq 0 \tag{A.19}
\end{equation*}
$$

It obviously follows from formula (1.29) for $\mathbf{E}$ and the inequality $W \geq 0$ that

$$
\begin{equation*}
c^{-1} \mathbf{I}_{n} \leq \mathbf{E}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{m}\right) \leq c \mathbf{I}_{n} \tag{A.20}
\end{equation*}
$$

Moreover, since the embedding $W^{2,2}(\Omega) \hookrightarrow W^{1,6}(\Omega)$ is bounded and $\mathbf{u}=\mathbf{h}$ on $\partial \Omega$, we have

$$
\begin{equation*}
\int_{\Omega}\left|D \mathbf{u}_{n}\right|^{6} d x \leq c\left(1+\int_{\Omega}\left|\Delta \mathbf{u}_{n}\right|^{2} d x\right)^{3} \leq c\left(\mathbf{I}_{n}^{3}+1\right), \quad \int_{\Omega}\left|\vartheta_{n}\right|^{2} d x \leq c \mathbf{I}_{n} \tag{A.21}
\end{equation*}
$$

Here the constant $c$ is independent of $n$. Our first task is to estimate $\mathbf{A}_{m}$ in terms of $\mathbf{I}_{m}$. Expression (A.16) for $\mathbf{A}_{m}$ implies

$$
\begin{equation*}
\left|\mathbf{A}_{m}\right| \leq \int_{\Omega}\left|\vartheta_{m}\right|\left|Q_{m-1, m} w_{m}^{3}\right| \cdot d x \tag{A.22}
\end{equation*}
$$

It follows from (A.13) and (1.27) that

$$
\left|Q_{m-1, m}\right| \leq\left|\vartheta_{m}\right|\left|w_{m}^{3}-w_{m-1}^{3}\right|+\left|w_{m}^{3} W\left(w_{m}^{-1} D \mathbf{u}_{m}\right)-w_{m-1}^{3} W\left(w_{m-1}^{-1} D \mathbf{u}_{m}\right)\right|
$$

In view of (A.8) we have

$$
\begin{equation*}
\left|w_{n}\right|^{ \pm 1}+\left|w_{n-1}\right|^{ \pm 1} \leq c, \quad\left|w_{n}-w_{n-1}\right| \leq c \tau \quad \text { for all } 1 \leq n \leq N \tag{A.23}
\end{equation*}
$$

From this and (1.21) we obtain the estimate

$$
\begin{equation*}
\left|Q_{m-1, m}\right| \leq c \tau\left|\vartheta_{m}\right|+c \tau\left(\left|D \mathbf{u}_{m}\right|^{3}+1\right) \tag{A.24}
\end{equation*}
$$

which along with the Cauchy inequality implies

$$
\left|\mathbf{A}_{m}\right| \leq(c \tau+\delta) \int_{\Omega}\left|\vartheta_{m}\right|^{2} d x+c(\delta) \tau^{2} \int_{\Omega}\left(\left|D \mathbf{u}_{m}\right|^{6}+1\right) d x
$$

Here $\delta$ is an arbitrary positive number. Combining this and (A.21) we arrive at the desired estimate for $\mathbf{A}_{m}$ :

$$
\begin{equation*}
\left|\mathbf{A}_{m}\right| \leq(c \tau+\delta) \mathbf{I}_{m}+c(\delta) \tau^{2}\left(1+\mathbf{I}_{m}^{3}\right) . \tag{A.25}
\end{equation*}
$$

The derivation of the estimate for $\mathbf{B}_{n}$ is based on the following lemma.
Lemma A. 2 The estimate

$$
\begin{equation*}
\tau \Pi_{0}\left(\vartheta_{n-1}-\bar{\vartheta}_{n-1}, \vartheta_{n-1}-\bar{\vartheta}_{n-1}\right)+\int_{\Omega}\left|\vartheta_{n-1}-\bar{\vartheta}_{n-1}\right|^{2} d x \leq c \tau\left(1+\mathbf{I}_{n}\right)^{3} \tag{A.26}
\end{equation*}
$$

holds true for all $1 \leq n \leq N$. Here the constant $c$ is independent of $n$ and $N$.
Proof The variation of the functional $S_{n}\left(\mathbf{u}_{n-1}, \vartheta\right)$ at the extremal point $\vartheta=\bar{\vartheta}_{n-1}$ leads to the following equations for $\bar{\vartheta}_{n-1}$ :

$$
\begin{align*}
-\tau \Delta \bar{\vartheta}_{n-1}+w_{n-1}^{3} \bar{\vartheta}_{n-1}=w_{n-2}^{3} v_{n-1}+w_{n-1}^{3} W\left(w_{n-1}^{-1} D \mathbf{u}_{n-1}\right) \text { in } \Omega,  \tag{A.27}\\
\partial_{n} \bar{\vartheta}_{n-1}+\bar{\vartheta}_{n-1}=0 .
\end{align*}
$$

In view of (A.3) we have

$$
\begin{array}{r}
-\tau \Delta \vartheta_{n-1}+w_{n-2}^{3} \vartheta_{n-1}=w_{n-3}^{3} v_{n-2}+w_{n-2}^{3} W\left(w_{n-2}^{-1} D \mathbf{u}_{n-1}\right) \text { in } \Omega,  \tag{A.28}\\
\partial_{n} \vartheta_{n-1}+\vartheta_{n-1}=0 \text { on } \partial \Omega .
\end{array}
$$

Notice that equation (A.28) can be written in the equivalent form

$$
\begin{equation*}
w_{n-2}^{3} v_{n-1}-w_{n-3}^{3} v_{n-2}=\tau \Delta \vartheta_{n-1} . \tag{A.29}
\end{equation*}
$$

It follows from (A.27)-(A.29) that the function $\zeta=\bar{\vartheta}_{n-1}-\vartheta_{n-1}$ satisfies the equations and boundary conditions.

$$
\begin{equation*}
-\tau \Delta \zeta+w_{n-1}^{3} \zeta=Q_{n-2, n-1}+\tau \Delta \vartheta_{n-1}, \quad \partial_{n} \zeta+\zeta=0 \quad \text { on } \partial \Omega, \tag{A.30}
\end{equation*}
$$

where $Q_{n-2, n-1}$ is given by (A.13). Recall that $\vartheta_{n-1} \in W^{2,2}(\Omega)$. Multiplying both sides of this equation by $\zeta$, integrating by parts and using the Cauchy inequality we obtain

$$
\tau \Pi_{0}(\zeta, \zeta)+c \int_{\Omega}|\zeta|^{2} d x \leq \tau \Pi_{0}\left(\zeta, \vartheta_{n-1}\right)+\delta \int_{\Omega}|\zeta|^{2} d x+\delta^{-1} \int_{\Omega}\left|Q_{m-2, m-1}\right|^{2} d x
$$

where the positive constant $c$ is independent of $n$ and $\mathbf{f}$. Notice that

$$
\begin{equation*}
\Pi_{0}\left(\zeta, \vartheta_{n-1}\right) \leq \delta \Pi_{0}(\zeta, \zeta)+\delta^{-1} \Pi_{0}\left(\vartheta_{n-1}, \vartheta_{n-1}\right) \tag{A.31}
\end{equation*}
$$

Choosing $\delta \leq \min \{c / 4,1 / 2\}$ we arrive at the estimate

$$
\begin{equation*}
\tau \Pi_{0}(\zeta, \zeta)+\int_{\Omega}|\zeta|^{2} d x \leq c \int_{\Omega}\left|Q_{m-2, m-1}\right|^{2} d x+c \tau \Pi_{0}\left(\vartheta_{n-1}, \vartheta_{n-1}\right) \tag{A.32}
\end{equation*}
$$

Next, inequality (A.24) and estimate (A.21) imply that

$$
\begin{equation*}
\int_{\Omega}\left|Q_{m-2, m-1}\right|^{2} d x \leq c \tau^{2}\left(1+\mathbf{I}_{n-1}^{3}\right) . \tag{A.33}
\end{equation*}
$$

Substituting this estimate into (A.32) we obtain desired estimate (A.26).

Next, formula (A.16) for the quantity $\mathbf{B}_{n}$ along with the Cauchy inequality yields the estimate

$$
\begin{gathered}
\left|\mathbf{B}_{n}\right| \leq \delta^{-1} \int_{\Omega}\left|Q_{n-2, n-1}\right|^{2} d x+\delta \int_{\Omega}\left(\vartheta_{n-1}-\bar{\vartheta}_{n-1}\right)^{2} d x \leq \\
c \tau^{2} \delta^{-1}\left(1+\mathbf{I}_{n-1}^{3}\right)+c \delta \tau \Pi_{0}\left(\vartheta_{n-1}, \vartheta_{n-1}\right),
\end{gathered}
$$

where $\delta$ is an arbitrary positive number. Summing both sides with respect to $n$ we arrive at the desired inequality

$$
\begin{equation*}
\sum_{n=1}^{m}\left|\mathbf{B}_{n}\right| \leq c \tau^{2} \delta^{-1} \sum_{n=1}^{m}\left(1+\mathbf{I}_{n-1}\right)^{3}+c \delta \int_{0}^{\tau m} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d t \tag{A.34}
\end{equation*}
$$

Our next task is to estimate $\mathbf{C}_{n}$. To this end notice that

$$
\begin{aligned}
\mathbf{C}_{n} \equiv \boldsymbol{\Psi}_{g}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n}\right)- & \boldsymbol{\Psi}_{g}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n-1}\right)= \\
& \int_{0}^{1} \int_{\Omega} \frac{\partial \Psi_{g}}{\partial w}\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \eta(x, s)\right)\left(w_{n}-w_{n-1}\right) d x d s,
\end{aligned}
$$

where

$$
\begin{equation*}
\eta(x, s)=s w_{n}+(1-s) w_{n-1}, \quad s \in[0,1] . \tag{A.35}
\end{equation*}
$$

Relations (1.13a) and (1.20e) imply the identity

$$
\frac{\partial \Psi_{g}}{\partial w}\left(\vartheta_{n}, D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \eta(x, s)\right)=\frac{1}{\eta(x, s)} \varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \eta(s)\right)
$$

In view of (2.7) we have

$$
w_{n}-w_{n-1}=-\int_{\tau n-1}^{\tau n} H\left(\varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, w_{N}(t)\right)\right) w_{N}(t) d t
$$

Combining the obtaining result we arrive at the identity

$$
\begin{aligned}
& \boldsymbol{\Psi}_{g}\left(\vartheta_{n}, \mathbf{u}_{n}, w_{n}\right)-\boldsymbol{\Psi}_{g}\left(\vartheta_{n}, \mathbf{u}_{n}, w_{n-1}\right)= \\
- & \int_{\tau(n-1)}^{\tau n} \int_{0}^{1} \int_{\Omega} \frac{1}{\eta(s)} \varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \eta(s)\right) H\left(\varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, w_{N}(t)\right)\right) w_{N}(t) d x d s d t
\end{aligned}
$$

Recalling the identity

$$
\varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, w_{N}(t)\right)=\varphi_{N}(t) \text { for } t \in(\tau(n-1), \tau n]
$$

we can rewrite this relation in the form

$$
\begin{equation*}
\boldsymbol{\Psi}_{g}\left(\vartheta_{n}, \mathbf{u}_{n}, w_{n}\right)-\boldsymbol{\Psi}_{g}\left(\vartheta_{n}, \mathbf{u}_{n}, w_{n_{1}}\right)=-\int_{\tau(n-1)}^{\tau n} \int_{\Omega} H\left(\varphi_{N}(\lambda)\right) \varphi_{N}(\lambda) d x d \lambda+\mathbf{R}_{n} \tag{A.36}
\end{equation*}
$$

where

$$
\begin{array}{r}
\mathbf{R}_{n}=\int_{\tau(n-1)}^{\tau n} \int_{0}^{1} \int_{\Omega} \mathbf{P}(x, s, t) H\left(\varphi_{N}(t)\right) w_{N}(t) d x d s d t  \tag{A.37}\\
\mathbf{P}=\frac{1}{w_{N}(t)} \varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, w_{N}(t)\right)-\frac{1}{\eta(s)} \varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \eta(s)\right) .
\end{array}
$$

Let us estimate $\mathbf{R}_{n}$. We begin with the observation that $H$ is bounded and $w_{N}$ is uniformly bounded from below and above. Thus we get

$$
\begin{equation*}
\mathbf{R}_{n} \leq \int_{\tau(n-1)}^{\tau n} \int_{0}^{1} \int_{\Omega}|\mathbf{P}(x, s, t)| d x d s d t \tag{A.38}
\end{equation*}
$$

Next, we have for $s \in[0,1]$ and $t \in[\tau(n-1), \tau n]$,

$$
\mathbf{P}(x, s, t)=\left(w_{N}(t)-\eta(s)\right) \int_{0}^{1} \frac{\partial}{\partial \varsigma}\left(\frac{1}{\varsigma(\lambda)} \varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \varsigma(\lambda)\right)\right) d \lambda
$$

where

$$
\varsigma=\lambda w_{N}(t)+(1-\lambda) \eta(s) \in\left[w_{N}(t), \eta(s)\right] .
$$

The rest of the proof is based on the following lemma.
Lemma A. 3 Let $\varsigma: \Omega \rightarrow \mathbb{R}$ satisfies the inequalities $\left\|\varsigma^{ \pm 1}\right\|_{L^{\infty}(\Omega)} \leq c_{1}$. Then there is a constant $c\left(c_{1}\right)$ independent of $n$ such that

$$
\begin{gather*}
\int_{\Omega}\left(\left|\varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \varsigma\right)\right|+\left|\partial_{\varsigma} \varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \varsigma\right)\right|\right) d x \leq c\left(1+\mathbf{I}_{n}\right)^{3}  \tag{A.39}\\
\int_{\Omega}\left|\partial_{\varsigma} E\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \varsigma\right)\right| d x \leq c\left(1+\mathbf{I}_{n}\right)^{3} \tag{A.40}
\end{gather*}
$$

Proof Recall that

$$
\begin{array}{r}
\varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \varsigma\right)=-\frac{\varepsilon}{2 \varsigma}\left|\Delta \mathbf{u}_{n}\right|^{2}-\varsigma^{3} \frac{3 \vartheta_{n}^{2}}{2}+ \\
\varsigma^{3}\left(1+\vartheta_{n}\right)\left\{3 W\left(\varsigma^{-1} D \mathbf{u}_{n}\right)-\varsigma^{-1} W^{\prime}\left(\varsigma^{-1} D \mathbf{u}_{n}\right): D \mathbf{u}_{n}\right\}
\end{array}
$$

The growth condition (1.21) implies

$$
\begin{array}{r}
\left|\varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \varsigma\right)\right|+\left|\partial_{\varsigma} \varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \varsigma\right)\right| \leq \\
\left(\left|\Delta \mathbf{u}_{n}\right|^{2}+\left|\vartheta_{n}\right|^{2}+\left(1+\left|\vartheta_{n}\right|\right)\left(1+\left|D \mathbf{u}_{n}\right|\right)^{3}\right) \leq c\left(1+\left|\Delta \mathbf{u}_{n}\right|^{2}+\left|\vartheta_{n}\right|^{2}\right)+c\left|D \mathbf{u}_{n}\right|^{6}
\end{array}
$$

Integrating these inequalities over $\Omega$ and using estimate (A.21) we obtain desired estimate (A.39). Next, it follows from the expression (1.28) for the density of the internal energy $E$ that

$$
\left|\partial_{\varsigma} E\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \varsigma\right)\right| \leq c\left(\left|\Delta \mathbf{u}_{n}\right|^{2}+\left|\vartheta_{n}\right|^{2}+\left|D \mathbf{u}_{n}\right|^{3}+1\right)
$$

Arguing as before we arrive at (A.40).
We are now in a position to derive the estimate for $\mathbf{C}_{n}$. It follows from (A.35) that

$$
\left|\eta-w_{N}(t)\right| \leq\left|\eta-w_{n-1}\right|+\left|w_{N}(t)-w_{n-1}\right| \leq c \tau \quad \text { for } t \in[(n-1) \tau n \tau]
$$

and

$$
0<w_{N}^{ \pm 1} \leq c, \quad 0<\eta^{ \pm 1} \leq c, \quad 0<\varsigma^{ \pm 1} \leq c
$$

Applying inequality (A.39) in Lemma A. 3 we obtain

$$
\begin{gathered}
\int_{\Omega}|\mathbf{P}(x, s, t)| d x \leq c \tau \int_{0}^{1} \int_{\Omega}\left|\frac{\partial}{\partial \varsigma}\left(\frac{1}{\varsigma(\lambda)} \varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \varsigma(\lambda)\right)\right)\right| d x d \lambda \leq \\
\leq c \tau \int_{0}^{1} \int_{\Omega}\left(\left|\varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \varsigma\right)\right|+\left|\partial_{\varsigma} \varphi\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \varsigma\right)\right|\right) d x d \lambda \leq \\
c \tau \int_{0}^{1}\left(1+\mathbf{I}_{n}\right)^{3} d \lambda=c \tau\left(1+\mathbf{I}_{n}\right)^{3}
\end{gathered}
$$

Combining this result with (A.38) we arrive at the inequality $\left|\mathbf{R}_{n}\right| \leq c \tau^{2}\left(1+\mathbf{I}_{n}\right)^{3}$. Substituting this inequality into (A.36) and recalling the expression (A.16) for $\mathbf{C}_{n}$ we finally obtain the desired estimate for $\mathbf{C}_{n}$

$$
\begin{equation*}
\mathbf{C}_{n} \leq-\int_{\tau(n-1)}^{\tau n} \int_{\Omega} H\left(\varphi_{N}(t)\right) \varphi_{N}(t) d x d t+c \tau^{2}\left(1+\mathbf{I}_{n}\right)^{3} \tag{A.41}
\end{equation*}
$$

Summing both the sides of this inequality with respect to $n$ and recalling expression (1.33) for the form $\Pi_{1}$ we arrive at the estimate

$$
\begin{equation*}
\sum_{n=1}^{m} \mathbf{C}_{N} \leq-\int_{0}^{\tau m} \Pi_{1}\left(H\left(\varphi_{n}\right), \varphi_{n}\right)+c \tau^{2} \sum_{n=1}^{m}\left(1+\mathbf{I}_{n}\right)^{3} \tag{A.42}
\end{equation*}
$$

Substituting (A.25), (A.34), and (A.42) into (A.18) we get the inequality

$$
\begin{array}{r}
\mathbf{E}\left(\mathbf{u}_{m}, \vartheta_{m}, w_{m}\right)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{m} d x+(1 / 2-c \delta) \int_{0}^{\tau m} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right)+ \\
\left.\int_{0}^{\tau m} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right) d t \leq c(\delta) \tau^{2} \sum_{n=1}^{m}\left(1+\mathbf{I}_{n}\right)^{3}\right)+c(\delta)
\end{array}
$$

Noting that

$$
\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{m} d x \leq \delta \int_{\Omega}\left|\Delta \mathbf{u}_{m}\right|^{2} d x+c \delta^{-1} \leq \delta I_{m}+c \delta^{-1}
$$

we obtain

$$
\begin{aligned}
& \mathbf{E}\left(\mathbf{u}_{m}, \vartheta_{m}, w_{m}\right)-\delta \mathbf{I}_{m}+(1 / 2-c \delta) \int_{0}^{\tau m} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right)+ \\
& \left.\int_{0}^{\tau m} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right) d t \leq c(\delta) \tau^{2} \sum_{n=1}^{m}\left(1+\mathbf{I}_{n}\right)^{3}\right)+c(\delta)
\end{aligned}
$$

Recalling estimate (A.20) and choosing $\delta$ sufficiently small we finally arrive at the inequality

$$
\begin{equation*}
\left.\mathbf{I}_{m}+\int_{0}^{\tau m} \Pi\left(\vartheta_{N}, \varphi_{N}\right) d t \leq c \tau^{2} \sum_{n=1}^{m}\left(1+\mathbf{I}_{n}\right)^{3}\right)+c \tag{A.43}
\end{equation*}
$$

where the energy dissipation rate $\Pi$ is defined by (1.32). Let us estimate the right hand side of this equality. Set

$$
\mathbf{I}_{N}(t)=\mathbf{I}_{n} \quad \text { for }(n-1) \tau<t \leq n \tau, \quad \mathbf{J}_{N}(t)=\int_{0}^{t} \mathbf{I}_{N}^{3} d s
$$

Since $\Pi$ is nonnegative, estimate (A.43) implies

$$
\begin{equation*}
\mathbf{I}_{N}(t) \leq c+c \tau \int_{0}^{t} \mathbf{I}_{N}(s)^{3} d s, \quad \text { for } 0<t \leq T \tag{A.44}
\end{equation*}
$$

It follows that on the interval $(0, T)$ the function $\mathbf{J}_{N}$ satisfies the inequality

$$
\frac{d}{d t} \mathbf{J}_{N} \leq c\left(1+\tau \mathbf{J}_{N}\right)^{3}
$$

Obviously $\mathbf{J}_{N}(t) \leq \sigma(t)$, where $\sigma$ is a solution to the Cauchy problem

$$
\frac{d}{d t} \sigma=c(1+\tau \sigma)^{3}, \quad \sigma(0)=0, \text { given by } \sigma(t)=\frac{1}{\tau}\left(\frac{1}{\sqrt{1-2 c \tau t}}-1\right) .
$$

For $\tau \leq 1 /(4 c T)$, the function $\sigma$ is defined and uniformly bounded on the interval $[0, T]$. This yields the estimate $\mathbf{J}_{N} \leq \sigma \leq c$. Combining this result with (A.44) we obtain the estimate

$$
\begin{equation*}
\mathbf{I}_{n} \leq c \text { for } 0 \leq n \leq N, \tag{A.45}
\end{equation*}
$$

which along with (A.43) yields energy estimate (2.11). It remains to prove inequality (2.14). We begin with the observation that inequalities (A.45) and (A.25) implies the estimate

$$
\begin{equation*}
\left|\mathbf{A}_{n}\right| \leq c(\delta+\tau)+c(\delta) \tau^{2} \tag{A.46}
\end{equation*}
$$

Next, inequalities (A.45), (A.34), and (2.11) imply the estimate

$$
\begin{equation*}
\sum_{n=1}^{N}\left|\mathbf{B}_{n}\right| \leq c \tau^{2} \delta^{-1} \sum_{l+1}^{N} 1+c \delta \int_{0}^{\tau N} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d t \leq c \tau \delta^{-1}+c \delta . \tag{A.47}
\end{equation*}
$$

In its turn, inequalities (A.42) and (A.34) imply

$$
\begin{equation*}
\sum_{l+1}^{m} \mathbf{C}_{n} \leq-\int_{\tau l}^{\tau m} \int_{\Omega} H\left(\varphi_{N}(t)\right) \varphi_{N}(t) d x d t+c \tau . \tag{A.48}
\end{equation*}
$$

Substituting (A.46) -(A.48) into (A.17) and recalling the definition (1.32) of the energy dissipation rate $\Pi$ we obtain

$$
\begin{array}{r}
\left\{\mathbf{E}\left(\mathbf{u}_{m}, \vartheta_{m}, w_{m}\right)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{m} d x\right\}-\left\{\mathbf{E}\left(\mathbf{u}_{l}, \vartheta_{l}, w_{l}\right)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{l} d x\right\}+ \\
\frac{1}{2} \int_{\tau l}^{\tau m} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d t+\frac{1}{2} \int_{\tau l}^{\tau(m-1)} \Pi_{0}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right) d t+  \tag{A.49}\\
\int_{l \tau}^{m \tau} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right) d t \leq c \delta+c(\delta) \tau .
\end{array}
$$

Let us show that we can replace $w_{m}$ and $w_{l}$ in the left hand side of this inequality by $w_{m-1}$ and $w_{l-1}$. To this end notice that for every integer $n \in[1, N]$, we have

$$
\begin{gathered}
\mathbf{E}\left(\mathbf{u}_{m}, \vartheta_{m}, w_{m}\right)-\mathbf{E}\left(\mathbf{u}_{m}, \vartheta_{m}, w_{m-1}\right) \\
=\int_{0}^{1} \int_{\Omega} \partial_{\varsigma} E\left(D^{2} \mathbf{u}_{m}, D \mathbf{u}_{m}, \vartheta_{m}, \varsigma\right)\left(w_{m}-w_{m-1}\right) d x d s,
\end{gathered}
$$

where $\varsigma(s)=s w_{n}+(1-s) w_{n-1}$ satisfies the inequalities $\varsigma^{ \pm 1} \leq c$. From this, the inequality $\left|w_{n}-w_{n-1}\right| \leq c \tau$, and estimate (A.40) in Lemma A. 3 we obtain

$$
\begin{gathered}
\left|\mathbf{E}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n}\right)-\mathbf{E}\left(\mathbf{u}_{n}, \vartheta_{n}, w_{n-1}\right)\right| \leq c \tau \int_{0}^{1} \int_{\Omega}\left|\partial_{\varsigma} E\left(D^{2} \mathbf{u}_{n}, D \mathbf{u}_{n}, \vartheta_{n}, \varsigma\right)\right| d x d s \leq \\
c \tau\left(1+\mathbf{I}_{n}\right)^{3} \leq c \tau .
\end{gathered}
$$

Combining this result with (A.49) and noting that $\mathbf{E}\left(\mathbf{u}_{m}, \vartheta_{m}, w_{m-1}\right)=\boldsymbol{\mathcal { E }}\left(\mathbf{u}_{m}, v_{m}, w_{m-1}\right)$ we obtain

$$
\begin{array}{r}
\left\{\mathcal{E}\left(\mathbf{u}_{m}, v_{m}, w_{m-1}\right)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{m} d x\right\}-\left\{\mathcal{E}\left(\mathbf{u}_{l}, v_{l}, w_{l-1}\right)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{l} d x\right\}+ \\
\frac{1}{2} \int_{\tau l}^{\tau m} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d t+\frac{1}{2} \int_{\tau l}^{\tau(m-1)} \Pi_{0}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right) d t+ \\
\int_{l \tau}^{m \tau} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right) d t \leq c \delta+c(\delta) \tau .
\end{array}
$$

It follows from the definition (2.15) of the functional $\mathcal{H}_{N}$ that

$$
\mathcal{H}_{N}(t)=\mathcal{E}\left(\mathbf{u}_{n}, v_{n}, w_{n-1}\right)-\int_{\Omega} \mathbf{f} \cdot \mathbf{u}_{n} d x \text { for } t \in((n-1) \tau, n \tau] .
$$

Thus we get

$$
\begin{array}{r}
\mathcal{H}_{N}(m \tau)-\mathcal{H}_{N}(l \tau)+\frac{1}{2} \int_{\tau l}^{\tau m} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d t \\
+\frac{1}{2} \int_{\tau l}^{\tau(m-1)} \Pi_{0}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right) d t+\int_{l \tau}^{m \tau} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right) d t \leq c \delta+c(\delta) \tau \tag{A.50}
\end{array}
$$

Now fix $t_{1}<t_{0}$ from the interval $(0, T)$. For every $N$, choose $l$ and $m$ such that $t_{1} \in((l-1) \tau, l \tau]$ and $t_{0} \in((m-1) \tau, m \tau)$. We have

$$
\begin{aligned}
& \frac{1}{2} \int_{\tau l}^{\tau m} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d t+\frac{1}{2} \int_{\tau l}^{\tau(m-1)} \Pi_{0}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right) d t+\int_{l \tau}^{m \tau} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right) d t \geq \\
& \quad \frac{1}{2} \int_{t_{1}+\tau}^{t_{0}} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d t+\frac{1}{2} \int_{t_{1}+\tau}^{t_{0}-\tau} \Pi_{0}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right) d t+\int_{t_{1}+\tau}^{t_{0}} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right) d t
\end{aligned}
$$

Notice that $\mathcal{H}_{N}(t)$ is constant on every interval $((n-1) \tau, n \tau], 1 \leq n \leq N$. From this and (A.50) we conclude that

$$
\begin{array}{r}
\mathcal{H}_{N}\left(t_{0}\right)-\mathcal{H}_{N}\left(t_{1}\right)+\frac{1}{2} \int_{t_{1}+\tau}^{t_{0}} \Pi_{0}\left(\vartheta_{N}, \vartheta_{N}\right) d t+ \\
\frac{1}{2} \int_{t_{1}+\tau}^{t_{0}-\tau} \Pi_{0}\left(\bar{\vartheta}_{N}, \bar{\vartheta}_{N}\right) d t+\int_{t_{1}+\tau}^{t_{0}} \Pi_{1}\left(H\left(\varphi_{N}\right), \varphi_{N}\right) d t \leq c \delta+c(\delta) \tau .
\end{array}
$$

Letting $N \rightarrow \infty$ and then $\delta \rightarrow 0$ we obtain desired relation (2.14).
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