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1 Introduction

Growth (resp. atrophy) refers to physical processes in which the material of
a solid body increases (resp. decreases) its size by addition (resp. removal)
of mass. The advantages and drawbacks of the existing growth models are
discussed in the recent papers [16] and [18]. A first class of such models are
kinematic models describing the evolution of the material growth towards a
homeostatic state, rely on the kinematic decomposition of the transformation
gradient into a generally incompatible mapping and an elastic mapping; they
were historically introduced in [22] and developed in [26,23,1,27]. Approaches
analogous to elastoplasticity were then developed in a rational framework
basing on the second principle of thermodynamics for open systems, in order
to identify the evolution laws of growth [7,17,19,20] . It is important to
note the prominent role of Eshelby stress in relation to the material driving
forces for growth [5,7,13,14], The mathematical aspects of volumetric growth
models are poorly investigated. The local existence and uniqueness results
were established in [11,12].

Mechanical background. Thermoelastic material. In this paragraph we brief-
ly discuss basic facts from finite elasticity theory. Throughout, we shall as-
sume that Ω ⊂ R3 is a bounded reference domain with boundary ∂Ω of class
C∞ in the space of variable x. The state of an elastic material is character-
ized by a deformation field u = (u1, u2, u3) : Ω× [0, T ]→ R3 and the Kelvin
temperature θ : Ω × [0, T ] → R+. The elastic distorsion tensor Du is the
Jacobi matrix of the mapping u with entries

(Du)ij(x, t) = ∂xjui(x, t), (x, t) ∈ Ω × [0, T ].

The second derivative (Hessian) of the displacement field is the third order
tensor D2u with entries

(D2u)ijk(x, t) = ∂xj∂xkui(x, t), (x, t) ∈ Ω × [0, T ].

We will assume that the material is hyperelastic and its properties are de-
scribed by a specific free energy density Ψ(D2u, Du, θ). In this case the en-
tropy v(D2u, Du, θ) and internal energy e(D2u, Du, θ) are defined by

v = −∂θΨ(D2u, Du, θ), e = Ψ(D2u, Du, θ)− θ ∂θΨ(D2u, Du, θ), (1.1)

i.e., e = Ψ + vθ. It is important to note that the density of the Helmholtz
free energy is a concave function of the temperature. In many applications
the dependence of the free energy on D2u is quadratic. In particular, for the
3D Falk model which is widely accepted in the theory of solid-solid phase
transitions (see [10,21,25]), the the free energy density is

Ψ =
ε

2
|∆u|2 + θW (Du) + c1θ − c2θ log θ.

Notice that in this case the free energy density has a weak singularity at
θ = 0. A further simplification is the linearization of problem with respect
to temperature near some average value θc. Without loss of generality we
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can assume that θc = 1. This means that θ = 1 + ϑ and all terms of order
O(ϑ3) are neglected. Thus we get the following expression for the free energy
density:

Ψ =
ε

2
|∆u|2 + (1 + ϑ)W (Du)− 1

2
ϑ2. (1.2)

Here we take for simplicity c1 = c2 = 1. If the free energy is in the form
(1.2), then we have the following expression for the entropy v, the internal
energy e, the second order Piola-Kirchhoff stress tensor Tf , and the third
order Piola-Kirchhoff hyperstress tensor Ts:

v = ϑ−W (Du), e =
ε

2
|∆u|2 +W (Du) +

1

2
ϑ2,

Tf = (1 + ϑ)W ′(Du), (Ts)ijk = ε∆ui δjk.
(1.3)

Here the notation W ′(ξ) stands for the matrix with entries

(W ′(ξ))ij = ∂ξijW (ξ), (1.4)

δjk is the Kronecker delta. The problem consists in finding a displacement
field u and a temperature ϑ satisfying the momentum balance equation and
the energy balance equation

∂e

∂t
+ div q = Tf :

∂Du

∂t
+ Ts

...
∂D2u

∂t
+ g. (1.5)

Here g is an exterior heat source. In view of the Fourier law we can take
q = −∇ϑ. The energy balance equation can be rewritten in the equivalent
form

∂tv = −θ−1 div q + θ−1g.

Linearization of this equation near the equilibrium temperature θ = 1 leads
to the equation

∂tv = ∆ϑ+ g. (1.6)

Mechanical backgrounds. Growing material. The main axiom of the theory of
volumetric growth for elastic materials is the hypothesis that the distorsion
tensor admits the representation

Du = Fe Fg, (1.7)

where the growth factor (implant) Fg is responsible for the material growth
and Fe corresponds to the elastic deformations. In the important particular
case of isotropic growth the growth factor has the representation Fg = w I
where w(x, t) is a scalar. Notice that the multiplicative decomposition of the
distorsion tensor is often used in finite deformation continuum mechanics as
a basis for treating mechanical effects including plasticity, biological growth,
material morphogenesis, and dislocations [6].

The second assumption of volumetric growth theory is that the Helmholtz
free energy Ψg of the growing material has the form

Ψg(D
2u, Du, ϑ,Fg) := det Fg Ψ(Qe, Du F−1g , ϑ)

≡ det Fg Ψ(Qe,Fe, ϑ). (1.8)
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Here Ψ is the basic Helmholtz free energy of the original thermoelastic ma-
terial, and Qe is the third order tensor with components

(Qe)ijk = ∂xα∂xβ ui (F−1g )αj (F−1g )βk. (1.9)

In the isotropic case with Fg = wI we have Qe = w−2D2u. The entropy of
the growing material is defined by the relation

vg = −det Fg
∂

∂ϑ
Ψ(Qe, Du F−1g , ϑ).

As shown in [5,7], the Clausius-Duhem inequality and the principle of inde-
pendence of motions imply the following expressions for the stress tensors:

(Tf )ij = det Fg
∂

∂(Du)ij
Ψ(Qe, Du F−1g , ϑ),

(Ts)ijk = det Fg
∂

∂(D2u)ijk
Ψ(Qe, DuF−1g , ϑ).

(1.10)

Moreover, the Clausius-Duhem inequality yields the relation

b : (∂tFgF
−1
g ) ≤ 0, (1.11)

where b is the material Eshelby tensor (cf. [8]) given by

b = ΨgI − F>e
∂Ψg
∂Fe

− 2
{ ∂Ψg
∂Qe

: Qe

}>
(1.12)

In particular, for the isotropic growth we have the following expressions for
the Helmholtz free energy density and the entropy:

Ψg(D
2u, Du, ϑ, w) =

ε

2w
|∆u|2 + (1 + ϑ)w3W (w−1Du)− w3ϑ2

2
, (1.13a)

vg = w3v, where v = ϑ−W (w−1Du). (1.13b)

In this case the stress tensors are defined by the relations

Tf = (1 + ϑ)w2W ′(w−1Du), (Ts)ijk = εw−1∆ui δjk. (1.13c)

The total Helmholtz free energy is given by

Ψg(u, ϑ, w) =

∫
Ω

Ψg(D
2u, Du, ϑ, w) dx. (1.14)

The system of the governing equations includes the momentum balance equa-
tion and the entropy balance equation. Since the characteristic time of growth
of biological materials is about days or weeks, we can neglect the inertial
forces and take the momentum balance equation in the quasi static form

div
(
Tf − div Ts

)
+ f = 0, (1.15)
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where f is a given exterior force. For simplicity we discard the exterior heat
source and take the linearized entropy balance equation in the form

∂tvg = ∆ϑ. (1.16)

In order to obtain a closed system of equations for the displacement field
u, the temperature ϑ, and the growth factor Fg, we need an extra equation
for Fg. We assume that the evolution of the growth factor is described by
a nonconservative model. This model is based on the assumption that ∂tFg
is a function of the deformation gradient, the temperature and the growth
factor. The specification of such a function is the most important question of
the theory. As noted in [5,7], the Clausius-Duhem inequality (1.11) and the
covariance principle lead to the following evolution equation for the implant
Fg:

∂tFg F−1g = −c+0 tr b I− c+1 b, (1.17)

where c+k = c+k (Ii, ϑ) are nonnegative functions of the temperature and the
invariants Ii of the Eshelby tensor. Notice that the right hand side of (1.17)
is the only tensor function satisfying (1.11). We restrict our considerations
to the case of the isotropic growth with Fg = wI. In this case we have

3w = tr Fg = I1, I2 = 3w2, I3 = w3, c+1 = 0.

Hence we can rewrite equation (1.17) in the form

3 ∂tw = −w c+0 (ϑ, tr b) tr b. (1.18)

It follows that the simplest version of the evolution equation for the growth
factor is the ordinary differential equation

∂tw = −wH(tr b) (1.19)

where H : R→ R is a smooth function such that H(s)s ≥ 0.

Problem formulation. Results Combining momentum equation (1.13c)-(1.15)
and entropy balance equation (1.16) with the evolution equation (1.19) we
arrive at the following system of differential equations which describe the
isotropic volumetric growth of the thermoelastic material:

ε∆(w−1∆u)− div
(
w2(1 + ϑ)W ′(w−1Du)

)
= f in Ω × (0, T ) (1.20a)

∂t(w
3v) = ∆ϑ in Ω × (0, T ), (1.20b)

∂tw = −wH(ϕ) in Ω × (0, T ). (1.20c)

Here the temperature ϑ is given by

ϑ = v +W
(
w−1Du

)
. (1.20d)

Formulae (1.12) and (1.13a) imply the following expression for the trace of
the Eshelby tensor ϕ := tr b:

ϕ = − ε

2w
|∆u|2 + (1 + ϑ)w3

(
3W (w−1Du)−

W ′(w−1Du) : (w−1Du)
)
− 3w3

2
ϑ2.

(1.20e)



6 J.F. Ganghoffer & P.I. Plotnikov & J. Sokolowski

Equations (1.20a)-(1.20c) should be supplemented with boundary and initial
conditions. We take them in the form

u = h, ∆u = 0,
∂ϑ

∂n
+ ϑ = 0 on ∂Ω × (0, T ), (1.20f)

v
∣∣∣
t=0

= v0, w
∣∣∣
t=0

= w0 in Ω, (1.20g)

where n is the outward normal to ∂Ω. The boundary condition for ϑ is the
standard radiation condition. The boundary condition for the displacement
means that the growing material is surrounded by the duct membrane whose
shape is defined by the function h. The equations and the boundary and
initial conditions (1.20) form a closed boundary value problem for the defor-
mation field u, entropy v, temperature ϑ, and the growth factor w. Further
we assume that the stored potential energy W , the function H, and the
boundary data satisfy the following conditions.

H.1 The function W is in C∞(R9) and there is κ ∈ [2, 3) such that

0 ≤W (ξ) ≤ c(1+ |ξ|)κ, |W ′(ξ)| ≤ c(1+ |ξ|)κ−1, |W ′′(ξ)| ≤ c(1+ |ξ|)κ−2.
(1.21)

H.2 The function H ∈ C∞(R) satisfies the conditions

H ′(s) ≥ 0, H(0) = 0, |H ′(ϕ)| ≤ c, |H ′(ϕ)| ≤ c(1 + |ϕ|)−1. (1.22)

H.3 For simplicity we assume that ∂th = 0, ∂tf = 0. We also assume that the
given data satisfy the conditions

v0 ∈W 1,2(Ω), f ∈ L∞(Ω), h ∈ C4(Ω),

w0 ∈W 1,2(Ω), 0 < c−1 < w0 < c <∞.
(1.23)

We are looking for a weak solution to problem (1.20), which is defined as
follows.

Definition 1.1 (Weak formulation) Denote by W2,p, 1 < p < ∞, the

Banach space which consists of all functions u ∈W 1,p
0 (Ω) such that

‖u‖W2,p =
(∫

Ω

|∆u|p dx
)1/p

<∞, u = 0 on ∂Ω.

The space W2,p is topologically and algebraically isomorphic to the space
W 2,p(Ω) ∩ W 1,p

0 (Ω). A tuple of functions (u, v, w, ϕ) is said to be a weak
solution to problem (1.20) if

(i) For a.e. t ∈ (0, T ) the function u(t) − h belongs to the class W2,2 ∩
W 2,6(Ω),

v, w, ϑ ∈ L2(0, T ;W 1,2(Ω)), w±1 ∈ L∞(Ω × (0, T ))

v, ϑ ∈ L∞(0, T ;L2(Ω)).
(1.24)

(ii) The function w satisfies equation (1.20c) and initial condition (1.20g).
The temperature ϑ and the trace of the Eshelby tensor ϕ are connected
with the growth factor w and the entropy v by the relation (1.20d).



Nonconvex Model of Material Growth. Mathematical Theory 7

(iii) The integral identity

∫ T

0

∫
Ω

(w3v∂tς −∇ϑ · ∇ς) dxdt

−
∫
∂Ω

ϑς ds+

∫
Ω

w3
0v0ς(x, 0) dx = 0 (1.25)

holds for all ς ∈ C∞(Ω × (0, T )) vanishing on Ω × {t = T}.
(iv) The integral identity∫

Ω

(
ε

w
∆u(t) ·∆ξ

+ (1 + ϑ(t))W ′(w−1(t)Du(t)) : Dξ − f · ξ
)
dx = 0 (1.26)

holds for all ξ ∈ C2(Ω) vanishing on ∂Ω and for almost all t ∈ (0, T ).

Definition 1.1 does not determine a solution to problem (1.20) in a unique
way. Notice that there is a disparity between the unknown functions in equa-
tions (1.20). These equations involve time derivatives of the entropy v and of
the growth factor w, i.e., v and w are evolutionary variables. The displace-
ment vector field satisfies static equation (1.20a). The properties of solutions
to this equations are completely determined by the stored elastic energy den-
sity W . In nonlinear elasticity, W is polyconvex but it is not convex, see [3]
for discussion. Moreover, if the free energy density is in the form (1.2), then
it is not convex and it is not bounded from below even if W is convex. It
follows that in the general case the momentum balance equations represented
by the integral identity (1.26) has multiple solutions. Hence, for given v and
w there are many temperatures ϑ and traces ϕ satisfying relations (1.20d)-
(1.20e), and the number of these quantities depends on the time variable. In
order to diminish this arbitrariness, it is necessary to supplement equations
and boundary conditions (1.20) with additional selection rules. We intend to
prove that such rules can be formulated as follows. Introduce the functions

Θ(Du, v, w) = v +W (w−1Du), V (Du, ϑ, w) = ϑ−W (w−1Du). (1.27)

Denote by E = Ψg + V ϑw3 the density of the internal energy as a function
of the temperature and growth factor, and denote by E the density of the
internal energy as a function of the entropy and growth factor. Calculations
show that

E =
ε

2w
|∆u|2 + w3W (w−1Du) + w3ϑ

2

2
,

E =
ε

2w
|∆u|2 + w3W (w−1Du) +

1

2
w3Θ(Du, v, w)2.

(1.28)

We denote by E the total internal energy as a function of the displacements,
temperature, and growth factor, and denote by E the total internal energy
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as a function of the displacements, entropy, and growth factor, i.e.,

E(u, ϑ, w) =

∫
Ω

E(D2u, Du, ϑ, w) dx, E(u, v, w) =

∫
Ω

E(D2u, Du, v, w) dx.

(1.29)

Definition 1.2 (Work and marginal function) Introduce the functional

H(u, v, w) = E(u, v, w)−
∫
Ω

f · u dx. (1.30)

We define the marginal function M of the functional H by the relation

M(v, w) = inf
u−h∈W2,2

H(u, v, w, f). (1.31)

Notice that M(v, w) is well defined if v ∈ L2(Ω), f ∈ L∞(Ω), and w±1 ∈
L∞(Ω).

Definition 1.3 (Selection principle 1) Suppose a weak solution to prob-
lem (1.20) satisfies all conditions of Definition 1.1. We say that the dis-
placement field u satisfies the first selection principle if H(u(t), v(t), w(t)) =
M(v(t), w(t)) for a.e. t ∈ (0, T ). In other words the displacement field u(t)
is a minimizer of the functional H(·, v(t), w(t)).

Denote by Π the total dissipation rate

Π(ϑ, ϕ) =

∫
Ω

(|∇ϑ|2 +H(ϕ)ϕ) dx+

∫
∂Ω

ϑ2 ds. (1.32)

It is convenient to represent Π as the sum of two forms

Π = Π0(ϑ, ϑ) +Π1(H(ϕ), ϕ), (1.33)

Π0(ϑ, υ) =

∫
Ω

∇ϑ∇υ dx+

∫
∂Ω

ϑυ ds, Π1(ϕ,ψ) =

∫
Ω

ψϕdx.

Definition 1.4 (Admissible set) For given v ∈W 1,2(Ω) and strictly pos-
itive w ∈ L∞(Ω), denote by P(v, w) the set of all couples (ϑ, ϕ) with the
following property: There is u ∈ W2,2 + h such that

ϑ = v+W
(
w−1Du

)
, ϕ = ϕ(D2u, Du, ϑ, w), H(u, v, w) = M(v, w). (1.34)

Definition 1.5 (Selection principle 2) Suppose a weak solution to prob-
lem (1.20) satisfies all conditions of Definition 1.1. We say that the functions
ϑ and ϕ satisfy the second selection principle if the inequality

Π(ϑ(t), ϕ(t)) ≤ Π0(ϑ̃, ϑ(t)) +Π1(H(ϕ(t)), ϕ̃). (1.35)

holds for every (ϑ̃, ϕ̃) ∈ P(v(t), w(t)) and for a.e. t ∈ (0, T ).

The following theorem is the main result of this paper.

Theorem 1.1 Under the above assumptions, problem (1.20) has a weak so-
lution which meets all requirements of Definition 1.1. For a. e. t and v = v(t),
w = w(t), the functions u(t), ϑ(t), and ϕ(t) satisfy the selection principles
given by Definitions 1.3 and 1.5.
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Mathematical background. The proof of Theorem 1.1 is based on compactness
and monotonicity arguments. There are three aspects of our method which
deserve brief mention. The first is the implicit time discretization scheme
for problem (1.20). Using this scheme we construct approximate solutions
to this problem as saddle points of the “action” functional. The second as-
pect is the formulation of monotonicity inequalities for the sequence of the
approximation solutions in terms of the marginal function. These inequali-
ties allow us to eliminate the displacements from the further analysis and,
by doing so, cope with the nonconvexity of the free energy with respect to
the displacement field. The third aspect is the systematic application of the
theory of sliced measures in Banach spaces to the problem of compactness of
approximate solutions.

We now explain the organization of the paper. In Section 2 we employ the
time discretization scheme in order to construct a sequence of approximate so-
lutions uN , vN , wN , ϑN , and ϕN to problem (1.20). We deduce estimates for
the approximate solutions. In particular, we show that the uN are bounded
in the space L∞(0, T ;W 2,6(Ω)) and that the strictly positive functions wN
are uniformly bounded from below and above. We also prove that the se-
quences ϑN and ϕN are bounded in the Lebesgue spaces Lr(0, T ;Lp(Ω)) and
Ls(0, T ;Lq(Ω)) for all exponents satisfying inequalities (2.20).

In Section 3 we investigate the compactness properties of the approximate
solutions. We show that the sequences vN , and wN contain subsequences, still
denoted by vN and wN , such that vN converges to some v in Lr(0, T ;Lp(Ω))
and wN converges to some w a.e. in Ω×(0, T ). Moreover, in Section 3 we show
that for every η > 0 there is a compact set Tη ⊂ (0, T ) with meas((0, T )\Tη) <
η such that the totality of the functions (ϑN (t), ϕN (t)) belongs to a compact
set Ση ⊂ Lp(Ω)× Lq(Ω).

Sections 4 and 5 are the heart of the paper. In Section 4 we derive the
monotonicity relations. We prove that for a.e. 0 < t1 < t0 < T , the approxi-
mate solutions satisfy the energy dissipation inequality

M(v(t0), w(t0))−M(v(t1), w(t1)) + lim sup
N→∞

{∫ t0

t1+T/N

Π1(H(ϕN ), ϕN )

+
1

2

∫ t0

t1+T/N

Π0(ϑN , ϑN ) ds+
1

2

∫ t0−T/N

t1+T/N

Π(ϑN , ϑN ) ds
}
≤ 0, (1.36)

where the auxiliary functions ϑN satisfy the conditions ϑN − ϑN → 0 in
L2(0, T ;L2(Ω)) as N →∞. We also prove that the complementary inequality

lim inf
t1↗t0

1

t0 − t1

{
M(v(t0), w(t0))−M(v(t1), w(t1))

}
+Π0(ϑ, ϑ∗(t0)) +Π1(ϕ,H∗(t0)) ≥ 0 (1.37)

holds true for every (ϑ, ϕ) ∈ P(v(t0), w(t0)). Here ϑ∗, H∗ are weak limits of
the sequences ϑN and H(ϕN ). Notice that the monotonicity relations (1.36)
and (1.37) do not involve the displacement field. In Section 5 we obtain a
representation for the weak limits of the sequences (ϑN , ϕN ). We prove the



10 J.F. Ganghoffer & P.I. Plotnikov & J. Sokolowski

existence of a measurable family of probability measures µt on the compact
set Ση ⊂ Lp(Ω)× Lq(Ω) such that

lim
N→∞

∫
Tη

∫
Ω

F (t, ϑN , ϕN ) dxdt =

∫
Tη

{∫
Ση

F (t, ϑ, ϕ)dµt(ϑ, ϕ)
}
dt (1.38)

for every continuous function F : [0, T ] × Ση → R. Here Tη is a compact
set such that meas (0, T ) \ Tη ≤ η, where η is an arbitrary positive number.
Representation (1.38) has some advantages over the standard representation
of weak limits via the Young measure, since F in (1.38) is a general nonlinear
functional. It may be an integro-differential form like Π or a nonlinear inte-
gral operator. It is a remarkable fact that the support of µt is contained in
the set P(v(t), w(t)) given by Definition 1.4. This means that for µt-almost
every (ϑ, ϕ) there is a displacement field u such that u, ϑ, and ϕ satisfy
relations (1.34).

In Section 6 we use inequalities (1.36)-(1.37) and representation (1.38)
in order to prove that µt is the Dirac measure concentrated at the point
(ϑ∗, ϕ∗) ∈ Lp(Ω) × Lq(Ω). This result yields the strong convergence of the
sequences ϑN and ϕN . In Section 7 we prove that the limits ϑ∗, ϕ∗, v and
w serve as a weak solution to problem (1.20). This completes the proof of
Theorem 1.1.

2 Approximate solutions. Time discretization

In this section we construct sequences ϑN , vN , uN , wN , N ≥ 1, of approx-
imate solutions to problem (1.20) by using time discretization. For given
bounded functions wn−2, wn−1, vn−1, and a vector field f , we denote by
Sn(ϑ,u) the integral functional

Sn(ϑ,u) = Ψg(u, ϑ, wn−1)− τ

2
Π0(ϑ, ϑ) +

∫
Ω

(
w3
n−2vn−1ϑ− f · u

)
dx,

(2.1)

where the free energy functional Ψg is given by (1.14) and the tempera-
ture energy dissipation rate Π0 is given by (1.33). We are looking for the
approximate solution to problem (1.20) in the form

ϑN (x, t) = ϑn(x), vN (x, t) = vn(x),

uN (x, t) = un(x), wN (x, t) = wn(x, t)
(2.2)

for
t ∈
(
(n− 1)τ, nτ ], 1 ≤ n ≤ N, τ = TN−1.

Set
wn(x) = wN (x, τn). (2.3)

The functions ϑn, vn, and un are defined by the following recurrence relations.
We assume that v0, w0 are given by the initial data (1.20g) and

θ0 = Θ(v0, 0, w0), w−1 = 0. (2.4)
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If ϑn−1, vn−1, and wn−1 = wN (x, τ(n− 1)) are already determined for some
n ≥ 1, we define ϑn and un as solutions to the variational problem

Sn(ϑn,un) = min
u−h∈W2,2

max
ϑ∈W 1,2

0

Sn(ϑ,u). (2.5)

Then we define vn by

vn = ϑn −W (w−1n−1Dun) ≡ V (Dun, ϑn, wn−1). (2.6)

Next, we define wN on the interval [τ(n− 1), τn] as a solution to the Cauchy
problem

∂twN = −H(ϕ(D2un, Dun, ϑn, wN ))wN , τ(n− 1) < t ≤ τn,
wN (τ(n− 1)) = wn−1.

(2.7)

Then we define wn by (2.3) and repeat the process until n = N = T/τ .
Finally, we define the approximation ϕN of the trace of the Eshelby tensor
by

ϕN = ϕ(D2uN , DuN , ϑN , wN ), (2.8)

where ϕ is given by (1.20e). Notice that uN , ϑN and vN are piecewise con-
stant functions of the time variable. In contrast, wN is a Lipschitz continuous
function of t. Relations (2.4)-(2.7) form a closed system of recurrent equa-
tions for the definition of approximate solution. The next theorem asserts
the existence of solution to this system. In order to formulate this result, it
is convenient to introduce the auxiliary functions

wN (t) = wn−1, ϑN = ϑn for (n− 1)τ ≤ t < nτ, (2.9)

where ϑn is a solution to the variational problem

Sn+1(un, ϑn) = max
ϑ∈W 1,2(Ω)

Sn+1(un, ϑ). (2.10)

Theorem 2.1 Let conditions (H.1)-(H.3) be satisfied and T > 0. Then there
are τ0 > 0 and a positive constant c with the following properties. For every
integer N > T/τ0, problem (2.4)-(2.6) has a solution satisfying

sup
t

∫
Ω

(
|∆uN |2 +W (w−1N DuN ) + |ϑN |2

)
dx

+

∫ T

0

Π(ϑN , ϕN ) dt ≤ c, (2.11)

0 < c−1 ≤ wN (x, t) ≤ c, |∂twN (x, t)| ≤ c a.e. in Ω × [0, T ], (2.12)

|wN − wN | ≤ cτ,
∫ T−τ

0

∫
Ω

|ϑN − ϑN |2 ≤ cτ. (2.13)
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Moreover, for every 0 ≤ t1 < t0 < T , we have

lim sup
N→∞

{
HN (t1)−HN (t0) +

∫ t0

t1+τ

Π1(H(ϕN ), ϕN )

+
1

2

∫ t0

t1+τ

Π0(ϑN , ϑN ) ds+
1

2

∫ t0−τ

t1+τ

Π0(ϑN , ϑN ) ds
}
≤ 0. (2.14)

Here

HN (t) = E(uN (t), vN (t), wN (t))−
∫
Ω

f · uN (t) dx, (2.15)

the total internal energy E and the forms Πi are given by (1.33) and (1.32),
and the trace of the Eshelby tensor ϕN is given by (2.8).

Proof The proof is in Appendix A.

Theorem 2.1 implies that the functions (wN )±1 are uniformly bounded
and the functions uN , ϑN satisfy the estimates

‖uN‖L∞(0,T ;W2,2) + ‖ϑN‖L2(0,T ;W 1,2(Ω)) + ‖ϑN‖L∞(0,T ;L2(Ω)) ≤ c, (2.16)

where c is independent of N . Now we use bootstrap arguments to obtain
stronger estimates. In particular we estimate uN in L∞(0, T ;W 2,6(Ω)) and
estimate the derivatives of wN . The corresponding result is

Theorem 2.2 Under the assumptions of Theorem 2.1,

sup
t∈[0,T ]

(
‖uN (t)‖W 2,6(Ω) + ‖DuN (t)‖L∞(Ω)

)
≤ c, (2.17)

sup
t∈[0,T ]

‖wN (t)
−1
∆uN (t)‖W 1,2(Ω) ≤ c, (2.18)

sup
t∈[0,T ]

‖wN (t)‖W 1,2(Ω) + ‖∂twN‖L2(0,T ;W 1,2(Ω)) ≤ c, (2.19)

where the constant c is independent of N .

The following proposition gives estimates of the approximate solutions in
Lebesgue spaces. It is a straightforward consequence of Theorem 2.2. Intro-
duce the exponent (r, p) and (s, q) satisfying the relations

1 < s <∞, 1 < q < 6s/(6s− 4),

r = 2s, p = 2q.
(2.20)

It follows that
2 < r <∞, 1 < p < 6r/(3r − 4).

Proposition 2.1 Under the assumptions of Theorem 2.1,

‖vN‖L∞(0,T ;L2(Ω) + ‖vN‖L2(0,T ;W 1,2(Ω) ≤ c, (2.21)

‖ϑN‖Lr(0,T ;Lp(Ω) + ‖vN‖Lr(0,T ;Lp(Ω) ≤ c, (2.22)

‖ϕN‖Ls(0,T ;Lq(Ω)) ≤ c, (2.23)

where c is independent of N .

The rest of this section is devoted to the proof of Theorem 2.2 and Propo-
sition 2.1.
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Proof of Theorem 2.2. We begin with the proof of estimate (2.17). The proof
is based on the fact that the growth exponent κ ∈ [2, 3) in (1.21) is less than
3. Since the case κ = 2 is trivial, we assume κ ∈ (2, 3). By the definition of
the approximate solution, we have

Sn(un, ϑn) = min
u−h∈W2,2

S(u, ϑn).

It follows that

lim
δ→0

δ−1
(
Sn(un − δq, ϑn)− Sn(un, ϑn)

)
= 0

for every q ∈ W2,2. This relation can be rewritten in the form∫
Ω

( ε

2wn−1
∆un∆q + w2

n−1(1 + ϑn)W (w−1n−1Dun) : Dq− fq
)
dx = 0.

Now choose ξ ∈ L2(Ω) and set q = ∆−1ξ, where the inverse ∆−1 is defined
as the solution to the Dirichlet problem

∆
(
∆−1ξ

)
= ξ in Ω, ∆−1ξ = 0 on ∂Ω.

Thus we get∫
Ω

( ε

2wn−1
∆un −∆−1 div

(
w2
n−1(1 + ϑn)W (w−1n−1Dun)

)
− f
)
ξ dx = 0,

which yields the equation

ε

2wn−1
∆un = ∆−1 div

{
w2
n−1(1 + ϑn)W (w−1n−1Dun)

}
+∆−1f. (2.24)

Since un − h ∈ W2,2, we also have

un = h on ∂Ω. (2.25)

It follows from the general theory of elliptic equations [15] that for all q ∈
W k−1,p(Ω), k ≥ 1, p ∈ (1,∞), we have

‖∆−1 div q ‖Wk,p(Ω) ≤ c‖q ‖Wk−1,p(Ω), (2.26)

where c is independent of q. Since the functions w±1N are uniformly bounded,
it follows from the growth condition (1.21) that

|w2
n−1(1 + ϑn)W (w−1n−1Dun)| ≤ c(1 + |ϑn|)(1 + |Dun|)γ , (2.27)

where γ = κ−1 ∈ (1, 2). Now set β0 = 2, α0 = 6. The energy estimate (2.16)
implies

‖∆un‖Lβ0 (Ω) ≤ c, ‖Dun‖Lα0 (Ω) ≤ c.

It follows from this, estimate (2.16), and the Hölder inequality that

‖(1 + |ϑn|)(1 + |Dun|)γ‖Lp0 (Ω)

≤ c(1 + ‖ϑn‖L2(Ω))(1 + ‖Dun‖L6(Ω))
γ ≤ c, (2.28)
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where p0
−1 = 2−1 + γ6−1 < 5/6. Combining this estimate with (2.26) we

arrive at the inequality

‖∆−1 div{w2
n−1(1 + ϑn)W (w−1n−1Dun)}‖W 1,p0 (Ω) ≤ c.

Since the embedding W 1,p0(Ω) ↪→ L3p0/(3−p0)(Ω) is bounded we conclude
from this and (2.24)-(2.25) that

‖∆un‖Lβ1 (Ω) ≤ c, where β1 = 3p0/(3− p0).

Since the embedding W2,β1 ↪→W 1,3β1/(3−β1)(Ω) is bounded, we have

‖Dun‖Lα1 (Ω) ≤ c, where α1 = 3β1/(3− β1).

Applying the Hölder inequality we arrive at

‖(1 + |ϑn|)(1 + |Dun|)γ‖Lp1 (Ω)

≤ c(1 + ‖ϑn‖L2(Ω))(1 + ‖Dun‖Lα1 (Ω))
γ ≤ c,

where p1
−1 = 2−1 + γα1

−1. Arguing as before we conclude that

‖∆un‖Lβk (Ω) ≤ c, ‖Dun‖Lαk (Ω) ≤ c. (2.29)

Here the sequences αk, pk, and βk are defined by the recurrent relations

αk = 3βk−1(3− βk−1)−1, βk = 3pk−1(3− pk−1)−1, p−1k = 2−1 + γα−1k−1.

Estimates (2.29) hold provided 1 ≤ βk−1 < 3 or equivalently 1 ≤ pk < 3/2.
Notice that the quantities pk are defined by the recurrent relations p−1k =

γp−1k−1 + 1/2− 2γ/3, which lead to the equality

p−1k = γkp−10 − (4γ − 3)
γk − 1

6(γ − 1)
=

1

6(γ − 1)

(
γk+1(γ − 2) + (4γ − 3)

)
.

Since γ ∈ (1, 2), the sequence p−1k decreases and tends to −∞ as k → ∞.
Hence there is a minimal k such that pk−1 ≤ 3/2 and pk > 3/2. It follows
that βk+1 > 3. In this case the embedding W2,βk+1 ↪→ L∞(Ω) is bounded,
which yields

‖Dun‖L∞(Ω) ≤ c, ‖(1 + |ϑn|)(1 + |Dun|)γ‖L2(Ω) ≤ c. (2.30)

We thus get

‖∆−1 div{w2
n−1(1 + ϑn)W (w−1n−1Dun)}‖W 1,2(Ω) ≤ c.

From this and (2.24) we conclude that

‖w−1n−1∆un‖W 1,2(Ω) ≤ c (2.31)

and hence
‖un‖W 2,6(Ω) ≤ c. (2.32)



Nonconvex Model of Material Growth. Mathematical Theory 15

It remains to note that estimates (2.17) and (2.18) obviously follow from
(2.30)-(2.32).

Now our task is to estimate wN . Recall that wN satisfies the ordinary
differential equation and initial condition (2.7). Notice that the differentia-
bility of wN with respect to x follows from the differentiability of un, ϑn,
and general results on the differentiability of solutions to ordinary differen-
tial equations with respect to parameters. It is necessary to prove (2.17).
Differentiation of both sides of (2.7) with respect to x gives

∂t(∇wN ) = −H(ϕ)∇wN −H ′(ϕ)wN∇ϕ for τ(n− 1) < t ≤ τn,
∇wN (τ(n− 1)) = ∇wn−1.

(2.33)

Next, formula (1.20e) for ϕ implies

ϕ(D2un, Dun, ϑn, wN ) = −εw2
n−1(2wN )−1σ2

n

+ (1 + ϑn)w3
N

(
3W (w−1N Dun)−W ′(w−1N Dun) : (w−1N Dun)

)
− 3w3

N

2
ϑ2n,

(2.34)

where

σn = w−1n−1∆un = (wN (t))−1∆uN (t), t ∈ ((n− 1)τ, nτ ]. (2.35)

It follows that

∇ϕ = M∇wN + N∇wn−1 + L, (2.36)

where

M = w2
N (1 + ϑn)R(ξ) +

ε

2w2
N

(∆un)2 − 9

2
w2
Nϑ

2
n, N = −εwn−1

wN
σn,

L = w2
N (1 + ϑn)P(ξ,η) + w3

N (3W (ξ)−W ′(ξ) : ξ)∇ϑn

−
εw2

n−1
wN

σn∇σn − 3w3
Nϑn∇ϑn.

(2.37)

Here the matrix valued function ξ and the vector-matrix valued function η
are given by

ξ = w−1N Dun, η = (ηi)1≤i≤3, ηi = w−1N ∂xiDun,

and the scalar function R and the vector function P = (Pi)1≤i≤3 are given
by

R = 9W (ξ)− 5W ′(ξ) : ξ +W ′′(ξ)[ξ, ξ],

Pi = 2W ′(ξ) : ηi −W ′′(ξ)[ξ,ηi].
(2.38)

Since the functions wN and Dun are uniformly bounded we have

|ξ| ≤ c, |η| ≤ c|∇2un|, |R| ≤ c, |P| ≤ c|∇2un|. (2.39)
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It follows that

|M| ≤ c(1 + |ϑn|2 + |∆un|2), |N| ≤ c|∆un|,
|L| ≤ c(1 + |ϑn|)(1 + |∇2un|) + c|∆un||∇σn|+ c(1 + |ϑn|)|∇ϑn|.

(2.40)

On the other hand, representation (2.34) implies

−ϕ(D2un, Dun, ϑn, wN ) ≥ c−1(|ϑn|2 + |∆un|2)− c,

where c > 0 is independent of N . From this and |H ′(ϕ)| ≤ c(1 + |ϕ|)−1 we
conclude that

|H ′(ϕ)| ≤ c(1 + |ϑn|2 + |∆un|2)−1.

Combining this with (2.41) we arrive at

|H ′(ϕ)M| ≤ c, |H ′(ϕ)N| ≤ c,
|H ′(ϕ)L| ≤ c(1 + |∇σn|+ |∇ϑn|+ |∇2un|).

(2.41)

Next, substituting (2.37) into (2.33) we obtain

∂t(∇wN ) = −
(
H(ϕ)+H ′(ϕ)wNM

)
∇wN−wNH ′(ϕ)N)∇wn−1−wNH ′(ϕ)L,

which along with (2.41) yields

∂t|∇wN | ≤ |∂t(∇wN )| ≤ c|∇wN |+ c|∇wn−1|+ cGn. (2.42)

Here
Gn = 1 + |∇2un|+ |∇ϑn|+ |∇σn|. (2.43)

Multiplying both sides of (2.42) by exp(−ct) we obtain

∂t(e
−ct|∇wN |) ≤ ce−ct(|∇wn−1|+ c(1 + |∇2un|+ |∇ϑn|+ |∇σn|). (2.44)

Choose any t ∈ [τ(n − 1), τn]. Integrating this inequality over [τ(n − 1), t]
and multiplying the result by ect, we arrive at

|∇wN (t)| ≤ |∇wn−1|+ (et−(n−1)τ − 1) (2|∇wn−1|+Gn)

≤ |∇wn−1|(1 + cτ) + c τ Gn,

where c is independent of N . Applying the Cauchy inequality we obtain

|∇wN (t)|2 ≤ |∇wn−1|2(1 + cτ) + cτG2
n for τ(n− 1) ≤ t ≤ τn.

Integrating both sides over Ω and recalling estimates (2.17)-(2.18) we obtain∫
Ω

|∇wN (t)|2 dx ≤ (1 + cτ)

∫
Ω

|∇wn−1|2 dx+ cτ

∫
Ω

G2
n dx

≤ (1 + cτ)

∫
Ω

|∇wn−1|2 dx+ cτ

∫
Ω

(1 + |∇ϑn|2) dx. (2.45)

Since wN (nτ) = wn, we conclude from this that∫
Ω

|∇wn|2 dx ≤ (1 + cτ)

∫
Ω

|∇wn−1|2 dx+ cτ

∫
Ω

(1 + |∇ϑn|2) dx.
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It follows that∫
Ω

|∇wn|2 dx ≤ (1+cτ)n
∫
Ω

|∇w0|2 dx+cτ

n∑
k=0

(1+cτ)n−k
∫
Ω

(1+ |∇ϑk|2 dx.

In view of the relation τ = TN−1 we have

(1 + cτ)n ≤ (1 + cτ)N =
{

(1 + cτ)1/(cτ)
}cT ≤ ecT .

Thus we get∫
Ω

|∇wn|2 dx ≤ ecT
∫
Ω

|∇w0|2 dx+ cecT τ

n∑
k=0

∫
Ω

(1 + |∇ϑk|2) dx

= ecT
∫
Ω

|∇w0|2 dx+ cecT
∫ nτ

0

∫
Ω

(1 + |∇ϑk|2) dxdt ≤ c (2.46)

for all 1 ≤ n ≤ N . Combining this result with (2.45) we obtain∫
Ω

|∇wN (t)|2 dx ≤ c for all t ∈ [0, T ]. (2.47)

From this, (2.46), and (2.42) we conclude that∫
Ω

|∂t(∇wN (t))|2 dx ≤ c+ c

∫
Ω

|∇ϑN |2 dx

for τ(n− 1) < t ≤ τn. Noting that ϑN (t) = ϑn on this interval, we obtain∫ T

0

∫
Ω

|∂t(∇wN (t))|2 dxdt ≤ c+ c

∫ T

0

∫
Ω

|∇ϑN |2 dx ≤ c. (2.48)

It remains to note that the desired inequality (2.19) clearly follows from
(2.47) and (2.48).

Proof of Proposition 2.1. We first observe that estimate (2.21) obviously
follows from (2.16)-(2.19) and the identity vN = ϑN −W (w−1N DuN ).

Let us prove estimate (2.22). Since the embedding W 1,2(Ω) ↪→ L6(Ω) is
bounded, the energy estimate (2.16) yields

‖ϑN‖L∞(0,T ;L2(Ω)) + ‖ϑN‖L2(0,T ;L6(Ω)) ≤ c.

By the interpolation inequality, for every α ∈ (0, 1) we have

‖ϑN‖Lr(0,T ;Lp(Ω) ≤ ‖ϑN‖1−αL∞(0,T ;L2(Ω)‖ϑN‖
α
L2(0,T ;L6(Ω) ≤ c, (2.49)

where
α/2 = 1/r, (1− α)/2 + α/6 = 1/p.

Estimate (2.22) for ϑN obviously follows from (2.49). Repeating these argu-
ments and using (2.21) we obtain (2.22) for vN .
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It remains to prove estimate (2.23). Recall representation (2.8) for ϕN .
Since w±1n and Dun are uniformly bounded, it follows from (2.8) that for
almost every t ∈ (0, T ),

|ϕN (t)| ≤ c+ c|∆uN (t)|2 + c|ϑN (t)|2. (2.50)

Notice that in view of (2.16) we have

‖(∆uN )2‖Ls(0,T ;Lq(Ω)) ≤ c‖∆uN‖L∞(0,T ;L6(Ω)) ≤ c. (2.51)

Next, relation (2.20) yields 2s = r and 2q = p. From this and estimate (2.49)
we obtain

‖ϑ2N‖Ls(0,T ;Lq(Ω)) ≤ c‖ϑN‖2Lr(0,T ;Lp(Ω)) ≤ c. (2.52)

Combining (2.50)-(2.52) we arrive at estimate (2.23).

3 Compactness

In Section 2 we proved the existence of approximate solutions uN , ϑN , vN ,
wN to problem (1.20). Our goal is to prove that this sequence has a limit point
which is a weak solution to (1.20). Hence, the key question is the compactness
of the set of approximate solutions in appropriate Banach spaces. In this
section we give a preliminary analysis of this problem. Notice that among the
thermodynamical and mechanical quantities in (1.20), only the entropy v and
the growth factor w satisfy evolution equations. Therefore, the compactness
properties of the sequences vN and wN can be established by applying the
Dubinski-Lions Lemma. The corresponding result is given by the following
theorem, which is the first main result of this section.

Theorem 3.1 Let all conditions of Theorem 2.1 be satisfied. Then there is
a subsequence of (vN , wN ), still denoted by (vN , wN ), and functions v, w with

w±1 ∈ L∞(0, T ;L∞(Ω)) ∩ L∞(0, T ;W 1,2(Ω)), ∂tw ∈ L2(0, T ;W 1,2(Ω)),

v ∈ L2(0, T ;W 1,2(Ω)) ∩ L∞(0, T ;L2(Ω)) (3.1)

such that

w±1N → w±1 in C(0, T ;Lα(Ω)), (3.2)

vN → v in Lr(0, T ;Lp(Ω)) (3.3)

as N →∞ for all α ∈ [1,∞) and all (p, r) satisfying (2.20).

We cannot guarantee the strong convergence of the sequences uN , ϑN
and ϕN since these functions have no smoothness with respect to the time
variable. However, they have some smoothness with respect to the spatial
variables. Hence we can expect that these functions map the interval (0, T )
onto some relatively compact set. The corresponding result is given by the
following theorem, which is the second main result of this section.

Theorem 3.2 Let exponents s, q and r, p satisfy conditions (2.20). Then for
every η > 0 there is a compact set Tη with the following properties:
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(i) Tη ⊂ (0, T ), meas((0, T ) \ Tη) ≤ η.
(ii) The mappings v : Tτ → Lp(Ω) and vN : Tτ → Lp(Ω) are continuous and

vN (t)→ v(t) in Lp(Ω) uniformly on Tη. (3.4)

(iii) For every α ∈ [1,∞),

wN (t)→ w(t) in Lα(Ω) uniformly on Tη. (3.5)

(iv) The set
T(η) = {(ϑN (t), ϕN (t)) : N ≥ 1, t ∈ Tη}, (3.6)

is relatively compact in Lp(Ω)× Lq(Ω).

The rest of this section is devoted to the proof of Theorems 3.1 and 3.2.

Proof of Theorem 3.1. We begin by proving (3.2). It suffices to show that
the sequence {wN (t)}N≥1 is relatively compact in C(0, T ;Lα(Ω)) for every
α ∈ [1,∞). Set

Mw = {wN (t) : t ∈ [0, T ], N ≥ 1}.
It follows from (2.17) that Mw is bounded in W 1,2(Ω) and hence in Lr(Ω)
for every r ∈ [1, 6). In particular, it is relatively compact in measure. On
the other hand, inequality (2.17) yields the boundedness of Mw in L∞(Ω).
Hence Mw is relatively compact in Lα(Ω) for all α ∈ [1,∞).

Next, it follows from estimate (2.19) that for 1 ≤ α ≤ 6, h ∈ (0, T ), and
0 ≤ t ≤ T − h,

‖wN (t+ h)− wN (t)‖Lα(Ω) ≤ c‖wN (t+ h)− wN (t)‖W 1,2(Ω)

≤ c
∥∥∥∥∫ t+h

t

∂swN (s) ds

∥∥∥∥ ≤ h1/2‖∂twN (t)‖L2(0,T ;W 1,2(Ω)) ≤ ch1/2. (3.7)

If α > 6 we apply the interpolation inequality to obtain

‖wN (t+ h)− wN (t)‖Lα(Ω)

≤ c‖wN (t+ h)− wN (t)‖6/αL6(Ω)‖wN (t+ h)− wN (t)‖(α−6)/αL∞(Ω)

≤ c‖wN (t+ h)− wN (t)‖6/αL6(Ω) ≤ ch
3/α.

(3.8)

Estimates (3.7) and (3.8) show that the sequence wN is equicontinuous
in C(0, T ;Lα(Ω)). Recall that wN takes values in the relatively compact
set Mw. Application of the Ascoli Theorem completes the proof of (3.2).

Our next task is to prove (3.3). Recall that (un, ϑn) is a solution to the
variational problem

Sn(un, ϑn) = max
ϑ∈W 1,2(Ω)

Sn(un, ϑ).

Calculation of the variation of Sn at the point ϑn leads to the linear elliptic
boundary value problem for ϑn,

−τ∆ϑn + w3
n−1V (Dun, ϑn, wn−1) = w3

n−2vn−1 in Ω,

∂nϑn + ϑn = 0 on ∂Ω.
(3.9)
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Here V is given by (1.27), i.e.,

V (Dun, ϑn, wn−1) = ϑn −W (w−1n−1Dun) = vn.

It follows that

vn−vn−1 = wn−1
−3(τ∆ϑn+Rn), where Rn = (w3

n−2−w3
n−1)vn−1. (3.10)

Recall that wn−2 = wN ((n− 2)τ) and wn−1 = wN ((n− 1)τ). From this and
(2.19) we conclude that |w3

n−2 − w3
n−1| ≤ cτ and hence

|Rn| ≤ c τ |vn−1|. (3.11)

In view of (2.19), we have |w±1n−1| ≤ c and ‖∇wn−1‖L2(Ω) ≤ c. Fix λ > 3.

Since the embedding W 1,λ
0 (Ω) ↪→ L∞(Ω) is bounded, we have

‖w−3n−1ζ‖W 1,2(Ω) ≤ c‖ζ‖W 1,λ
0 (Ω) for all ζ ∈W 1,λ

0 (Ω). (3.12)

Obviously ζw−3n−1 ∈W
1,2
0 (Ω). Thus we get∫

Ω

ζw−3n−1∆ϑn dx = −
∫
Ω

∇(ζw−3n−1)∇ϑn dx ≤ c‖∇ϑn‖L2(Ω)‖ζ‖W 1,λ
0 (Ω).

This means that

‖w−1n−1∆ϑn‖W−1,µ(Ω) ≤ c‖∇ϑn‖L2(Ω) for all µ = λ/(λ− 1) ∈ (1, 3/2),

which along with (3.10)-(3.11) yields

‖vn − vn−1‖W−1,µ(Ω) ≤ cτ‖∇ϑn‖L2(Ω) + ‖Rn‖Lµ(Ω)

≤ cτ‖ϑn‖W 1,2(Ω) + cτ‖vn−1‖Lµ(Ω).

Thus we get

N∑
n=1

‖vn − vn−1‖W−1,µ(Ω) ≤ cτ
N∑
n=1

(‖ϑn‖W 1,2(Ω) + ‖vn−1‖Lµ(Ω))

≤ c
∫ T

0

(‖ϑN (t)‖W 1,2(Ω) + ‖vN (t− τ)‖Lµ(Ω)) dt ≤ c.

It follows that the total variation of the piecewise constant function vN :
[0, T ]→W−1,µ(Ω) is bounded by a constant c independent of N . Thus∫ T−h

0

‖vN (t+ h)− vN (t)‖W−1,µ(Ω) dt ≤ ch for 0 < h < T.

On the other hand, estimate (2.21) yields∫ T−h

0

‖vN (t)‖W 1,2(Ω) ≤ ch for 0 < h < T. (3.13)

As the embedding W 1,2(Ω) ↪→ Lµ(Ω) ↪→ W−1,µ(Ω) is compact, Theorem 5
in [24] implies that the sequence vN is relatively compact in L1(0, T ;Lµ(Ω)).
Hence it is relatively compact in measure. On the other hand, in view of
Proposition 2.1 this sequence is bounded in Lr(0, T ;Lp(Ω)) for all r and p
satisfying (2.20). Since the set of admissible r and p is open, we conclude that
the sequence vN is relatively compact in Lr(0, T ;Lp(Ω)). This completes the
proof of Theorem 3.1.
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Proof of Theorem 3.2. Since Lp(Ω) is separable, the piecewise constant map-
pings vN : (0, T ) → Lp(Ω) are strongly measurable on (0, T ). On the other
hand, they converge strongly to v in Lr(0, T ;Lp(Ω)), Hence vN converges to
v in measure in (0, T ), and the sequence vN meets all requirements of the
Egoroff Theorem. We conclude that for every η > 0 there is a compact set
Tη satisfying (i) and (ii). Item (iii) obviously follows from (3.3).

In order to prove (iv) notice that in view of (2.6) and (2.9) we have

ϑN (t) = vN (t) +W (wN (t)−1DuN (t)), (3.14)

where wN (t) is defined by (2.9). It follows from (3.3) that

‖wN − wN‖C(0,T ;Lα(Ω)) → 0 uniformly in N as N →∞. (3.15)

Now choose a sequence tm ∈ Tη, m ≥ 1. After passing to a subsequence
we may assume that tm → t0 ∈ Tη as m → ∞. It follows from (3.3) and
(3.15) that wN (tm) → w(t0) in Lα(Ω) as m,N → ∞. After passing to a
subsequence we may assume that

wN (tm, x)→ w(t0, x) a.e. in Ω. (3.16)

Next, it follows from (2.17) that the sequence un(tm) is uniformly bounded in
W 2,6(Ω). Recall that the embedding W 2,6(Ω) ↪→ C1(Ω) is compact. Hence,
after passing to a subsequence we may assume that DuN (tm) converges
uniformly in Ω. Recalling (3.15) we deduce that W (wN (tm)−1DuN (tm))
converges in measure in Ω. Since the functions W (wN (tm)−1DuN (tm)) are
bounded, it follows that this sequence converges in Lp(Ω). On the other hand,
(ii) implies that vN (tm) converges to v(t0) in Lp(Ω). From this and (3.14) we
find that ϑN (tm) converges in Lp(Ω) as (m,N)→∞. Hence, every sequence
ϑN (tm) contains a subsequence which converges in Lp(Ω). Next, in view of
(2.8) and (1.20e),

ϕN = −εw
2
N

2wN

(∆uN
wN

)2
− w3

N

3ϑ2N
2

+ w3
N (1 + ϑN )

{
3W (w−1N DuN )− w−1N W ′(w−1N DuN ) : DuN

}
. (3.17)

Consider now ϕN (tm). By (2.18) the sequence wN∆uN (tm) is bounded in
W 1,2(Ω). Hence, after passing to a subsequence, we may assume that this
sequence converges a.e. in Ω. We have proved that wN (tm), ϑn(tm) and
DuN (tm) converge a.e. in Ω as (N,m) → ∞. Hence ϕN (tm) converges a.e.
in Ω.

Next, since w±1N and DuN are uniformly bounded, relation (3.15) implies
that for every t ∈ (0, T ),

|ϕN (t)| ≤ c+ c|∆uN (t)|2 + c|ϑN (t)|2. (3.18)

Notice that in view of (2.20) we have

‖|∆uN (t)|2‖Lq(Ω) ≤ c‖∆uN‖L∞(0,T ;L6(Ω)) ≤ c. (3.19)

We have already proved that the sequence ϑN (tm) is relatively compact in
Lp(Ω). From this and 2q = p we conclude that the sequence ϑN (tm)2 is
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relatively compact in Lq(Ω). Recalling (3.18) and (3.19) we conclude that
the sequence ϕN (tm) is bounded in Lq(Ω) for all q satisfying (2.20). Since
this sequence converges in measure in Ω and the set of admissible q is open,
we conclude that ϕN (tm) converges strongly in Lq(Ω). Thus we prove that for
every tm ∈ Tη, the sequence ϕN (tm) contains a subsequence which converges
in Lq(Ω). Hence the set T(η) is relatively compact in Lp(Ω) × Lq(Ω). This
completes the proof of Theorem 3.2.

4 Marginal function. Energy dissipation inequalities

In this section we deduce the energy dissipation inequalities which play a
crucial role in the further analysis. In Sections 2 and 3 we have built the
sequence of approximate solutions uN , ϑN , wN , and vN to problem (1.20)
and investigated their properties. In particular, we have proved the strong
convergence of the evolutionary variables vN and wN . Now we start a long
way in order to prove the convergence of ϑN and ϕN . Our tool is the mono-
tonicity method, which is based on a careful analysis of the energy dissipation
inequality and works well for problems with a convex free energy functional.
In our case the main difficulty is that the free energy density is a nonconvex
function of the displacement vector field u. However, it is a concave function
of the temperature ϑ. Moreover, the right hand side of equation (1.20c) for
the growth factor w is a monotone function of the trace ϕ of the material
Eshelby tensor. The idea is to eliminate the displacement vector field and to
focus on the sequences ϑN and ϕN . The key observation is the following.

Substituting the approximate solution into expressions (1.28)-(1.29) for
the internal energy we get the approximate value of the total internal energy
EN as a real valued function of the time variable. Since the free energy and the
internal energy depend on the displacement vector field u, it is hard to expect
that the sequence EN converges for a fixed t. It is a remarkable fact of the
theory is that the sequence of internal energies converges almost everywhere
on (0, T ) and its limit can be expressed in terms of a marginal function
depending only on the evolutionary variables v and w. This fact immediately
leads to the desired energy dissipation inequality. Recall Definition 1.2 for
the functional H and the marginal function M. Now we are in a position to
formulate the first main result of this section.

Theorem 4.1 Let all conditions of Theorem 3.1 be satisfied and v, w be the
limits of vN and wN defined by Theorem 3.1. Then

H(uN (t), vN (t), wN (t))→M(v(t), w(t)) as N →∞ for a.e. t ∈ (0, T ).
(4.1)

Moreover,

M(v(t0), w(t0))−M(v(t1), w(t1)) + lim sup
N→∞

{∫ t0

t1+τ

Π1(H(ϕN ), ϕN ) ds

+
1

2

∫ t0

t1+τ

Π0(ϑN , ϑN ) ds+
1

2

∫ t0−τ

t1+τ

Π(ϑN , ϑN ) ds
}
≤ 0. (4.2)
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for a.e. 0 < t1 < t0 < T . Here the energy dissipation rate Π is given by
(1.33), the function ϑN is given by (2.9), (2.10).

Inequality (4.2) estimates M(t0) −M(t1) from above. Our next task is to
estimate this difference from below. We will thus obtain an estimate which
is complementary to the energy dissipation inequality. Such estimates are
essential ingredients of the monotonicity method.

In order to formulate the corresponding result we introduce some nota-
tion. In view of Proposition 2.1 after passing to a subsequence we may assume
that there are functions

ϑ∗ ∈ L2(0, T ;W 1,2(Ω)) ∩ L∞(0, T ;L2(Ω)),

ϕ∗ ∈ Ls(0, T ;Lq(Ω)), H∗ ∈ L∞(Ω × (0, T )) (4.3)

such that

ϑN → ϑ∗ weakly in Lr(0, T ;Lp(Ω)) and in L2(0, T ;W 1,2(Ω)),

ϕN → ϕ∗ weakly in Ls(0, T ;Lq(Ω)), (4.4)

H(ϕN )→ H∗ star weakly in L∞(Ω × (0, T )).

Here (r, p) and (s, q) are arbitrary exponents satisfying (2.20). Since the
spaces W 1,2(Ω) and Lα(Ω), 1 ≤ α <∞, are separable, the mappings v, ϑ∗ :
(0, T ) → W 1,2(Ω) and H∗ : (0, T ) → Lα(Ω) are strongly measurable. It
follows that there exists a set L of full measure in (0, T ) such that for all
t0, t1 ∈ L we have

1

t0 − t1

∫ t0

t1

(
‖v(t0)− v(s)‖W 1,2(Ω) + ‖ϑ∗(t0)− ϑ∗(s)‖W 1,2(Ω)

+ ‖H∗(t0)−H∗(s)‖Lα(Ω)

)
ds→ 0 as t↗ t0. (4.5)

For every η > 0, the set L contains a compact subset Lη with meas([0, T ] \
Lη) < η/2. Next, it follows from the Lusin theorem that there is a compact
set Cη ⊂ [0, T ] such that meas([0, T ] \ Cη) < η/2 and

lim
t1→t0, ti∈Cη

(
‖v(t0)− v(t1)‖W 1,2(Ω) + ‖ϑ∗(t0)− ϑ∗(t1)‖W 1,2(Ω)

+ ‖H∗(t0)−H∗(t1)‖Lα(Ω)

)
= 0. (4.6)

Theorem 4.2 Let t0, t1 ∈ Lη ∩ Cη. Furthermore, assume that

u ∈W 2,6(Ω) ∩ (W2,2 + h)

is a minimizer of the functional H(·, v(t0), w(t0)), i.e.,

H(u, v(t0), w(t0)) = M(v(t0), w(t0)). (4.7)

and

ϑ = v(t0)−W (w(t0)−1Du)) ∈W 1,2(Ω),

ϕ = ϕ(D2u, Du, ϑ, w(t0)) ∈ Lq(Ω).
(4.8)
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Then

lim inf
t1↗t0

1

t0 − t1

{
M(v(t0), w(t0))−M(v(t1), w(t1))

}
+Π0(ϑ, ϑ∗(t0)) +Π1(ϕ,H∗(t0)) ≥ 0. (4.9)

Here the bilinear forms Πi are given by (1.33).

The rest of the section is devoted to the proof of Theorems 4.1 and 4.2.

Proof of Theorem 4.1. Proof of (4.1). Recall representations (2.3) and (2.9)
of the approximate solution in terms of un, vn, ϑn, and wn. Fix u such that
u−h ∈ W2,2 and define φ ∈W 1,2(Ω) as a solution to the variational problem

Sn(φ,u) = max
ϑ∈W 1,2(Ω)

Sn(ϑ,u),

where Sn is given by (2.1). It follows from (2.5) that

Sn(ϑn,un) ≤ Sn(φ,u). (4.10)

Note that
Sn(ϑn,un) = sup

ϑ∈W 1,2(Ω)

Sn(ϑ,un).

It now follows from Lemma A.1 in the Appendix that

Sn(ϑn,un) = E(un, ϑn, wn−1)−
∫
Ω

f · un dx+
τ

2
Π0(ϑn, ϑn)

≡H(un, vn, wn−1) +
τ

2
Π0(ϑn, ϑn). (4.11)

Next, expressions (1.13a) and (2.1) for Ψg and Sn imply

Sn(φ,u) =

∫
Ω

Ψg(D
2u, Du, φ, wn−1) dx+

∫
Ω

(w3
n−2vn−1φ− fu) dx

− τ

2
Π0(φ, φ). (4.12)

Now set
Θ = Θ(Du, vn, wn−1) ≡ vn +W (wn−1Du). (4.13)

Obviously we have

V (Du, Θ,wn−1) ≡ Θ −W (wn−1Du) = vn, (4.14)

and

∂

∂Θ
Ψg(D

2u, Du, Θ,wn−1) ≡ −w3
n−1V (Du, Θ,wn−1) = −w3

n−1vn. (4.15)

Since Ψg is a concave function of the temperature, we have

Ψg(D
2u, Du, φ, wn−1)

≤ Ψg(D2u, Du, Θ,wn−1) +
∂

∂Θ
Ψg(D

2u, Du, Θ,wn−1)(φ−Θ).
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Substituting this in the right hand side of (4.12) and using (4.15) we arrive
at

Sn(φ,u) ≤
∫
Ω

Ψg(D
2u, Du, Θ,wn−1) + w3

n−1vnΘ) dx−
∫
Ω

f · u dx

+

∫
Ω

(w3
n−2vn−1 − w3

n−1vn)φdx− τ

2
Π0(φ, φ). (4.16)

Next, (4.13) and expression (1.28) for the density of the internal energy give
the identity

Ψg(D
2u, Du, Θ,wn−1) + w3

n−1vnΘ = E(D2u, Du, vn, wn−1),

which along with (1.30) implies∫
Ω

(
Ψg(D

2u, Du, Θ,wn−1) +w3
n−1vnΘ− f ·u

)
dx = H(u, vn, wn−1). (4.17)

Multiplying both sides of (3.9) by φ and integrating the result over Ω we
obtain ∫

Ω

(
w3
n−2vn−1 − w3

n−1vn
)
φdx = τΠ0(ϑn, φ). (4.18)

Substituting (4.17) and (4.18) into (4.16) we obtain

Sn(u, φ) ≤H(u, vn, wn−1) + τΠ0(ϑn, φ)− τ

2
Π0(φ, φ). (4.19)

Combining (4.10) with (4.11) and (4.19) we arrive at

H(un, vn, wn−1) ≤H(u, vn, wn−1)− τ

2
Π0(ϑn − φ, ϑn − φ)

for all integers n ∈ [1, N ]. Recalling the definition (2.2) of uN and vN and
the definition (2.9) of wN we deduce that

H(uN (t), vN (t), wN (t)) ≤H(u, vN (t), wN (t)) (4.20)

for all t ∈ (0, T ) and all u ∈ W2,2 + h. By (3.3) there exists a set Q of full
measure in [0, T ] such that Tη ⊂ Q and for every t ∈ Q,

vN (t)→ v(t) in Lp(Ω), wN (t)→ w(t) in Lα(Ω).

Letting N →∞ in (4.20), we obtain

lim sup
N→∞

H(uN (t), vN (t), wN (t)) ≤H(u, v(t), w(t))

for all u ∈ W2,2 + h which along with the definition of the marginal function
M gives

lim sup
N→∞

H(uN (t), vN (t), wN (t)) ≤M(v(t), w(t)) for all t ∈ Q.
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It remains to prove that

lim inf
N→∞

H(uN (t), vN (t), wN (t)) ≥M(v(t), w(t)) for all t ∈ Tη. (4.21)

To this end, we fix η > 0 and t ∈ Tη, where Tη is given by Theorem 3.2.
Next, choose a sequence Nk such that

lim inf
N→∞

H(uN (t), vN (t), wN (t)) = lim
Nk→∞

H(uNk(t), vNk(t), wNk(t)).

Since uN (t) is bounded in W 2,6(Ω), we can assume, after passing to a sub-
sequence, that there is u∗ ∈W 2,6(Ω) such that

uNk(t)→ u∗ weakly in W 2,6(Ω), uNk(t)→ u∗ strongly in C1(Ω).

Next, the inequality |wNk(t)− wNk(t)| ≤ cT/Nk and relation (3.5) imply

‖wNk(t)− w(t)‖Lα(Ω) → 0 as Nk →∞ for all α ∈ [1,∞).

Letting Nk →∞ and using (3.4) we obtain

H(u∗, v(t), w(t)) ≤ lim
Nk→∞

H(uNk(t), vNk(t), wNk(t)).

On the other hand,

M(v(t), w(t)) ≤H(u∗, v(t), w(t)),

which yields (4.21). Hence the desired relation (4.21) holds for every t ∈ Tη.
Letting η → 0 we conclude that it holds for a.e. t ∈ (0, T ). This completes
the proof of (4.1).

In order to prove (4.2) it suffices to note that the desired inequality ob-
viously follows from (2.14) and (4.1).

Proof of Theorem 4.2 The proof is based on the following lemma.

Lemma 4.1 Let ς ∈ L∞(0, T ;W 1,2(Ω)), ∂tς ∈ L∞(Ω) and ς(t) = 0 in a
neighborhood of T . Then∫ T

0

∫
Ω

(w3v∂tς−∇ϑ∗∇ς)dxdt−
∫ T

0

∫
∂Ω

ϑ∗ς ds+

∫
Ω

w3
0v0ς(0) dx = 0. (4.22)

Moreover,∫
Ω

(w(t0)3v(t0)− w(t1)3v(t1))η dx+

∫ t0

t1

∫
Ω

∇ϑ∗∇η dxdt

+

∫ t0

t1

∫
∂Ω

ϑ∗η dsdt = 0 (4.23)

for all η ∈W 1,2(Ω) and all t0, t1 ∈ Lη ∩ Cη.
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Proof The variation of the functional Sn(ϑ,un) at the critical point ϑ = ϑn
leads to the equality

1

τ

{
w3
N (t)vN (t)− w3

N (t− τ)vN (t− τ)
}
−∆ϑN (t) = 0 (4.24)

for t ∈ (0, T ). Notice that

wN (t− τ) = w−1 = w0, vN (t− τ) = v0 for t ∈ (0, τ ].

Multiplying both sides of (4.24) by ς and integrating the result overΩ×(0, T ),
we obtain∫ T

0

∫
Ω

{
wN (t)3vn(t)

ς(t+ τ)− ς(t)
τ

−∇ϑ∗∇ς
}
dxdt

−
∫ T

0

∫
∂Ω

ϑ∗ς ds+

∫
Ω

w3
0v0ς(0) dx = 0.

Letting N → ∞ and using (3.3) and (4.4) we arrive at (4.22). Next choose

η ∈W 1,2
0 (Ω) and ti ∈ Lη∩Cη. Then choose a compactly supported continuous

function ζ such that

ζ = 1 for t ∈ (t1, t0 − δ), ζ = 0 for t ∈ (−∞, t1 − δ] ∪ [t0,∞),

and ζ is linear on the intervals (t1−δ, t1) and (t0−δ, t0). Substituting ς = ζη
into (4.22), letting δ → 0, and using (4.5) we obtain (4.23).

Let us turn to the proof of Theorem 4.2. We assume that t1, t0 ∈ Lη ∩ Cη.
By abuse of notation we will write vi and wi instead of v(ti) and w(ti).
Recall relation (4.7). By the definition of the marginal function, we have
M(v1, w1) ≤H(u, v1, w1), which leads to

M(v0, w0)−M(v1, w1) ≥H(u, v0, w0)−H(u, v1, w1)

= E(u, v0, w0)− E(u, v1, w1). (4.25)

Here the total internal energy functional E has the integral representation
by (1.29) with the integrand E given by (1.28). The Taylor formula implies

E(D2u, Du, v0, w0)− E(D2u, Du, v1, w1) = ∂vE(D2u, Du, v0, w0)(v0 − v1)

+∂wE(D2u, Du, v0, w0)(w0 − w1) +R1 +R2 +R3, (4.26)

where

R1 = −(w0 − w1)2
1

2

∫ 1

0

∂2wE(D2u, Du, v0, λw1 + (1− λ)w0) dλ,

R2 = −(w0 − w1)(v0 − v1)

∫ 1

0

∂v∂wE(D2u, Du, v0, λw1 + (1− λ)w0) dλ,

R3 = −(v0 − v1)2
1

2

∫ 1

0

∂2vE(D2u, Du, λv1 + (1− λ)v0, w1) dλ. (4.27)

Now the task is to let t1 → t0 in expansion (4.26). Our considerations are
based on the following lemma.
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Lemma 4.2 Let η ∈W 1,2(Ω) and g ∈ Lβ(Ω), β > 1. Then

1

t0 − t1

∫
Ω

η(w(t0)3v(t0)− w(t1)3v(t1)) dx+

∫
Ω

∇ϑ∗(t0)∇η dx

+

∫
∂Ω

ϑ∗(t0)η ds→ 0 as t1 → t0, (4.28)

and

1

t0 − t1

∫
Ω

g(x)(w(t0)−w(t1)) dx+

∫
Ω

gH∗(t0)w(t0) dx→ 0 as t1 → t0.

(4.29)

Proof In view of (4.23), we have

1

t0 − t1

∫
Ω

η(x)(w(t0)3v(t0)− w(t1)3v(t1)) dx

+

∫
Ω

∇ϑ∗(t0)∇η dxdt+

∫
∂Ω

ϑ∗(t0)η ds

=
1

t0 − t1

∫ t0

t1

{∫
Ω

(∇ϑ∗(t0)−∇ϑ∗(t))∇η dxdt

+

∫
∂Ω

(ϑ∗(t0)− ϑ∗(t))η ds
}
dt (4.30)

for all η ∈ W 1,2(Ω). Since the embedding W 1,2(Ω) ↪→ L2(∂Ω) is bounded,
it follows from (4.5) that

1

t0 − t1

∫ t0

t1

∣∣∣ ∫
Ω

(∇ϑ∗(t0)−∇ϑ∗(t))∇η dxdt+

∫
∂Ω

(ϑ∗(t0)− ϑ∗(t))η ds
∣∣∣dt

≤ c‖η‖W 1,2(Ω)
1

t0 − t1

∫ t0

t1

c‖ϑ∗(t0)− ϑ(t)‖W 1,2(Ω) dt→ 0 as t1 → t0,

which obviously yields (4.28). Next, we have

w0 − w1 = −
∫ t0

t1

H∗(s)w(s) ds and |w1 − w0| ≤ c(t0 − t1). (4.31)

We thus get

1

t0 − t1

∫
Ω

g(x)(w(t0)− w(t1)) dx

= −
∫
Ω

g(x)H∗(t0)w0 dx+
1

t0 − t1

∫ t0

t1

∫
Ω

g(x)(H∗(t0)−H∗(t))w0 dxdt

+
1

t0 − t1

∫ t0

t1

∫
Ω

g(x)H∗(t)(w0 − w(t)) dxdt. (4.32)
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Next, for α > β/(β − 1) we have

1

t0 − t1

∣∣∣ ∫ t0

t1

∫
Ω

g(x)(H∗(t0)−H∗(t))w0 dx
∣∣∣ dt

≤
c‖g‖Lβ(Ω)

t0 − t1

∫ t0

t1

‖H∗(t0)−H∗(t)‖Lα(Ω) dt→ 0

as t1 → t0. Now, estimate (4.31) implies

1

t0 − t1

∫ t0

t1

∫
Ω

|g(x)H∗(t)(w0 − w(t))| dxdt

≤ c(t0 − t1)

∫
Ω

|g(x)| dx→ 0 as t1 → t0.

Combining this with (4.32) we arrive at (4.29).

Let us turn to the proof of Theorem 4.2. Our first task is to estimate the
quantities Ri in expansion (4.26). Since wi and |Du| are bounded, it follows
from formula (1.28) for E that

|∂2wE(D2u, Du, v0, λw1 + (1− λ)w0)| ≤ c(|v0|2 + |∆u|2|+ 1). (4.33)

From this and inequality (4.31) we obtain

(t0 − t1)−1
∫
Ω

|R1| dx ≤ c(t0 − t1)

∫
Ω

(|v0|2 + |∆u|2|+ 1) dx (4.34)

≤ c(t0 − t1)→ 0 as t1 → t0. (4.35)

Let us estimate R2. It follows from the boundedness of wi and Du that

|∂v∂wE(D2u, Du, v0, λw1 + (1− λ)w0)| ≤ c(1 + |v0|),

which along with (4.31) yields

(t0 − t1)−1|R2| ≤ c(|v0|+ 1)|v0 − v1|. (4.36)

Next, (4.6) implies

‖v0 − v1‖W 1,2(Ω) → 0, ‖v1‖W 1,2(Ω) → ‖v0‖W 1,2(Ω) (4.37)

as t1 ↗ t0. From this we obtain

(t0− t1)−1
∫
Ω

|R2| dx ≤ c‖v0‖L2(Ω)‖v0−v1‖L2(Ω) → 0 as t1 → t0. (4.38)

It remains to estimate R3. To this end notice that

∂2vE(D2u, Du, λv1 + (1− λ)v0, w1) = w3
1.

Thus we get

R3 = −1

2
(v0 − v1)(w3

0v0 − w3
1v1) +

1

2
(v0 − v1)(w3

0 − w3
1)v0 = I1 + I2.
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We have

(t0 − t1)−1|I2| ≤ c(t0 − t1)−1|v0||v1 − v0||w1 − w0| ≤ c(1 + |v0|)|v1 − v0|.

Hence I2 admits estimate (4.36). Arguing as in the proof of (4.38) we obtain

(t0 − t1)−1
∫
Ω

|I2| dx→ 0 as t1 → t0.

Next, applying Lemma 4.2 with η = v0 − v1 and noting that∣∣∣ ∫
Ω

∇ϑ∗(t0)∇η dxdt+

∫
∂Ω

ϑ∗(t0)η ds
∣∣∣

≤ c‖ϑ∗(t0)‖W 1,2(Ω)‖v0 − v1‖W 1,2(Ω) → 0

as t1 → t0, we obtain

(t0 − t1)−1
∫
Ω

|I1| dx→ 0 as t1 → t0,

and hence

(t0 − t1)−1
∫
Ω

|R3| dx→ 0 as t1 → t0. (4.39)

Thus we have proved that the limits of all second order terms in the Taylor
expansion (4.26) equal zero. In order to find the limits of the first order terms,
notice that in view of (1.28) we have

∂vE(D2u, Du, v0, w0)(v0 − v1) = w3
0ϑ,

∂wE(D2u, Du, v0, w0)(v0 − v1) = w−10 ϕ+ 3w2
0v0ϑ,

where ϑ and ϕ are given by (4.8). It follows that

∂vE(D2u, Du, v0, w0)(v0 − v1) + ∂wE(D2u, Du, v0, w0)(w0 − w1)

= (w3
0v0 − w3

1v1)ϑ+ w−10 (w0 − w1)ϕ+ (w3
1 − w3

0)(v1 − v0)ϑ

+ v0
(
w3

1 − w3
0 + 3w2

0(w0 − w1)
)
ϑ.

(4.40)

Now set η = ϑ ∈ W 1,2(Ω) and g = w−10 ϕ ∈ Lq(Ω). Applying Lemma 4.2 we
obtain

1

t0 − t1

∫
Ω

(
(w3

0v0 − w3
1v1)ϑ+ w−10 (w0 − w1)ϕ

)
dx→

−
∫
Ω

∇ϑ∗(t0)∇ϑ dx−
∫
∂Ω

ϑ∗(t0)ϑ ds−
∫
Ω

ϕH∗(t0) dx as t1 → t0. (4.41)

Next, (4.31) and (4.37) imply

1

t0 − t1

∫
Ω

|(w3
1 − w3

0)(v1 − v0)ϑ| dx ≤ c
∫
Ω

|(v1 − v0)ϑ| dx

≤ c‖ϑ‖W 1,2(Ω)‖v0 − v1‖W 1,2(Ω) → 0 as t1 → t0. (4.42)
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Finally, we apply estimate (4.31) to obtain

1

t0 − t1

∫
Ω

|v0
(
w3

1 − w3
0 + 3w2

0(w0 − w1)
)
ϑ| dx ≤

c

t0 − t1

∫
Ω

|ϑv0|(w1 − w0)2 dx ≤ c(t0 − t1)→ 0 as t1 → t0. (4.43)

Combining (4.41)-(4.43) with identity (4.40) we arrive at

1

t0 − t1

∫
Ω

{
∂vE(D2u, Du, v0, w0)(v0 − v1)

+ ∂wE(D2u, Du, v0, w0)(w0 − w1)
}
dx

→ −
∫
Ω

∇ϑ∗(t0)∇ϑ dx−
∫
∂Ω

ϑ∗(t0)ϑ ds−
∫
Ω

ϕH∗(t0) dx (4.44)

as t1 → t0. Substituting this relation along with the limiting relations (4.34),
(4.38), (4.39) for the second order remainders Ri into the Taylor expansion
(4.26) we obtain

1

t0 − t1

(
E(u, v0, w0)− E(u, v1, w1)

)
≡ 1

t0 − t1

∫
Ω

{
E(D2u, Du, v0, w0)− E(D2uDu, v1, w1)

}
dx

→ −
∫
Ω

∇ϑ∗(t0)∇ϑ dx−
∫
∂Ω

ϑ∗(t0)ϑ ds−
∫
Ω

ϕH∗(t0)w0 dx

as t1 → t0. This result along with (4.25) implies the desired relation (4.9).

5 Sliced measures in Banach spaces

In this section we develop a theory of sliced measures in Banach spaces.
Using this theory we will prove the strong convergence of the sequences ϑN
and ϕN . For technical reasons, it is convenient to introduce the following
notation. Fix exponents s, q and r, p satisfying relations (2.20) and set

X = Lp(Ω)× Lq(Ω).

Further we will denote by ωN and ω∗ the couples

ωN = (ϑN , ϕN ), ω∗ = (ϑ∗, ϕ∗) (5.1)

where the approximate solutions ϑN , ϕN are defined by Theorem 2.1, and
the weak limits ϑ∗, ϕ∗ are given by (4.4). Next, recall the definitions of the
compact set Tη in Theorem 3.2 and of the compact sets Lη, Cη in Theorem
4.2. Choose η > 0 and set

Fη = Tη ∩ Cη ∩ Lη, Fη =
{
ωN (t) : t ∈ Fη, N ≥ 1

}
, Ση = clFη. (5.2)

In view of Theorem 3.2 the set Fη is relatively compact in X and the set Ση
is compact in X. The following theorem gives the desired representation for
the weak limits of the sequences ϑN and ϕN .
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Theorem 5.1 There exists a Borel measure ν on Fη×Ση and a subsequence
of ωN , still denoted by ωN , with the following properties. For every F ∈
C(Fη ×Ση) we have

lim
N→∞

∫
Fη

∫
Ω

F (t,ωN ) dxdt =

∫
Fη×Ση

F (t,ω) dν(t,ω). (5.3)

Moreover, there is a measurable family of Borel probability measures µt,
t ∈ Fη, on Ση such that∫

Fη×Ση
F (t,ω) dν(t,ω) =

∫
Tη

{∫
Ση

F (t,ω)dµt(ω)
}
dt. (5.4)

There is a set F ⊂ Fη of full measure such that

lim
n→∞

1

meas(In ∩ Fη)

∫
(In∩Fη)×Ση

F (ω) dν(ω) =

∫
Ση

F (ω) dµt0(ω) (5.5)

for all t0 ∈ F , for all continuous functions F : Ση → R, and for all intervals
In = [tn, t0] such that tn → t0.

The following theorem specifies the structure of the support of the measure
µt. Recall that, in view of Theorem 2.17, there is a constant c0 independent
of t and N such that

‖uN (t)‖W 2,6(Ω) ≤ c0 for all N ≥ 1 and t ∈ [0, T ]. (5.6)

Theorem 5.2 There is a set D of full measure in Fη with the following
property. For every t0 ∈ D and ω = (ϑ, ϕ) ∈ suppµt0 , there is u ∈ W 2,6(Ω)
such that ‖u‖W 2,6(Ω) ≤ c0 and

ϑ = v(t0) +W (w(t0)−1Du), ϕ = ϕ(D2u, Du, ϑ, w(t0)), (5.7)

H(u, v(t0), w(t0)) = M(v(t0), w(t0)). (5.8)

Here ϕ(D2u, Du, ϑ, w(t)) is given by (1.20e), and the functionals H, M are
given by (1.30) and (1.31).

The rest of this section is devoted to the proof of Theorems 5.1 and 5.2.

Proof of Theorem 5.1. Observe that the space C(Fη × Ση) is separable; let
Fk, k ≥ 1, be a dense set in it. Applying the diagonal process we may assume
that there is a subsequence of ωN , still denoted by ωN , such that the limit

lim
N→∞

∫
Fη

∫
Ω

Fk(t,ωN ) dxdt =: F k

exists for every k ≥ 1. Since the set {Fk} is dense in C(Fη ×Ση), the limit

lim
N→∞

∫
Tη

∫
Ω

F (t,ωN ) dxdt =: F
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exists for every F ∈ C(Fη ×Ση). Obviously the quantity F linearly depends
on F and satisfies

|F | ≤ ‖F‖C(Fη×Ση), F ≥ 0 for F ≥ 0.

Hence the mapping F 7→ F define a continuous functional on C(Fη×Ση). By
the Riesz representation theorem, there exists a nonnegative Borel measure
ν on Fη ×Ση such that

F =

∫
Fη×Ση

F (t,ω) dν(t,ω).

This leads to representation (5.3). If F = F (t) is independent of ω, we have∫
Fη
F (t) dt =

∫
Fη×Ση

F (t) dν(t,ω).

This means that the projection of the measure ν on Fη coincides with the
restriction of the Lebesgue measure to Fη. Hence we can apply the disinte-
gration theorem (see [2]) to obtain representation (5.4). It remains to note
that (5.5) is a standard result of the theory of measure derivatives.

Proof of Theorem 5.2. The proof falls into three steps.
Step 1. Consider the following construction. By (4.1) the piecewise constant
functions H(uN (t), vN (t), wN (t)) converge to M(v(t), w(t)) as N → ∞ for
a.e. t ∈ Fη. Applying the Egoroff and Lusin theorems we conclude that for
every δ > 0 there is a set Gδ ⊂ Fη such that meas(Fη \ Gδ) < δ and

H(uN , vN , wN )→M(v, w) in C(Gδ). (5.9)

Step 2. Choose δ > 0 and let t0 be a Lebesgue point of Gδ. Next, choose
ω0 = (ϑ0, ϕ0) ∈ suppµt0 ⊂ X. Let us prove that there are sequences Nk and
tk ∈ Gδ such that tk ↗ t0 and Nk →∞ as k →∞, and

ωNk(tk)→ ω0 in X as k →∞. (5.10)

In other words, we have to prove that

lim inf
max{N−1,t0−t}→0

‖ωN (t)− ω0‖−1X = 0 (5.11)

for t ∈ Gδ and t ≤ t0. Suppose that (5.11) is false. Then there are m > 0 and
ε > 0 such that

‖ωN (t)− ω0‖X ≥ ε for N ≥ m, 0 ≤ t0 − t ≤ m−1, t ∈ Gδ. (5.12)

Choose a continuous nonnegative function g : X → R such that

g(ω) = 0 for ‖ω − ω0‖X ≥ ε and g(ω) = 1 for ‖ω − ω0‖X ≤ ε/2.

It follows from (5.12) that

g(ωN (t)) = 0 for N ≥ m, 0 ≤ t0 − t ≤ m−1, t ∈ Gδ. (5.13)
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Now choose n ≥ m and set In = [t0 − 1/n, t0]. It follows from (5.13) that

g(ωN (t)) = 0 for t ∈ In ∩ Gδ and N ≥ m.

Noting that In ⊂ (In \ Gδ) ∪ (In ∩ Gδ) we obtain∫
In∩Fη

g(ωN (t)) dt ≤
∫
(In\Gδ)

g(ωN (t)) dt ≤ meas(In \ Gδ) ≡ σn (5.14)

for all sufficiently large N . Letting N →∞ and recalling (5.3) we arrive at∫
(In∩Fη)×Ση

g(ω) dν(t,ω) = lim
N→∞

∫
(In∩Fη)

g(ωN (t)) dt ≤ σn. (5.15)

Since t0 is a Lebesgue point of Gδ, we have limn→∞ nσn = 0. Combining this
with (5.5) we obtain∫

Ση

g(ω) dµt0(ω) = lim
n→∞

n

∫
(In∩Fη)×Ση

g(ω) dν(t,ω) = 0.

Since g is positive in a neighborhood of ω0, this equality contradicts the
inclusion ω0 ∈ suppµt0 , thus proving (5.10).
Step 3. Let Nk and tk ∈ Gδ satisfy condition (5.10). It follows from definition
(2.2), (2.8) of the approximate solution that

ϑNk(tk) = vNk(tk) +W (wNk(tk)−1DuNk(tk)),

ϕNk(tk) = ϕ(D2uNk(t), DuNk(t), ϑNk(t), wNk(t)).
(5.16)

Since Gδ ⊂ Tη, relations (3.4) and (3.5) in Theorem 3.2 imply

vNk → v in C(Gδ;Lp(Ω)), w±1Nk , w
±1
Nk
→ w±1 in C(Gδ;Lα(Ω)) (5.17)

for every α ∈ [1,∞) and every p satisfying (2.20). In particular, these rela-
tions hold for every p ∈ [1, 6). Moreover the mappings v : Gδ → Lp(Ω) and
v : Gδ → Lα(Ω) are continuous. It follows that

vNk(tk)→ v(t0) in Lp(Ω), wNk(tk)±1, wNk(tk)±1 → w(t0)±1 in Lα(Ω).
(5.18)

After passing to a subsequence we may assume that

vNk(tk)→ v(t0), wNk(tk)±1 → w(t0)±1, wNk(tk)±1(t)→ w(t0)±1 a.e. in Ω.
(5.19)

Next, estimates (2.17) and (2.18) in Theorem 2.2 imply

‖uNk(tk)‖W 2,6(Ω) ≤ c0, ‖wNK (tk)
−1
∆uNk(tk)‖W 1,2(Ω) ≤ c. (5.20)

Notice that the embeddings W 2,6(Ω) ↪→ C1(Ω) and W 1,2(Ω) ↪→ L2(Ω) are
compact. Since the functions wNk(tk)±1 are uniformly bounded and converge
to w(t0)±1, we can assume after passing to a subsequence that

∆uNk(tk)→ ∆u weakly in L6(Ω), DuNk(tk)→ Du in C(Ω),

∆uNk(tk)→ ∆u a.e. in Ω
(5.21)
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for some u ∈ W 2,6(Ω) satisfying (5.20). Letting k → ∞ in identities (5.16)
and using relations (5.19) and (5.21) we arrive at

ϑNk(tk)→ v(t0) +W (w(t0)−1Du) ≡ ϑ̃ a.e. in Ω, (5.22)

ϕNk(tk)→ ϕ(D2u, Du, ϑ̃, w(t0)) a.e. in Ω.

On the other hand, relations (5.10) imply

ωNk(tk) = (ϑNk(tk), ϕNk(tk))→ ω(t0) = (ϑ0, ϕ0) in X as k →∞.

Thus we get ϑ̃ = ϑ0. It follows from this and (5.22) that

ϑ0 = v(t0) +W (w(t0)−1Du), ϕ0 = ϕ(D2u, Du, ϑ0, w(t0)), (5.23)

which gives the desired relation (5.7). It remains to prove that u is a mini-
mizer of the functional H(·, v(t0), w(t0)). Notice that

H(uNk(tk), vNk(tk), wNk(tk)) =∫
Ω

( 1

2wNk(tk)
|∆uNk(tk)|2 + wNk(tk)3W (wNk(tk)−1DuNk(tk))

)
dx+

1

2

∫
Ω

(
wNk(tk)3(vNk(tk) +W (wNk(tk)−1DuNk(tk))2 − f · uNk(tk)

)
dx.

(5.24)

Relations (5.17) and (5.21) imply

lim inf
N→∞

∫
Ω

1

wNk(tk)
|∆uNk(tk)|2 dx ≥

∫
Ω

1

w(t0)
|∆u|2 dx,

lim
N→∞

∫
Ω

(wNk(tk))3(vNk(tk) +W (wNk(tk)−1DuNk(tk))2 dx =∫
Ω

w(t0)3(v(t0) +W (w(t0)−1Du)2 dx.

From this and (5.17) we conclude that

H(u, v(t0), w(t0)) ≤ lim inf
k→∞

H(uNk(tk), vNk(tk), wNk(tk))

= lim inf
k→∞

H(uNk(tk), vNk(tk), wNk(tk)).

On the other hand, relations (5.9) yield

lim inf
k→∞

H(uNk(tk), vNk(tk), wNk(tk)) = M(v(t0), w(t0)).

Combining these results we arrive at the inequality

H(u, v(t0), w(t0)) ≤M(v(t0), w(t0)). (5.25)

Hence u is a minimizer of H(·, v(t0), w(t0)) and we have H(u, v(t0), w(t0)) =
M(v(t0), w(t0)). It follows that the desired relation (5.8) holds for all t0 ∈ Gδ.
Letting δ → 0 we conclude that (5.8) is fulfilled for a.e. t0 ∈ Fη. This
completes the proof of Theorem 5.2.
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6 Strong convergence of temperature and Eshelby tensor

In this section we employ the results obtained in Sections 4 and 5 in order to
prove the strong convergence of sequences ϑN and ϕN . This result is given
by the following

Theorem 6.1 Let exponents (r, p) and (s, q) satisfy inequalities (2.20) and
(ϑ∗, ϕ∗) be defined by (4.4). Then

ϑN → ϑ∗in Lr(0, T ;Lp(Ω)), ϕN → ϕ∗ in Ls(0, T ;Lq(Ω)). (6.1)

For almost every t ∈ (0, T ), there is a function u ∈ W2,2 + h such that
‖u‖W 2,6(Ω) ≤ c0 and

ϑ∗(t) = v(t) +W (w(t)−1Du), ϕ∗(t) = ϕ(D2u, Du, ϑ∗(t), w(t)), (6.2)

H(u, v(t), w(t)) = M(v(t), w(t)), (6.3)

i.e., u is a minimizer of the functional H(·, v(t), w(t)).

The rest of the section is devoted to the proof of Theorem 6.1. We split the
proof into the sequence of lemmas. First we prove that the dissipation energy
rate Π given by (1.32) is integrable with respect to the measure µt. Notice
that µt is defined on the compact subset Ση of space X = Lp(Ω) × Lq(Ω),
while Π is defined on the space W 1,2(Ω)×Lq(Ω). The energy dissipation rate
Π can be considered as a discontinuous unbounded functional defined on the
dense subspace of X. However, we intend to prove that Π(ϑ, ϕ) is integrable
over the measure µt. The proof is based on the special approximation of Π
which is defined as follows. Recall decomposition (1.33) of Π,

Π(ϑ, ϕ) = Π0(ϑ, ϑ) +Π1(H(ϕ), ϕ), (6.4)

where the bilinear forms Πi are given by

Π0(ϑ, υ) =

∫
Ω

∇ϑ∇υ dx+

∫
∂Ω

ϑυ ds, Π1(ψ,ϕ) =

∫
Ω

ψϕdx. (6.5)

In view of the general theory of the second order elliptic equations, see [9],
the spectral problem

−∆ζ = λζ in Ω, ∂nζ + ζ = 0 on ∂Ω (6.6)

has a countable set of eigenvalues λk > 0, k ≥ 1, and eigenfunctions ζk ∈
W 2,2(Ω), k ≥ 1. The eigenfunctions form an orthonormal basis in L2(Ω)
and an orthogonal basis in W 1,2(Ω). Every element ϑ ∈ L2(Ω) admits the
representation

ϑ =
∑
k

ϑkζk, ϑk =

∫
Ω

ϑζk dx. (6.7)

In particular, the Bessel identity implies the relations

‖ϑ‖2L2(Ω) =
∑
k

|ϑk|2, Π0(ϑ, ϑ) =
∑
k

λk|ϑk|2. (6.8)
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Now set

Π(n)(ϑ, ϕ) = Π
(n)
0 (ϑ, ϑ) +Π1(H(ϕ), ϕ), (6.9)

where

Π
(n)
0 (ϑ, υ) = Π0(Pnϑ, Pnυ), Pnϑ =

n∑
k=1

ϑkζk. (6.10)

For every υ ∈W 1,2(Ω) and ψ ∈ L∞(Ω) define the linear forms

Γ (ϑ, ϕ) := Π0(ϑ, υ) +Π1(ψ,ϕ),

Γ (n)(ϑ, ϕ) := Π0(Pnϑ, Pnυ) +Π1(ψ,ϕ).
(6.11)

The following Lemma describe the properties of Π and Γ and their approx-
imations.

Lemma 6.1 The functions Π,Γ : W 1,2(Ω) × L1(Ω) → R and Π(n), Γ (n) :
L1(Ω) × L1(Ω) → R are continuous. In particular, Π(n) and Γ (n) are con-
tinuous on the Banach space X. For every ω = (ϑ, ϕ) ∈ X we have

Π(n)(ω)↗ Π(ω) when ϑ ∈W 1,2(Ω) and Π(n)(ω)↗∞ otherwise (6.12)

Γ (n)(ω)→ Γ (ω) when ϑ ∈W 1,2(Ω) (6.13)

as n→∞.

Proof The continuity of functionsΠ,Γ is obvious. The continuity ofΠ(n), Γ (n) :
L1(Ω)× L1(Ω)→ R obviously follows from the representations

Π(n)(ω) =

n∑
k=1

λk

(∫
Ω

ϑζk dx
)2

+

∫
Ω

H(ϕ)ϕdx,

Γ (n) =

∫
Ω

(υ(n)ϑ+ ψϕ) dx, υ(n) =

n∑
1

λkψkζk ∈ C(Ω).

Since Π0(ϑ, ϑ) determines the norm in W 1,2(Ω), relation (6.12) obviously
follows from representations (6.9) and (6.10). Since ζk form the orthogonal
basis in W 1,2(Ω), the sequence Pnϑ converges ϑ in W 1,2(Ω), which along
with (6.11) yields (6.13).

The next Lemma constitutes the differentiability of the marginal function.

Lemma 6.2 There is a set Q of the full measure in (0, T ) with the following
properties. For every t0 ∈ D we have

1

t0 − t
(M(v(t0), w(t0))−M(v(t), w(t))→M′(t0) ∈ (−∞, 0], (6.14)

as t↗ t0 and t ∈ Q.



38 J.F. Ganghoffer & P.I. Plotnikov & J. Sokolowski

Proof Since Π0 is nonnegative, inequality (4.2) in Theorem 4.1 implies that

M(v(t0), w(t0))−M(v(t), w(t)) ≤ 0

for almost all 0 < t < t0 < T . In other words, there is a set Q1 of full measure
in [0, T ] such that this inequality holds true for all t < t0 in this set. Hence
the function M(v(t), w(t)) decreases on Q1. Obviously, it can be extended to
a decreasing function to the whole interval [0, T ]. Hence there is a set Q ⊂ Q1

of full measure in (0, T ) such that the extended function has the non-positive
finite derivative M ′(t0) at every point of Q.

Without loss of generality we can assume that Q contains the set D given
by Theorem 5.2. To this end, it suffices to replace D by D ∩ Q. Thus we
can assume that the marginal function is differentiable on D. The following
lemma constitutes the integrability of the functions Π and Γ with respect to
the measure µt.

Lemma 6.3 For every t0 ∈ D and all υ ∈ W 1,2(Ω), ψ ∈ L∞(Ω), the func-
tions

(ϑ, ϕ) 7→ Π(ϑ, ϕ) and (ϑ, ϕ) 7→ Γ (ϑ, ϕ) (6.15)

are integrable with respect to the measure µt0 given by Theorem 5.1. More-
over, we have ∫

Ση

Π(ω) dµt0(ω) ≤ −M ′(t0). (6.16)

Proof Choose t1, t0 ∈ D with 0 < t1 < t0. Recall definition (2.9) of the

function ϑN . Since 0 ≤ Π(n)
0 ≤ Π0, we have∫

(t1+τ,t0)∩Fη
Π

(n)
0 (ϑN , ϑN ) +

∫
(t1+τ,t0−τ)∩Fη

Π
(n)
0 (ϑN , ϑN ))

≤ 1

2

∫
(t1+τ,t0)

Π0(ϑN , ϑN ) +
1

2

∫
(t1+τ,t0−τ)∩

Π0(ϑN , ϑN )).

It follows from this and inequality (4.2) in Theorem 4.1 that

M(v(t0), w(t0))−M(v(t1), w(t1))+

lim sup
N→∞

{∫
(t1+τ,t0)∩Fη

Π1(H(ϕN ), ϕN )

+
1

2

∫
(t1+τ,t0)∩Fη

Π
(n)
0 (ϑN , ϑN ) ds+

1

2

∫
(t1+τ,t0−τ)∩Fη

Π
(n)
0 (ϑN , ϑN ) ds

}
≤ 0.

(6.17)

Notice that the quadratic form Π
(n)
0 : L2(Ω) × L2(Ω) → R is continuous.

Next, estimate (2.13) in Theorem 2.1 implies that∫ t0

0

‖ϑN − ϑN‖2L2(Ω) dt→ 0 as N →∞.
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In particular, we have∫ t0

0

Π
(n)
0 (ϑN − ϑN , ϑN − ϑN ) dt→ 0 as N →∞.

Since the quadratic form Π(n) is nonnegative, the Cauchy inequality implies
the estimate

Π
(n)
0 (ϑN , ϑN )−Π(n)

0 (ϑN , ϑN ) ≤

δΠ0(ϑN , ϑN ) + δ−1Π
(n)
0 (ϑN − ϑN , ϑN − ϑN ).

It follows from this and energy estimate (2.12) that∫ t0

0

|Π(n)
0 (ϑN , ϑN )−Π(n)

0 (ϑN , ϑN )|dt ≤ cδ+δ−1
∫ t0

0

Π
(n)
0 (ϑN−ϑN , ϑN−ϑN ).

Letting N →∞ we obtain

lim sup
N→∞

∫ t0

0

|Π(n)
0 (ϑN , ϑN )−Π(n)

0 (ϑN , ϑN )|dt ≤ cδ → 0 as δ → 0.

It follows that

lim
N→∞

∫
(t1+τ,t0−τ)∩Fη

(Π
(n)
0 (ϑN , ϑN )−Π(n)

0 (ϑN , ϑN ))dt = 0. (6.18)

Combining this relation with (6.17) we arrive at the inequality

M(v(t0), w(t0))−M(v(t1), w(t1)) + lim sup
N→∞

{∫
(t1+τ,t0)∩Fη

Π1(H(ϕN ), ϕN )

+
1

2

∫
(t1+τ,t0)∩Fη

Π
(n)
0 (ϑN , ϑN ) ds+

1

2

∫
(t1+τ,t0−τ)∩Fη

Π
(n)
0 (ϑN , ϑN ) ds

}
≤ 0.

(6.19)

In view of (5.2) and Theorem 3.2 the functions ωN (t), t ∈ Fη, belong to
the set F(η) which is relatively compact in X. Hence for a fixed n, the func-

tions Π(n)(ϑN (t), ϕN (t)) are uniformly bounded on Fη. Hence the functions

Π
(n)
0 (ϑN , ϑN )(t) and Π1(H(ϕN ), ϕN ) are bounded on Fη uniformly in N .

Since τ → 0 as N →∞, we have

lim sup
N→∞

{∫
(t1+τ,t0)∩Fη

Π1(H(ϕN ), ϕN ) +
1

2

∫
(t1+τ,t0)∩Fη

Π
(n)
0 (ϑN , ϑN ) ds

+
1

2

∫
(t1+τ,t0−τ)∩Fη

Π
(n)
0 (ϑN , ϑN ) ds

}
= lim sup

N→∞

∫
(t1,t0)∩Fη

Π(n)(ϑN , ϕN ) dt.

Here we use the identity

Π
(n)
0 (ϑN , ϑN ) +Π1(H(ϕN ), ϕN ) = Π(n)(ϑN , ϕN ).
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Combining this result with (6.19) we arrive at the inequality

lim sup
N→∞

∫
(t1,t0)∩Fη

Π(n)(ϑN (t), ϕN (t)) dt ≤ −{M(v(t0), w(t0))−M(v(t1), w(t1))}.

In view of Lemma 6.13 Π(n)(ω) is continuous in X. Hence we can apply
Theorem 5.1 to obtain

lim
N→∞

∫
[t1,t0]∩Fη

Π(n)(ϑN , ϕN ) dt =

∫
[t0,t1]∩Fη×Ση

Π(n)(ω) dν(ω),

where ω = (ϑ, ϕ). Thus we get∫
[t0,t1]∩Fη×Ση

Π(n)(ω) dν ≤ −{M(v(t0), w(t0))−M(v(t1), w(t1))}. (6.20)

Since t0 ∈ D ⊂ F we can apply the relation (5.5) in Theorem 5.1 to obtain

lim
t1→t0

1

t0 − t1

∫
[t0,t1]∩Tη×Ση

Π(n)(ω) dν =

∫
Ση

Π(n)(ω) dµt0(ω). (6.21)

On the other hand, Lemma 6.3 yields

lim
t1→t0

1

t0 − t1
{M(v(t0), w(t0))−M(v(t1), w(t1))} = M′(t0). (6.22)

Combining relations (6.21) and (6.22) with inequality (6.20) we obtain∫
Ση

Π(n)(ω) dµt0(ω) ≤ −M′(t0). (6.23)

Relation (6.12) in Lemma 6.1 implies that the sequence Π(n)(ω) increases
and converges to Π(ω). Letting n → ∞ in (6.23) and applying the Fatou
theorem we conclude that the function Π is integrable with respect to the
measure µt0 and satisfies inequality (6.16).

Let us prove the integrability of Γ . Choose υ ∈W 1,2(Ω) and ψ ∈ L∞(Ω).
It follows from the Cauchy inequality that

Π0(ϑ, υ) ≤ Π0(ϑ, ϑ)1/2Π0(υ, υ)1/2 ≤ cΠ0(ϑ, ϑ)1/2 ≤ cΠ(ϑ, ϕ)1/2.

It follows from this and the representation (6.9) that

|Γ (ϑ, ϕ)| ≤ c(1 +Π(ϑ, ϕ)).

Hence Γ has the integrable majorant. Since ϑ ∈W 1,2(Ω) almost everywhere
on the support µt0 , it follows that the continuous functions Γ (n) → Γ µt0-
almost everywhere. Hence the function Γ is measurable and integrable withy
respect to µt0 .

The following lemma plays a key role in the proof of Theorem 6.1.
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Lemma 6.4 The inequality∫
Ση

Π(ϑ, ϕ) dµt0 ≤
∫
Ση

(
Π0(ϑ, ϑ∗(t0)) +Π1(H∗(t0), ϕ)

)
dµt0 , (6.24)

holds true for every t0 ∈ D. Here ϑ∗ and H∗ are the weak limits of ϑN and
H(ϕN ) defined by (4.4).

Proof . Choose t0 ∈ D ⊂ Fη. Recall that Fη ∈ Cη, where Cη is given by (4.6).
It follows from (4.6) that ϑ∗(t0) ∈W 1,2(Ω). By virtue of Theorem 5.2, every
element ω = (ϑ, ϕ) ∈ supp µt0 has representation (5.7). Moreover, it follows
from Lemma 6.3 that ϑ ∈ W 1,2(Ω) µt0- almost everywhere. Hence ω meets
all requirements of Theorem 4.2 µt0- almost everywhere. In view of relation
(4.9) in this theorem the inequality

Π0(ϑ, ϑ∗(t0)) +Π1(H∗(t0), ϕ) ≥

− lim inf
t1↗t0

1

t0 − t1

{
M(v(t0), w(t0))−M(v(t1), w(t1))

}
holds true for all t1 ∈ D. From this and relation (6.14) in Lemma 6.2 we
obtain

Π0(ϑ, ϑ∗(t0)) +Π1(H∗(t0), ϕ) ≥ −M′(t0)

for µt0 - a.e. (ϑ, ϕ). Integrating both sides of this inequality with respect to
the probability measure µt0 we obtain∫

Ση

(
Π0(ϑ, ϑ∗(t0)) +Π1(H∗(t0), ϕ)

)
dµt0(ω) ≥ −M′(t0).

Combining this result with (6.16) we arrive at desired inequality (6.24).

We are now in a position to prove that µt0 is the Dirac measure.

Lemma 6.5 Let t0 ∈ D be a Lebesgue point of D. Then the measure µt0 is
the Dirac measure concentrated at point ω∗ = (ϑ∗(t0), ϕ∗(t0)). Moreover, the
functions ϑ∗(t0) and ϕ∗(t0) admit representations (6.2) and (6.3).

Proof First we prove the identities∫
Ση

Π0(ϑ, ϑ∗(t0)) dµt0 = Π0(ϑ∗(t0), ϑ∗(t0)), (6.25)

∫
Ση

Π1(H∗(t0), ϕ) dµt0 = Π1(H∗(t0), ϕ∗(t0)) =

∫
Ση

Π1(H(ϕ), ϕ∗(t0)) dµt0 ,

(6.26)∫
Ση

Π1(H(ϕ), ϕ) dµt0 = Π1((Hϕ)∗(t0), 1). (6.27)
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Here (Hϕ)∗ is a weak limit of the sequence H(ϕN )ϕN in Ls(0, T ;Lq(Ω)). In

order to prove (6.25) notice that the function Π
(n)
0 given by (6.9) admits the

representation

Π
(n)
0 (ϑ, ϑ∗(t0)) =

∫
Ω

υ(n)ϑ dx, υ(n) =

n∑
1

λkckζk ∈ C(Ω),

where ck are the Fourier coefficients of ϑ∗(t0) in the basis ζk. Since the
sequence ϑN converges to ϑ∗ weakly in Lr(0, T ;Lp(Ω)) with r > 1 and p > 2
we have

lim
N→∞

∫
[t1,t0]∩Fη

Π
(n)
0 (ϑN (t), ϑ∗(t0)) dt =

∫
[t1,t0]∩Fη

∫
Ω

υ(n)ϑ∗(t) dxdt.

(6.28)
In view of Theorem 4.4 the function ϑ∗ belongs to the space C(Fη;Lp(Ω)).
Since t0 is a Lebesgue point of D ⊂ Fη, we conclude from this that

lim
t1→t0

1

t0 − t1

∫
[t1,t0]∩Fη

∫
Ω

υ(n)ϑ∗(t) dxdt =∫
Ω

υ(n)ϑ∗(t0) dx = Π
(n)
0 (ϑ∗(t0), ϑ∗(t0)). (6.29)

On the other hand, relation (6.28) implies that Π
(n)
0 (ϑ, ϑ∗(t0)) is a continuous

function of ϑ on X Hence we can apply relation (5.3) in Theorem 5.1 to obtain

lim
N→∞

∫
[t1,t0]∩Fη]

Π
(n)
0 (ϑN (t), ϑ∗(t0)) dt =∫

[t1,t0]∩Fη×Ση
Π

(n)
0 (ϑ, ϑ∗(t0)) dν(ω). (6.30)

Next, relation (5.5) in Theorem 5.1 yields

lim
t1→t0

1

t0 − t1

∫
[t1,t0]∩Fη×Ση

Π
(n)
0 (ϑ, ϑ∗(t0)) dν(ω) =∫

Ση

Π
(n)
0 (ϑ, ϑ∗(t0)) dµt0(ω). (6.31)

Combining (6.28)-(6.31) we finally arrive at∫
Ση

Π
(n)
0 (ϑ, ϑ∗(t0)) dµt0(ω) = Π

(n)
0 (ϑ∗(t0), ϑ∗(t0)). (6.32)

Recall that Π0 is integrable with respect to measure µt0 and Π
(n)
0 ↗ Π0 in

W 1,2(Ω). Notice that ϑ ∈W 1,2(Ω) for µt0 almost every point (ϑ, ϕ). Letting
n → ∞ in (6.32) and applying the Fatou theorem we arrive at (6.25). Now
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our task is to prove the first equality in (6.26). Recall that ϕN → ϕ∗ weakly
in Ls(0, T ;Lq(Ω)) and H∗ ∈ L∞(Ω). Thus we get

lim
N→∞

∫
[t1,t0]∩Fη

Π1(H∗(t0), ϕN (t)) dt =

∫
[t1,t0]∩Fη

∫
Ω

H∗(t0)ϕ∗(t) dxdt.

On the other hand, relation (6.28) implies that Π1(H∗(t0), ϕ) is a continuous
function of ϕ on X. Hence we can apply relations (5.3) in Theorem 5.1 to
obtain

lim
N→∞

∫
[t1,t0]∩Tη

Π1(H∗(t0), ϕN (t)) dt =

∫
([t1,t0]∩Tη)×Ση

Π1(H∗(t0), ϕ) dν(ω).

Thus we get ∫
[t1,t0]∩Fη

∫
Ω

H∗(t0)ϕ∗(t) dxdt =∫
([t1,t0]∩Tη)×Ση

Π1(H∗(t0), ϕ) dν(ω). (6.33)

Since the mapping Fη 3 t→ ϕ∗(t) ∈ Lq(Ω) is continuous and t0 is a Lebesgue
point of Fη, we have

lim
t1→t0

1

t0 − t1

∫
[t1,t0]∩Tη

∫
Ω

H∗(t0)ϕ∗(t) dxdt =∫
Ω

H∗(t0)ϕ∗(t0)dx = Π1(H∗(t0), ϕ∗(t0)). (6.34)

Next, relation (5.5) in Theorem 5.1 implies

lim
t1→t0

1

t0 − t1

∫
([t1,t0]∩Tη)×Ση

Π1(H∗(t0), ϕ) dν(ω)

=

∫
Ση

Π1(H∗(t0), ϕ)dµt0(ω). (6.35)

Combining (6.33)-(6.35) we arrive at the first equality in (6.26). Arguing as
before we obtain

lim
N→∞

∫
[t1,t0]∩Fη

Π1(H(ϕN ), ϕ∗(t0) dt =

∫
[t1,t0]∩Fη

∫
Ω

H∗(t0)ϕ∗(t) dxdt

and

lim
N→∞

∫
[t1,t0]∩Tη

Π1(H(ϕN ), ϕ∗(t0)) dt =

∫
([t1,t0]∩Tη)×Ση

Π1(H(ϕ), ϕ∗(t0)) dν(ω),

which leads to ∫
[t1,t0]∩Fη

∫
Ω

H∗(t0)ϕ∗(t) dxdt =∫
([t1,t0]∩Tη)×Ση

Π1(H(ϕ), ϕ∗(t0)) dν(ω). (6.36)
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Relation (5.5) in Theorem 5.1 implies

lim
t1→t0

1

t0 − t1

∫
([t1,t0]∩Tη)×Ση

Π1(H(ϕ), ϕ∗(t0)) dν(ω) =∫
Ση

Π1(H(ϕ), ϕ∗(t0))dµt0(ω). (6.37)

Combining (6.34), (6.36), and (6.37) we obtain the second equality in (6.26).
The proof of inequality (6.27) is similar.

We are now in a position to show that µt0 is the Dirac measure. Using
identities (6.25)-(6.26) we rewrite the right hand side of inequality (6.24) in
the form∫
Ση

(
Π0(ϑ, ϑ∗(t0)) +Π1(H∗(t0), ϕ)

)
dµt0 = −

∫
Ση

Π0(ϑ∗(t0), ϑ∗(t0)) dµt0+

2

∫
Ση

Π0(ϑ, ϑ∗(t0)) dµt0 +Π1(H∗(t0), ϕ∗(t0)).

Next, using identity (6.27) and recalling that µt0 is a probability measure we
rewrite the left hand side of (6.24) in the form∫

Ση

Π(ϑ, ϕ) dµt0 =

∫
Ση

Π0(ϑ, ϑ) dµt0 +Π1((Hϕ)∗(t0), 1).

Substituting these results in (6.24) we arrive at the important inequality∫
Ση

Π0(ϑ− ϑ∗(t0), ϑ− ϑ∗(t0)) dµt0+ (6.38)

Π1((Hϕ)∗(t0), 1)−Π1(H∗(t0), ϕ∗(t0))) ≤ 0.

Since Π0 ≥ 0, it follows that

Π1((Hϕ)∗(t0), 1)−Π1(H∗(t0), ϕ∗t0)) ≡∫
Ω

((Hϕ)∗(x, t0)−H∗(x, t0), ϕ∗(x, t0))) dx ≤ 0 for all t0 ∈ D. (6.39)

Let us prove that H∗(t0) = H(ϕ∗(t0)). The proof of this fact is based on
the representation of the weak limits in terms of the Young measure. Notice
that ϕN → ϕ∗ star weakly in L∞(Fη;Lq(Ω)), q > 1. Since the function H
is bounded and continuous, it follows from the fundamental theorem on the
Young measures that there is a measurable family of probability measures
σx,t such that

ϕ∗ =

∫
R
λ dσx,t(λ), H∗ =

∫
R
H(λ) dσx,t(λ), (Hϕ)∗ =

∫
R
H(λ)λ dσx,t(λ).
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almost everywhere in Ω ×Fη. Since σx,t is a probability measure, we have

(Hϕ)∗(x, t0)−H∗(x, t0), ϕ∗(x, t0) =

∫
R

(H(λ)λ− λ H) dσx,t(λ) =∫
R

(H(λ)−H)(λ−λ) dσx,t =

∫
R
H(λ)(λ−λ) dσx,t =

∫
R

(H(λ)−H(λ))(λ−λ) dσx,t

a.e. in Ω ×Fη. It follows from this and (6.39) that∫
R

(H(λ)−H(λ))(λ− λ) dσx,t ≤ 0

almost everywhere in Ω×Fη. Since the function H is strictly monotone, it is
possible if and only if σx,t is the Dirac measure for a.e. (x, t) ∈ Ω×Fη. From
this and general theory of the Young measures we conclude that ϕN → ϕ in
measure in Ω × Fη. It follows that H∗(t0) = H(ϕ∗(t0) for a.e. t ∈ Fη. Thus
we get

Π1(H∗(t0), ϕ) = Π1(H(ϕ∗(t0)), ϕ), Π1(H∗(t0), ϕ∗(t0)) = Π1(H(ϕ∗(t0)), ϕ∗(t0)).

From this and (6.26) we obtain∫
Ση

Π1(H∗(t0), ϕ) dµt0 =

∫
Ση

{
Π1(H(ϕ∗(t0)), ϕ)+Π1(H(ϕ), ϕ∗(t0))

}
dµt0

−
∫
Ση

Π1(H(ϕ∗(t0)), ϕ∗(t0))
}
dµt0 . (6.40)

On the other hand, equality (6.25) implies∫
Ση

Π0(ϑ, ϑ∗(t0)) dµt0 = 2

∫
Ση

Π0(ϑ, ϑ∗(t0)) dµt0

−
∫
Ση

Π0(ϑ∗(t0), ϑ∗(t0)) dµt0 (6.41)

Substituting (6.40) and (6.41) into inequality (6.24) we may rewrite this
inequality in the equivalent form∫

Ση

Π0(ϑ− ϑ∗(t0), ϑ− ϑ∗(t0)) dµt0+∫
Ση

Π1((H(ϕ)−H(ϕ∗(t0)))(ϕ− ϕ∗(t0)) dµt0 ≤ 0.

Notice that the integrands in the left hand side of this inequality are nonneg-
ative and equal zero if and only if ϑ = ϑ∗(t0) and ϕ = ϕ∗(t0). Hence µt0 is
the Dirac measure concentrated in (ϑ∗(t0), ϕ∗(t0)). This completes the proof
of Lemma 6.1. In remains to note that in view of Theorem 5.2 representa-
tions (5.7) and (5.8) hold for every element of supp µt0 . Hence they hold for
(ϑ∗(t0), ϕ∗(t0)) which yields (6.2) and (6.3).
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Finally we prove the strong convergence of the sequences ϑN and ϕN .

Lemma 6.6 Let exponents (r, p) and (s, q) satisfy condition (2.20). Then
we have

ϑN → ϑ∗in Lr(0, T ;Lp(Ω)), ϕN → ϕ∗ in Ls(0, T ;Lq(Ω)). (6.42)

Proof Choose γ > 1 satisfying the inequality γ < min{r, p, s, q} and notice
that the mapping

F : (ϑ, ϕ)→
∫
Ω

(|ϑ|γ + |ϕ|γ) dx

is continuous on X. Lemma 6.5 implies∫
Ση

F (ϑ, ϕ) dµt0 = F (ϑ∗(t0), ϕ∗(t0)) =

∫
Ω

(|ϑ∗(x, t0)|γ + |ϕ∗(x, t0)|γ) dx.

(6.43)
for a.e. t0 ∈ Fη. Applying Theorem 5.1 we obtain that

lim
N→∞

∫
Fη

∫
Ω

(|ϑN |γ + |ϕ|γ) dxdt = lim
N→∞

∫
Fη
F (ϑN (t), ϕN (t))dxdt =∫

Fη

{∫
Ση

F (ϑ, ϕ)dµt

}
dt =

∫
Fη

∫
Ω

(|ϑ∗(x, t)|γ + |ϕ∗(t)|γ) dxdt. (6.44)

Recall that the sequence (ϑN , ϕN ) converges to (ϑ∗, ϕ∗) weakly in Lγ(Ω ×
(0, T )). Since F is strictly convex, it follows from this and (6.44) that (ϑN , ϕN )→
(ϑ∗, ϕ∗) in Lγ(Ω × Fη). In particular, the sequence (ϑN , ϕN ) converges in
measure in Ω × Fη. Letting η → 0 we conclude that this sequence con-
verges to (ϑ∗, ϕ∗) in measure in Ω × (0, T ). It follows from (4.4) that the
sequence ϑN is bounded in Lr(0, T ;Lp(Ω)) and the sequence ϕn is bounded
in Ls(0, T ;Lp(Ω)) for all exponents (r, p) and (s, q) satisfying the inequal-
ities (2.20). Since these sequences converge in measure and the set of ad-
missible exponents (r, p) and (s, q) is open, we conclude that ϑN → ϑ∗ in
Lr(0, T ;Lp(Ω)) and ϕN → ϕ∗ strongly in Ls(0, T ;Lq(Ω)).

It remains to note that Theorem 5.2 is a straightforward consequence of
Lemmas 6.5 and 6.6.

7 Proof of Theorem 1.1

In this section we complete the proof of the main Theorem 1.1. Let us consider
the sequence of the approximate solutions ϑn, vn and wN defined by Theorem
2.1. We begin with the observation that Theorems 3.1 and 6.1 imply the
relations

w±1N → w±1 in C(0, T ;Lα(Ω)),

(vN , ϑN )→ (v, ϑ∗) in Lr(0, T ;Lp(Ω)), (7.1)

ϕN ≡ ϕ(D2uN , DuN , ϑN , wN )→ ϕ∗ in Ls(0, T ;Lq(Ω)),
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which hold true for all α ∈ [1,∞) and for all (p, r), (s, q) satisfying (2.20).
The limits satisfy the conditions

w±1 ∈ L∞(0, T ;L∞(Ω)) ∩ L∞(0, T ;W 1,2(Ω)), ∂tw ∈ L2(0, T ;W 1,2(Ω)),

v, ϑ∗ ∈ L2(0, T ;W 1,2(Ω)) ∩ L∞(0, T ;L2(Ω)). (7.2)

Moreover, Theorem 6.1 implies that for almost every t ∈ (0, T ), there is a
function u(t) ∈ W2,2(Ω) + h such that ‖u(t)‖W 2,6(Ω) ≤ c0 and

ϑ∗(t) = v(t) +W (w(t)−1Du(t)), ϕ∗(t) = ϕ(D2u(t), Du(t), ϑ∗(t), w(t)),
(7.3)

H(u(t), v(t), w(t)) = M(v(t), w(t)). (7.4)

Let us prove that the functions v, w,u, ϑ∗ meet all requirements of Definition
1.1 and serve as a weak solution to problem (1.20). It suffices to prove that
these functions satisfy equations (1.20c),(1.20g) and integral identities (1.25)
and (1.26). Notice that equation (2.7) in the definition od the approximate
solution yields

∂twN = −H(ϕ(D2uN , DuN , ϑn, wN ))wN , 0 < t ≤ T, wN (0) = w0.

Letting N → ∞ and using relations (7.1)-(7.2) we conclude that w satisfies
equation and initial condition (1.20c) and (1.20g). Next, integral identity
(4.22) implies that w and ϑ∗ satisfy integral identity (1.25) with ϑ replaced
by ϑ∗. In view of the definition (1.31) of the marginal functional the vector
field u(t) is a minimizer of the functional H(u, v(t), w(t)). Hence, the equality

lim
λ→0

λ−1
(
H(u + ξ, v(t), w(t))−H(u, v(t), w(t))

)
= 0 (7.5)

holds for every function ξ vanishing at ∂Ω. Recall that the functional H is
defined by

H(u, v(t), w(t))
)

= E(u, v(t), w(t))
)

+

∫
Ω

u · f dx,

where the integral functional E is given by (1.29). Substituting the expres-
sions for H into (7.5) we obtain the integral identity∫

Ω

( ε

w(t)
∆u(t) ·∆ξ+

w(t)2
(

1 +Θ(Du(t), v(t))
)
W ′(w−1(t)Du(t)) : Dξ + f · ξ

)
dx = 0.

Noting that ϑ∗ = Θ(Du(t), v(t)) we conclude that u, w and ϑ∗ satisfy integral
identity (1.26). Next, notice that in view of (7.4) the displacement field u(t)
satisfies the first selection principle given by Definition 1.3.

It remains to prove that ϑ∗(t) and ϕ∗ = ϕ(D2u(t), Du(t), ϑ∗(t), w(t)
satisfy the second selection principle formulated in Definition 1.5. To this
end choose a minimizer ũ ∈ W2,2 +h of the functional H(·,v(t0), w(t0)) and
set

ϑ̃ = v(t0) +W (w(t0)−1Dũ), ϕ̃ = ϕ(D2ũ, Dũ, ϑ̃, w(t)).



48 J.F. Ganghoffer & P.I. Plotnikov & J. Sokolowski

It follows that (ϑ̃, ϕ̃) ∈ P(v(t0), w(t0)), where the set P(v, w) is given by
Definition 1.4. Notice that the function ũ meets all requirements of Theorem
4.2 with u replaced by ũ. Recall that the function M(v(t0), w(t0)) is differ-
entiable at a.e. point t0 ∈ (0, T ). From this and relation (4.9) in Theorem 4.2
we obtain

Π0(ϑ̃, ϑ∗(t0)) +Π1(ϕ̃,H∗(t0)) ≥ −M′(v(t0), w(t0)) for a.e. t0 ∈ (0, T ).
(7.6)

Obviously we have ϑN → ϑ∗ weakly in L2(0, T ;W 1,2(Ω)). Let us consider the
sequence of the functions ϑN given by (2.9)-(2.10). In view of Theorem 2.1
they are bounded in L2(t1, t0;W 1,2(Ω)) and ϑN−ϑN → 0 in L2(t1, t0;L2(Ω)).
It follows that ϑN → ϑ∗ weakly in L2(t1, t0;W 1,2(Ω). Thus we get

lim inf
N→∞

{1

2

∫ t0

t1+τ

Π0(ϑN , ϑN ) ds+
1

2

∫ t0−τ

t1+τ

Π0(ϑN , ϑN ) ds
}
≥
∫ t0

t1

Π0(ϑ∗, ϑ∗).

(7.7)

It obviously follows from (7.1) that

lim
N→∞

∫ t0

t1+τ

Π1(H(ϑN ), ϑN ) ds =

∫ t0

t1

Π1(H(ϑ∗), ϑ∗) ds. (7.8)

Letting N → ∞ in relation (4.2) in Theorem 4.1, and using (7.7) and (7.8)
we get the inequality

1

t0 − t1
(
M(v(t0), w(t0))−M(v(t1), w(t1))

)
+

1

t0 − t1

∫ t0

t1

Π(ϑ∗, ϕ∗) dt ≤ 0.

Letting t1 → t0 we arrive at the estimate

Π(ϑ∗(t0), ϕ∗(t0)) ≤ −M′(v(t0), w(t0)) for a.e. t0 ∈ (0, T ).

Combining this estimate with (7.6) we conclude that ϑ∗ and ϕ∗ satisfy in-
equality (1.35). Hence ϑ∗ and ϕ∗ satisfy the second selection principle. This
completes the proof of Theorem 1.1.

A Proof of Theorem 2.1

Step1. First we prove the solvability of problem (2.4)-(2.6). Our task is to show
that there exist functions un, ϑn, wn, and vn, 1 ≤ n ≤ N , satisfying (2.5)-(2.6).
We proceed by the induction principle. Assume that

vk ∈ L2(Ω), ϑk ∈W 1,2(Ω), w±1
k ∈ L

∞(Ω), uk − h ∈ W2,2

are defined for all k ≤ n − 1. We aim to show that there are (un, vn, ϑn, w±1
n )

satisfying (2.5)-(2.6). We begin with the observation that the functional W 1,2(Ω) 3
ϑ → Sn(u, ϑ) is strictly concave, continuous, and bounded from above for every
u ∈W 2,2(Ω). Hence there exists a unique ϑn(u) ∈W 1,2(Ω) such that

Sn(u, ϑn(u)) = max
ϑ∈W1,2(Ω)

Sn(u, ϑ). (A.1)

The following lemma gives the explicit expression for the left hand side of this
relation.



Nonconvex Model of Material Growth. Mathematical Theory 49

Lemma A.1 Let u− h ∈ W2,2 and ϑn = ϑn(u). Then we have

Sn(u, ϑn) = E(u, ϑn, wn−1) +
τ

2
Π0(ϑn, ϑn)−

∫
Ω

f · u dx. (A.2)

Proof Calculation of the variation of Sn at the point ϑn = ϑn(u) leads to the linear
elliptic boundary boundary value problem for ϑn

−τ∆ϑn + w3
n−1ϑn = w3

n−2vn−1 + w3
n−1W (w−1

n−1Du) in Ω,

∂nϑn + ϑn = 0 on ∂Ω.
(A.3)

Since wn−1, wn−2 are uniformly bounded and W (w−1
n−1Du), vn−1 ∈ L2(Ω), it fol-

lows from the general theory of elliptic boundary value problems, see [9], that
problem (A.3) has a unique solution ϑn = ϑn(u) ∈W 2,2(Ω) and the mapping

W 2,2(Ω) 3 u → ϑn(u) ∈W 2,2(Ω) (A.4)

is continuous. Multiplying both sides of (A.3) by ϑn and integrating the result by
parts we arrive at the identity∫

Ω

w3
n−2vn−1ϑn dx =

∫
Ω

w3
n−1V (Du, ϑn, wn−1)ϑn dx+ τΠ0(ϑn, ϑn).

Combining this result with the expression (2.1) for Sn and noting that

Ψg(u, ϑn, wn−1) = E(u, ϑn, wn−1) +

∫
Ω

w3
n−1V (Du, ϑn, wn−1)ϑn dx

we arrive at (A.2).

It follows from (A.2) and the continuity of the mapping (A.4) that the functional

W 2,2(Ω) 3 u → Sn(u, ϑn(u)) ∈ R

is the sum of the strictly convex and weakly continuous parts. It is obviously
bounded from below. Hence there is un ∈ W2,2 + h such that

Sn(un, ϑn(un)) = min
u−h∈W2,2

Sn(u, ϑn(u)) = min
u−h∈W2,2

max
ϑ∈W1,2

Sn(u, ϑ). (A.5)

Thus we prove the existence of functions (un, ϑn) ∈W 2,2(Ω)×W 2,2(Ω) satisfying
(2.5).

Now our task is to find wn. We begin with the observation that un and ϑn are
independent of t. From this and equality (1.20e) we conclude that for a.e. x ∈ Ω,
the functions ϕ(D2un, Dun, ϑn, w) and H(ϕ(D2un, Dun, ϑn, w)) are continuously
differentiable with respect to w on the interval (0,∞). Since the functions w±1

n−1

are uniformly bounded, the Cauchy problem

∂tw = −H(ϕ(ϑn, D
2un, Dun, w)), w((n− 1)τ) = wn−1,

has a unique solution defined in a neighborhood of (n − 1)τ . Moreover, since the
function H is uniformly bounded and t ∈ (0, T ), this solution admits the estimates

(‖wn−1‖L∞(Ω) + ‖w−1
n−1‖L∞(Ω))

−1e−CT ≤ w(t) ≤
(‖wn−1‖L∞(Ω) + ‖w−1

n−1‖L∞(Ω))e
Ct,

where C = sup |H|. Hence it can be extended to the interval ((n− 1)τ, nτ ]. Denote
this extension as wn(x, t). By construction, it satisfies (2.7). Let us show that wn
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is uniformly bounded from below and above. To this end, notice that the function
wN (x, t) given by (2.2) is defined on the interval (0, T ] and satisfies the equation
and initial condition

∂twN = −H(ϕ(D2uN , Dun, ϑN , wN ))wN for t ∈ (0, nτ), w(0) = w0.

Since |H| ≤ C, the function wN satisfies the inequalities

0 < c−1 ≤ wN (x, t) ≤ c <∞ for 0 ≤ t ≤ nτ,
|∂twN (x, t)| ≤ c <∞ for 0 ≤ t ≤ nτ.

(A.6)

Thus we find un, ϑn and wn satisfying (2.5)-(2.7). It remains to note that vn is
given by the formula (2.6). Since in view of growth condition (1.21) we have

|W (w−1
n Dun)| ≤ c(1 + |Du|)3 and u− h ∈ W2,2,

it follows from the embedding theorem that W (w−1
n Dun) ∈ L2(Ω) and hence

vn ∈ L2(Ω). Applying the induction principle we conclude that problem (2.4)-(2.6)
has a solution

uN ∈ L∞(0, T ;W 2,2(Ω)), ϑN ∈ L∞(0, T ;W 2,2(Ω)),

w±1
N ∈ L

∞(0, T ;L∞(Ω)), vN ∈ L∞(0, T ;L2(Ω)).
(A.7)

Moreover, in view of (A.6) the growth factor wN satisfies the inequalities

0 < c−1 ≤ wN (x, t) ≤ c <∞, |∂twN (x, t)| ≤ c <∞ for 0 ≤ t ≤ T. (A.8)

Step 2. Our next task is to derive energy estimate (2.11). First we derive the
auxiliary inequality (A.18) which leads to the desired energy estimate. The proof
of this inequality is purely algebraic. We begin with the observation that

Sn(un, ϑn) = min
u−h∈W2,2

max
ϑ∈W1,2

Sn(u, ϑ)

≤ max
ϑ∈W1,2

Sn(un−1, ϑ) = Sn(un−1, ϑn−1). (A.9)

where ϑn−1 is a solution to the variational problem

Sn(un−1, ϑn−1) = max
ϑ∈W1,2(Ω)

Sn(un−1, ϑ). (A.10)

Next, notice that problem (A.10) is a particular case of variational problem (A.1)
with u = un−1. Arguing as before we conclude that variational problem (A.10) has

a unique solution ϑn−1 ∈W 2,2(Ω). Expression (2.1) for Sn implies

Sn(un−1, ϑn−1) = Ψg(un−1, ϑn−1, wn−1)− τ

2
Π0(ϑn−1, ϑn−1)+∫

Ω

(
w3
n−2vn−1ϑn−1 − f · un−1

)
dx. (A.11)

Notice that the integrand Ψg is a concave function of ϑ, which leads to the inequality

Ψg(D
2un−1, Dun−1, ϑn−1, wn−1) ≤ Ψg(D2un−1, Dun−1, ϑn−1, wn−1)+

∂ϑΨg(D
2un−1, Dun−1, ϑn−1, wn−1)(ϑn−1 − ϑn−1).
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Noting that

∂ϑΨg(D
2un−1, Dun−1, ϑn−1, wn−1) = −V (Dun−1, ϑn−1, wn−1),

E(D2un−1, Dun−1, ϑn−1, wn−1) = Ψg(D
2un−1, Dun−1, ϑn−1, wn−1)+

w3
n−1V (Dun−1, ϑn−1, wn−1)ϑn−1,

and recalling representation (1.29) for the internal energy E, we obtain

Ψg(un−1, ϑn−1, wn−1) ≤ E(un−1, ϑn−1, wn−1)−∫
Ω

w3
n−1V (Dun−1, ϑn−1, wn−1)ϑn−1 dx.

Substituting this estimate into (A.11) and noting that vn−1 = V (Dun−1, ϑn−1, wn−2)
we obtain

Sn(un−1, ϑn−1) ≤ E(un−1, ϑn−1, wn−1)− τ

2
Π0(ϑn−1, ϑn−1)

−
∫
Ω

f · un−1 dx+

∫
Ω

Qn−2,n−1ϑn−1 dx,
(A.12)

where

Qn−2,n−1 = w3
n−2V (Dun−1, ϑn−1, wn−2)− w3

n−1V (Dun−1, ϑn−1, wn−1). (A.13)

On the other hand, representation (A.2) implies

Sn(un, ϑn) = E(un, ϑn, wn−1)−
∫
Ω

f · un dx+
τ

2
Π0(ϑn, ϑn).

Substituting this identity and inequality (A.12) into inequality (A.9) we get

E(un, ϑn, wn)−E(un−1, ϑn−1, , wn−1) +
τ

2

(
Π0(ϑn, ϑn) +Π0(ϑn−1, ϑn−1)

)
≤

E(un, ϑn, wn)−E(un, ϑn, wn−1) +

∫
Ω

f · (un − un−1) dx+

∫
Ω

Qn−2,n−1ϑn−1 dx.

(A.14)

On the other hand, the identity

E(u, ϑ, w) = Ψg(u, ϑ, w) +

∫
Ω

w3ϑV (Du, ϑ, w) dx

implies the representation

E(un, ϑn, wn)−E(un, ϑn, wn−1) +

∫
Ω

Qn−2,n−1ϑn−1 dx =

An −An−1 + Bn + Cn,

(A.15)

where

An = −
∫
Ω

Qn−1,nϑn dx, Bn =

∫
Ω

Qn−2,n−1(ϑn−1 − ϑn−1) dx,

Cn = Ψg(un, ϑn, wn)− Ψg(un, ϑn, wn−1).

(A.16)

Substituting (A.15) into (A.14) we finally obtain

E(un, ϑn, wn)−E(un−1, ϑn−1, wn−1) +
τ

2

(
Π0(ϑn, ϑn) +Π0(ϑn−1, ϑn−1)

)
≤
∫
Ω

f · (un − un−1) dx+ An −An−1 + Bn + Cn.
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Summing both sides with respect to n and noting that

τ
m∑

n=l+1

Π0(ϑn, ϑn) =

∫ τm

τl

Π0(ϑN , ϑN ) dt, τ
m−1∑
n=l

Π0(ϑn, ϑn) ≥
∫ τ(m−1)

τl

Π0(ϑN , ϑN )dt

we conclude that for all integers 0 ≤ l < m ≤ N ,{
E(um, ϑm, wm)−

∫
Ω

f · um dx
}
−
{
E(ul, ϑl, wl)−

∫
Ω

f · ul dx
}

+

1

2

∫ τm

τl

Π0(ϑN , ϑN ) dt+
1

2

∫ τ(m−1)

τl

Π0(ϑN , ϑN )dt ≤ Am −Al +
m∑

n=l+1

(Bn + Cn).

(A.17)

Setting l = 0 in (A.17) we finally arrive at the estimate

E(um, ϑm, wm)−
∫
Ω

f · um dx+
1

2

∫ τm

0

Π0(ϑN , ϑN ) dt ≤

|Am|+
m∑
n=1

(|Bn|+ Cn) + c.

(A.18)

Step 3. Now our task is to estimate the right hand side of (A.18). Introduce the
quantities

In =

∫
Ω

(
|∆un|2 +W (w−1

n−1Dun) + ϑ2
n

)
dx, n ≥ 0. (A.19)

It obviously follows from formula (1.29) for E and the inequality W ≥ 0 that

c−1 In ≤ E(un, ϑn, wm) ≤ c In. (A.20)

Moreover, since the embedding W 2,2(Ω) ↪→W 1,6(Ω) is bounded and u = h on ∂Ω,
we have∫

Ω

|Dun|6dx ≤ c
(

1 +

∫
Ω

|∆un|2 dx
)3
≤ c(I3n + 1),

∫
Ω

|ϑn|2 dx ≤ cIn. (A.21)

Here the constant c is independent of n. Our first task is to estimate Am in terms
of Im. Expression (A.16) for Am implies

|Am| ≤
∫
Ω

|ϑm||Qm−1,mw
3
m|. dx (A.22)

It follows from (A.13) and (1.27) that

|Qm−1,m| ≤ |ϑm||w3
m − w3

m−1|+ |w3
mW (w−1

m Dum)− w3
m−1W (w−1

m−1Dum)|.

In view of (A.8) we have

|wn|±1 + |wn−1|±1 ≤ c, |wn − wn−1| ≤ cτ for all 1 ≤ n ≤ N. (A.23)

From this and (1.21) we obtain the estimate

|Qm−1,m| ≤ cτ |ϑm|+ cτ(|Dum|3 + 1). (A.24)

which along with the Cauchy inequality implies

|Am| ≤ (cτ + δ)

∫
Ω

|ϑm|2 dx+ c(δ)τ2
∫
Ω

(|Dum|6 + 1) dx.
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Here δ is an arbitrary positive number. Combining this and (A.21) we arrive at the
desired estimate for Am:

|Am| ≤ (cτ + δ)Im + c(δ)τ2(1 + I3m). (A.25)

The derivation of the estimate for Bn is based on the following lemma.

Lemma A.2 The estimate

τΠ0(ϑn−1 − ϑn−1, ϑn−1 − ϑn−1) +

∫
Ω

|ϑn−1 − ϑn−1|2 dx ≤ cτ(1 + In)3 (A.26)

holds true for all 1 ≤ n ≤ N . Here the constant c is independent of n and N .

Proof The variation of the functional Sn(un−1, ϑ) at the extremal point ϑ = ϑn−1

leads to the following equations for ϑn−1:

−τ∆ϑn−1 + w3
n−1ϑn−1 = w3

n−2vn−1 + w3
n−1W (w−1

n−1Dun−1) in Ω,

∂nϑn−1 + ϑn−1 = 0.
(A.27)

In view of (A.3) we have

−τ∆ϑn−1 + w3
n−2ϑn−1 = w3

n−3vn−2 + w3
n−2W (w−1

n−2Dun−1) in Ω,

∂nϑn−1 + ϑn−1 = 0 on ∂Ω.
(A.28)

Notice that equation (A.28) can be written in the equivalent form

w3
n−2vn−1 − w3

n−3vn−2 = τ∆ϑn−1. (A.29)

It follows from (A.27)-(A.29) that the function ζ = ϑn−1 − ϑn−1 satisfies the
equations and boundary conditions.

−τ∆ζ + w3
n−1ζ = Qn−2,n−1 + τ∆ϑn−1, ∂nζ + ζ = 0 on ∂Ω, (A.30)

where Qn−2,n−1 is given by (A.13). Recall that ϑn−1 ∈W 2,2(Ω). Multiplying both
sides of this equation by ζ, integrating by parts and using the Cauchy inequality
we obtain

τΠ0(ζ, ζ) + c

∫
Ω

|ζ|2 dx ≤ τΠ0(ζ, ϑn−1) + δ

∫
Ω

|ζ|2 dx+ δ−1

∫
Ω

|Qm−2,m−1|2 dx,

where the positive constant c is independent of n and f . Notice that

Π0(ζ, ϑn−1) ≤ δΠ0(ζ, ζ) + δ−1Π0(ϑn−1, ϑn−1). (A.31)

Choosing δ ≤ min{c/4, 1/2} we arrive at the estimate

τΠ0(ζ, ζ) +

∫
Ω

|ζ|2 dx ≤ c
∫
Ω

|Qm−2,m−1|2 dx+ cτΠ0(ϑn−1, ϑn−1). (A.32)

Next, inequality (A.24) and estimate (A.21) imply that∫
Ω

|Qm−2,m−1|2 dx ≤ cτ2(1 + I3n−1). (A.33)

Substituting this estimate into (A.32) we obtain desired estimate (A.26).
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Next, formula (A.16) for the quantity Bn along with the Cauchy inequality yields
the estimate

|Bn| ≤ δ−1

∫
Ω

|Qn−2,n−1|2 dx+ δ

∫
Ω

(ϑn−1 − ϑn−1)2 dx ≤

cτ2δ−1(1 + I3n−1) + cδτΠ0(ϑn−1, ϑn−1),

where δ is an arbitrary positive number. Summing both sides with respect to n we
arrive at the desired inequality

m∑
n=1

|Bn| ≤ cτ2δ−1
m∑
n=1

(1 + In−1)3 + cδ

∫ τm

0

Π0(ϑN , ϑN ) dt. (A.34)

Our next task is to estimate Cn. To this end notice that

Cn ≡ Ψg(un, ϑn, wn)− Ψg(un, ϑn, wn−1) =∫ 1

0

∫
Ω

∂Ψg
∂w

(D2un, Dun, ϑn, η(x, s))(wn − wn−1) dxds,

where
η(x, s) = swn + (1− s)wn−1, s ∈ [0, 1]. (A.35)

Relations (1.13a) and (1.20e) imply the identity

∂Ψg
∂w

(ϑn, D
2un, Dun, η(x, s)) =

1

η(x, s)
ϕ(D2un, Dun, ϑn, η(s)).

In view of (2.7) we have

wn − wn−1 = −
∫ τn

τn−1

H
(
ϕ(D2un, Dun, ϑn, wN (t))

)
wN (t) dt.

Combining the obtaining result we arrive at the identity

Ψg(ϑn,un, wn)− Ψg(ϑn,un, wn−1) =

−
∫ τn

τ(n−1)

∫ 1

0

∫
Ω

1

η(s)
ϕ(D2un, Dun, ϑn, η(s))H

(
ϕ(D2un, Dun, ϑn, wN (t))

)
wN (t) dxdsdt.

Recalling the identity

ϕ(D2un, Dun, ϑn, wN (t)) = ϕN (t) for t ∈ (τ(n− 1), τn]

we can rewrite this relation in the form

Ψg(ϑn,un, wn)− Ψg(ϑn,un, wn1) = −
∫ τn

τ(n−1)

∫
Ω

H(ϕN (λ))ϕN (λ) dxdλ+ Rn,

(A.36)

where

Rn =

∫ τn

τ(n−1)

∫ 1

0

∫
Ω

P(x, s, t)H(ϕN (t))wN (t) dxdsdt,

P =
1

wN (t)
ϕ(D2un, Dun, ϑn, wN (t))− 1

η(s)
ϕ(D2un, Dun, ϑn, η(s)).

(A.37)
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Let us estimate Rn. We begin with the observation that H is bounded and wN is
uniformly bounded from below and above. Thus we get

Rn ≤
∫ τn

τ(n−1)

∫ 1

0

∫
Ω

|P(x, s, t)| dxdsdt. (A.38)

Next, we have for s ∈ [0, 1] and t ∈ [τ(n− 1), τn],

P(x, s, t) = (wN (t)− η(s))

∫ 1

0

∂

∂ς

( 1

ς(λ)
ϕ(D2un, Dun, ϑn, ς(λ))

)
dλ,

where
ς = λwN (t) + (1− λ)η(s) ∈ [wN (t), η(s)].

The rest of the proof is based on the following lemma.

Lemma A.3 Let ς : Ω → R satisfies the inequalities ‖ς±1‖L∞(Ω) ≤ c1. Then there
is a constant c(c1) independent of n such that∫

Ω

(
|ϕ(D2un, Dun, ϑn, ς)|+ |∂ςϕ(D2un, Dun, ϑn, ς)|

)
dx ≤ c(1 + In)3, (A.39)∫

Ω

|∂ςE(D2un, Dun, ϑn, ς)| dx ≤ c(1 + In)3. (A.40)

Proof Recall that

ϕ(D2un, Dun, ϑn, ς) = − ε

2ς
|∆un|2 − ς3

3ϑ2
n

2
+

ς3(1 + ϑn)
{

3W (ς−1Dun)− ς−1W ′(ς−1Dun) : Dun
}
.

The growth condition (1.21) implies∣∣ϕ(D2un, Dun, ϑn, ς)|+ |∂ςϕ(D2un, Dun, ϑn, ς)
∣∣ ≤(

|∆un|2 + |ϑn|2 + (1 + |ϑn|)(1 + |Dun|)3
)
≤ c(1 + |∆un|2 + |ϑn|2) + c|Dun|6.

Integrating these inequalities over Ω and using estimate (A.21) we obtain desired
estimate (A.39). Next, it follows from the expression (1.28) for the density of the
internal energy E that

|∂ςE(D2un, Dun, ϑn, ς)
∣∣ ≤ c(|∆un|2 + |ϑn|2 + |Dun|3 + 1

)
.

Arguing as before we arrive at (A.40).

We are now in a position to derive the estimate for Cn. It follows from (A.35)
that

|η − wN (t)| ≤ |η − wn−1|+ |wN (t)− wn−1| ≤ cτ for t ∈ [(n− 1)τnτ ],

and
0 < w±1

N ≤ c, 0 < η±1 ≤ c, 0 < ς±1 ≤ c.
Applying inequality (A.39) in Lemma A.3 we obtain∫

Ω

|P(x, s, t)| dx ≤ cτ
∫ 1

0

∫
Ω

∣∣∣ ∂
∂ς

( 1

ς(λ)
ϕ(D2un, Dun, ϑn, ς(λ))

)∣∣∣ dxdλ ≤
≤ cτ

∫ 1

0

∫
Ω

(
|ϕ(D2un, Dun, ϑn, ς)|+ |∂ςϕ(D2un, Dun, ϑn, ς)|

)
dxdλ ≤

cτ

∫ 1

0

(1 + In)3 dλ = cτ(1 + In)3.



56 J.F. Ganghoffer & P.I. Plotnikov & J. Sokolowski

Combining this result with (A.38) we arrive at the inequality |Rn| ≤ cτ2(1 + In)3.
Substituting this inequality into (A.36) and recalling the expression (A.16) for Cn

we finally obtain the desired estimate for Cn

Cn ≤ −
∫ τn

τ(n−1)

∫
Ω

H(ϕN (t))ϕN (t) dxdt+ cτ2(1 + In)3. (A.41)

Summing both the sides of this inequality with respect to n and recalling expression
(1.33) for the form Π1 we arrive at the estimate

m∑
n=1

CN ≤ −
∫ τm

0

Π1(H(ϕn), ϕn) + cτ2
m∑
n=1

(1 + In)3. (A.42)

Substituting (A.25), (A.34), and (A.42) into (A.18) we get the inequality

E(um, ϑm, wm)−
∫
Ω

f · um dx+ (1/2− cδ)
∫ τm

0

Π0(ϑN , ϑN )+∫ τm

0

Π1(H(ϕN ), ϕN ) dt ≤ c(δ)τ2
m∑
n=1

(1 + In)3) + c(δ).

Noting that ∫
Ω

f · um dx ≤ δ
∫
Ω

|∆um|2 dx+ cδ−1 ≤ δIm + cδ−1.

we obtain

E(um, ϑm, wm)− δIm + (1/2− cδ)
∫ τm

0

Π0(ϑN , ϑN )+∫ τm

0

Π1(H(ϕN ), ϕN ) dt ≤ c(δ)τ2
m∑
n=1

(1 + In)3) + c(δ).

Recalling estimate (A.20) and choosing δ sufficiently small we finally arrive at the
inequality

Im +

∫ τm

0

Π(ϑN , ϕN )dt ≤ cτ2
m∑
n=1

(1 + In)3) + c, (A.43)

where the energy dissipation rate Π is defined by (1.32). Let us estimate the right
hand side of this equality. Set

IN (t) = In for (n− 1)τ < t ≤ nτ, JN (t) =

∫ t

0

I3N ds.

Since Π is nonnegative, estimate (A.43) implies

IN (t) ≤ c+ cτ

t∫
0

IN (s)3 ds, for 0 < t ≤ T. (A.44)

It follows that on the interval (0, T ) the function JN satisfies the inequality

d

dt
JN ≤ c(1 + τJN )3.
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Obviously JN (t) ≤ σ(t), where σ is a solution to the Cauchy problem

d

dt
σ = c(1 + τσ)3, σ(0) = 0, given by σ(t) =

1

τ

( 1√
1− 2cτt

− 1
)
.

For τ ≤ 1/(4cT ), the function σ is defined and uniformly bounded on the interval
[0, T ]. This yields the estimate JN ≤ σ ≤ c. Combining this result with (A.44) we
obtain the estimate

In ≤ c for 0 ≤ n ≤ N, (A.45)

which along with (A.43) yields energy estimate (2.11). It remains to prove inequality
(2.14). We begin with the observation that inequalities (A.45) and (A.25) implies
the estimate

|An| ≤ c(δ + τ) + c(δ)τ2. (A.46)

Next, inequalities (A.45), (A.34), and (2.11) imply the estimate

N∑
n=1

|Bn| ≤ cτ2δ−1
N∑
l+1

1 + cδ

∫ τN

0

Π0(ϑN , ϑN )dt ≤ cτδ−1 + cδ. (A.47)

In its turn, inequalities (A.42) and (A.34) imply

m∑
l+1

Cn ≤ −
∫ τm

τl

∫
Ω

H(ϕN (t))ϕN (t) dxdt+ cτ. (A.48)

Substituting (A.46) -(A.48) into (A.17) and recalling the definition (1.32) of the
energy dissipation rate Π we obtain{

E(um, ϑm, wm)−
∫
Ω

f · um dx
}
−
{
E(ul, ϑl, wl)−

∫
Ω

f · ul dx
}

+

1

2

∫ τm

τl

Π0(ϑN , ϑN ) dt+
1

2

∫ τ(m−1)

τl

Π0(ϑN , ϑN )dt+∫ mτ

lτ

Π1(H(ϕN ), ϕN )dt ≤ cδ + c(δ)τ.

(A.49)

Let us show that we can replace wm and wl in the left hand side of this inequality
by wm−1 and wl−1. To this end notice that for every integer n ∈ [1, N ], we have

E(um, ϑm, wm)−E(um, ϑm, wm−1)

=

∫ 1

0

∫
Ω

∂ςE(D2um, Dum, ϑm, ς)(wm − wm−1) dxds,

where ς(s) = swn + (1 − s)wn−1 satisfies the inequalities ς±1 ≤ c. From this, the
inequality |wn − wn−1| ≤ cτ , and estimate (A.40) in Lemma A.3 we obtain

|E(un, ϑn, wn)−E(un, ϑn, wn−1)| ≤ cτ
∫ 1

0

∫
Ω

|∂ςE(D2un, Dun, ϑn, ς)| dxds ≤

cτ(1 + In)3 ≤ cτ.

Combining this result with (A.49) and noting that E(um, ϑm, wm−1) = E(um, vm, wm−1)
we obtain{

E(um, vm, wm−1)−
∫
Ω

f · um dx
}
−
{
E(ul, vl, wl−1)−

∫
Ω

f · ul dx
}

+

1

2

∫ τm

τl

Π0(ϑN , ϑN ) dt+
1

2

∫ τ(m−1)

τl

Π0(ϑN , ϑN )dt+∫ mτ

lτ

Π1(H(ϕN ), ϕN )dt ≤ cδ + c(δ)τ.
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It follows from the definition (2.15) of the functional HN that

HN (t) = E(un, vn, wn−1)−
∫
Ω

f · un dx for t ∈ ((n− 1)τ, nτ ].

Thus we get

HN (mτ)−HN (lτ) +
1

2

∫ τm

τl

Π0(ϑN , ϑN ) dt

+
1

2

∫ τ(m−1)

τl

Π0(ϑN , ϑN )dt+

∫ mτ

lτ

Π1(H(ϕN ), ϕN )dt ≤ cδ + c(δ)τ.

(A.50)

Now fix t1 < t0 from the interval (0, T ). For every N , choose l and m such that
t1 ∈ ((l − 1)τ, lτ ] and t0 ∈ ((m− 1)τ,mτ). We have

1

2

∫ τm

τl

Π0(ϑN , ϑN ) dt+
1

2

∫ τ(m−1)

τl

Π0(ϑN , ϑN )dt+

∫ mτ

lτ

Π1(H(ϕN ), ϕN )dt ≥

1

2

∫ t0

t1+τ

Π0(ϑN , ϑN ) dt+
1

2

∫ t0−τ

t1+τ

Π0(ϑN , ϑN )dt+

∫ t0

t1+τ

Π1(H(ϕN ), ϕN )dt.

Notice that HN (t) is constant on every interval ((n − 1)τ, nτ ], 1 ≤ n ≤ N . From
this and (A.50) we conclude that

HN (t0)−HN (t1) +
1

2

∫ t0

t1+τ

Π0(ϑN , ϑN ) dt+

1

2

∫ t0−τ

t1+τ

Π0(ϑN , ϑN )dt+

∫ t0

t1+τ

Π1(H(ϕN ), ϕN )dt ≤ cδ + c(δ)τ.

Letting N →∞ and then δ → 0 we obtain desired relation (2.14).
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