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Abstract—At a time when operators struggle with unprece-
dented mobile data growth, saving cellular resources is of utmost
importance. The first traffic that we must get rid of is redundant
traffic. This happens, for example, when popular data must
be disseminated to a population of subscribers. We propose
SCoD, a strategy that benefits from the delay-tolerance of some
applications to defer transmissions to appropriate instants. The
idea is to wait for nodes to gather around a minimum number of
access points so that the total number of transmissions is reduced.
SCoD leverages as much as possible node mobility for the sake of
clustering; to this end, SCoD relies on different guiding functions
that trigger, whenever appropriate, a transmission. We assess
the performance of our strategy by running simulations on a
realistic vehicular dataset and find out that it leads to significant
improvements when compared with traditional (instantaneous)
dissemination strategies.

I. INTRODUCTION

Cellular operators are struggling with the skyrocketing
growth of mobile traffic these latest years [1]. In a near future,
they will likely have no choice but to combine a wide range of
techniques to save cellular resources. So far, the main efforts
have focused on increasing the cellular capacity, by either
adopting new standards (e.g., 3G→4G→5G), or deploying
more antennas, or acquiring new licensed bands.

At the same time, operators also adopt other strategies to
limit usage of cellular resources. For example, most operators
implement a two-phase resource assignment strategy, where
users see their bandwidth capped after some data consumption
threshold (generally in the order of a few Gbytes) [2], [3].
A more recent strategy consists in offloading traffic through
either an alternative technology (e.g., from cellular to Wi-
Fi), or in-band channels (e.g., using small cells) [4], or even
device-to-device communications [5]. Following such recent
trends, we are convinced that any saving is welcome.

In this paper, we propose to reduce the consumption of
wireless resources by better controlling the number of trans-
missions, whenever possible. In particular, we advocate that a
simple policy such as when to transmit could lead to significant
savings in situations where data is popular and tolerates some
delay. Fortunately, these situations are not rare.

The infrastructure we consider consists of a set A of access
points covering a population N of mobile users interested in
a content c. In this paper, unless specified, we do not deal
with any specific radio technology and will simply refer to
ai ∈ A as a wireless access point (or base station) that covers

a zone called cell. Full dissemination must be achieved before
a deadline τ . Our goal is to determine, on the fly, the minimum
subset of access points Â ⊂ A that should transmit a copy of
the content to cover the entire population N. The challenge
is to compute the different instants when access points should
transmit the content; this is difficult, as user mobility cannot
be known in advance.

To address the abovementioned problem, we propose SCoD
(Scheduled Content Delivery), a strategy to disseminate delay-
tolerant contents by planning their transmission whenever
groups of users in the same cell are considered big enough
to trigger a transmission. Deciding what “big enough” means
is the role of SCoD. We assume that a single transmission by
an access point is received by all users in the corresponding
cell. We also assume that each access point knows the list of
mobile users it covers at all times. The population of users
is composed of two types of users: sane users (who have not
yet received the content) and infected users (who have already
obtained the content). The decision to transmit or not is taken
based on a decision function (DF), whose goal is to determine
the threshold above which a group of users is sufficiently big
to trigger a transmission. In a nutshell, SCoD relies on decision
functions whose aggressiveness decreases over time (i.e., the
threshold to consider that a group is big enough is higher in
the beginning of the period). At the end of the process, when
the content reaches the deadline, a content copy is transmitted
within every cell hosting at least one sane user, so that full
coverage is guaranteed.

We illustrate the idea of SCoD in Fig. 1. By tracking where
sane users are, the infrastructure can figure out which cells
host a sufficiently large number of sane users to determine
if the corresponding access point should transmit the content.
This is to be compared with a baseline strategy (which does
not spread transmissions over time) that would require, most
of the time, more transmissions in the beginning of the period
(we will see this kind of behavior in Section IV). We assess the
performance of SCoD by investigating several decision func-
tions. Simulation results were obtained for a realistic large-
scale vehicular trace of Bologna city (Italy). We observe that
SCoD significantly reduces the number of transmissions when
compared with the baseline approach. Furthermore, SCoD is
very close to an oracle solution (unpractical, as it assumes
the knowledge of future user displacements). Moreover, the
number of satisfied users converges very quickly to the total
population.

The remainder of this paper is organized as follows. In
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at the beginning, to cover all nodes, six 
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Fig. 1: Instead of transmitting six copies of the content at the beginning, the idea behind SCoD is to determine the right
instants to trigger a transmission. In the example of the figure, it is possible to cover all users with only three transmissions.
Although for a single content it might be negligible, accumulated savings can be huge on the long term.

Section II, we present the system model and state the problem
we consider in this paper. We introduce SCoD in Section III
and motivate the role of the different decision functions. In
Section IV, we present the evaluation methodology and the
results. We postpone some related work to Section V and
conclude the paper in Section VI.

II. CONTEXT AND PROBLEM STATEMENT

Without loss of generality, we model our system as a cellular
network with limited capacity on the wireless access channel.
We consider a system defined by the tuple [c,N,A, t0, τ ],
where c is the content to be disseminated, N is the set of users
that are interested in receiving c, A is the set of access points,
t0 is the time when c becomes available at the infrastructure,
and τ is the maximum delay that any user tolerates before
receiving c. We assume that c is generated at t0. At a given
time t ∈ [t0, t0 + τ ], the set of users are organized into two
classes: Nsan

ai (t) (the set of sane users associated with access
point ai ∈ A at time t) and Ninf

ai (t) (the set of infected
users associated with access point ai ∈ A at time t). At
t0, the distribution of users is as follows: Nsan

ai (t0) = N and
Ninf

ai (t0) = ∅, for all ai ∈ A.
All cells are supposed to be disjoint. Thus, each (mobile)

user is associated with one and only one access point at all
times. For the purposes of this paper, we also assume that the
population N remains unchanged during [t0, t0+τ ] (i.e., churn
is not considered).

As previously mentioned, content c becomes available at t0
and must be delivered to sane users by t0 + τ . We assume
perfect transmissions, i.e., a single transmission is enough to
reach all users in the cell. Whenever an access point decides
to transmit c, all sane users under this access point become
infected users. Our goal consists in minimizing the number
of transmissions by leveraging the mobility of the users. We
simplify the problem by discretizing the content lifetime in
time steps, then we examine each cell independently of the
others. As time goes by, users may move from cell to cell;
thus, density within a cell changes over time. We call a given
distribution of users throughout the cells a configuration.

Problem definition. Given the tuple [c,N,A, t0, τ ], find a
strategy to determine a threshold for the number of users in
a cell at some time t ∈ [t0, t0 + τ ] so that the corresponding
access point decides to transmit c.

Note that setting a small threshold may lead to too many
transmissions, while a big threshold may refrain an access
point from transmitting in appropriate occasions. Finding a
good trade-off is challenging, especially because the mobility
of the users cannot be known in advance.

III. SCOD: SPECIFICATION AND OPERATION

We design SCoD following the different issues and assump-
tions discussed in the previous section. The most important
features of SCoD are illustrated in Fig. 2. At t0, content
c becomes available and must be delivered to all target
subscribers by t0+ τ . Upon each configuration change, SCoD
checks whether the content deadline has been reached or not;
if so, the decision is to transmit c in every cell containing at
least one sane user. If not, a specific function β(t) (called
lateness factor) is used to decide whether an access point
should transmit or not. Function β(t) changes over time as it
determines the aggressiveness of the decision process. SCoD is
more aggressive in the beginning of the period, i.e., it expects
bigger groups of users in a cell. As time goes by, it relaxes
by tolerating smaller groups, up to the deadline where all cell
containing at least a sane user must transmit. This procedure
is formalized as follows. Access point ai transmits c at time
t if one of the two conditions hold:

|Nsan
ai (t)| ≥ β(t)

A∑
j=1

|Nsan
aj (t)| & β(t) 6= 0 OR

|Nsan
ai (t)| > 0 & β(t) = 0

(1)

where |Nsan
ai (t)| is the number of sane users associated with

ai at time t and β(t), the lateness factor is a time-based
function (0 ≤ β(t) ≤ 1) whose main role is to delay the
transmissions. In other terms, it defines whether the system
should be conservative and keep the content longer. We detail
this function hereafter.
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Fig. 2: High level operation of SCoD.

Whenever a transmission takes place in at least one cell
(note that nothing prevents multiple access points from trans-
mitting at the same time), the system updates the list of sane
users before the next configuration. The system carries on at
the same pace until the deadline is reached. However, while
the time is running, β decreases, which causes, at a given time,
one of the inequalities in (1) to be satisfied. As a consequence,
one or multiple transmissions occur.

SCoD transmission decision functions. We tested different
functions as possible expressions of β(t). As we want the
aggressiveness to decrease over time, we pick functions that
are monotonically decreasing. These functions are listed in
Table I.

TABLE I: Lateness factor functions used for β(t).

Function Expression

Logarithmic β(t) = ln(−t+τ
τ

+ 1)

Linear β(t) = −t
τ

+ 1

Square-root β(t) =
√

−t+τ
t+τ

Exponential β(t) = 1− e
t
τ
−1

IV. EVALUATION

A. Evaluation setup

In order to evaluate SCoD, we use the Bologna vehicu-
lar dataset, which contains a significant number of mobile
nodes [6]. The dataset covers 20.6 km2 in the city center
for a period of two hours, featuring the movement of 10333
vehicles. We compare SCoD with three reference strategies:
full coverage, immediate transmission, and oracle. In full cov-
erage, the infrastructure systematically distributes the content
in every cell (even if the cell does not have any user). Of
course, this strategy is too naive to be implemented, and
serves only as a lower bound. In immediate transmission, the
content is transmitted at t0 in all cells hosting sane users.
Finally, in oracle, the decision to transmit is based on the
prior knowledge of all future configurations during the whole
period. This strategy is non-causal (thus not realizable), but
provides an upper bound for the expected performance. The
previous three strategies are simulated for a starting value of
the lateness factor of β(t = t0) = 0.25. The value of β at
t = t0 gives the initial aggressiveness of SCoD. For example,

(a) (b)

Fig. 3: (a): The Voronoi diagram for a set of 100 APs
deployed in the city of Bologna. (b) The red cells are the
one involved in the transmission process of a content.

when β(t = t0) = 0.25, it means that 25% of the nodes must
be associated with an access point to trigger a transmission.1

We focus on a specific area of the city of Bologna where
we track the location of each vehicle for a period of two
hours. To assign each vehicle to an access point, we emulate
a deployment plan of a wireless infrastructure consisting of
access points composing the set A. Each vehicle is assigned
to the nearest access point by using a Voronoi diagram [7].
Each cell of the Voronoi diagram contains exactly one access
point. We depict in Fig. 3a the tessellation for 100 access
points withing the central area of Bologna.

To give more confidence to our results, we iterate the pro-
cess of partitioning the map of Bologna by emulating multiple
random deployment plans following a uniform distribution.
The various topologies are generated for 100 and 300 access
points. We assume that a single transmission by an access point
is received by all vehicles in the corresponding cell. The results
we show are provided for 1,000 and 2,000 nodes (vehicles in
our scenario). With regard to the content deadline, we consider
two scenarios with the following values: 300 s and 1,200 s
(realistic values when considering such content as: pollution
indication, important event announcements, popular content
in social media etc. The evaluation performance results we
present in the next section reflect averages over 20 simulation
runs for different generated topologies (spatial distribution of
access points). We primarily focus on the average transmission
gain of a given strategy, Gavg

strategy, defined as:

Gavg
strategy =

NFC −Nstrategy

NFC
, (2)

where, NFC is the number of transmissions when applying
the full coverage strategy, and Nstrategy is the number of
transmissions of the evaluated strategy (oracle, immediate
transmission, and SCoD). Another performance criterion is the
user satisfaction degree, which refers to how fast a strategy
satisfies all the users at the lowest possible cost.

B. Evaluation results
We will show that SCoD performs very well in saving

cellular resources by decreasing the number of transmissions.

1This value is quite aggressive, but still leads to good results as we will
show later in Section IV-B.



(a) N=1000, τ=300s (b) N=1000, τ=1200s (c) N=2000, τ=300s (d) N=2000, τ=1200s

Fig. 4: Average transmission gain for SCoD (using a “square” lateness function) and two baseline strategies (Oracle, Immediate).
Different values of the content lifetime and the users population are presented. Confidence intervals of 95% are shown as well.

In the following, we will show the results for only one lateness
function (we pick the “square” function). As a matter of fact,
we observed that all functions described in Table I led to
results with a small differences. In other words, this means that
the aggressiveness aspect is more important that the skewness
of the curve. We will not delve into this point in this paper,
and will leave this discussion for future work.

Average transmission gain. We consider “full coverage” as
the baseline reference to assess the gains obtained by each of
other strategies. We use the average transmission gain Gavg

strategy
as defined in Section IV-A. We plot in Fig. 4 the average
transmission gain for multiple combinations of N and τ . As
expected, the longer the content lifetime, the more SCoD
gains. This is inherently related to the philosophy behind
SCoD, whose goal is to benefit as much as possible from
the mobility of the nodes. An interesting observation is that
we achieve almost the same performance level as the oracle,
especially for longer τ . The main reason for this behavior is
that users have more time to wave among cells, which allows
SCoD having more freedom to select the most appropriate
time to transmit the content.

We observe that the population size also has a positive
impact on the gains. In one particular case, SCoD even outper-
formed the oracle. Although the oracle has the advantage of
knowing the whole mobility trace in advance, it is not optimal.
In fact, implementing the oracle is equivalent to determining
the minimum cover set of a graph, which is known to be a
NP-complete problem [8]. In this paper, we used the greedy
strategy as the heuristic to compute the oracle, which gives
some room for improvements (which happened, for example,
in Fig. 4d) [9].

User satisfaction. We are also interested in evaluating the
evolution of the dissemination process. In Fig. 5, we plot
the CDF of satisfied users in function of the transmissions.
There are a few observations we can make here. First, we
see again that SCoD covers the same amount of nodes as
the immediate strategy, but with less transmissions. SCoD’s
and oracle’s curves overlap when the content tolerates longer
delays. Second, and more interestingly, SCoD shows a much
more steep slope. This means that SCoD limits the number
of transmissions in lowly-populated cells. As a consequence,
SCoD is more robust to transmission failures when the dead-

line approaches (failures that happen earlier are easier to
recover as we have more time left).

V. RELATED WORK

The problem of disseminating content while alleviating
the burden on the overloaded infrastructure has been well
studied in the literature. First proposals in this sens have target
at better understanding node mobility and delay tolerance
of some types of content. Solazzo et al. propose TACO-
DTN, a content dissemination system that uses the info-station
model to manage the resources of an access point when
disseminating information [10], [11]. In the area of vehicular
networking, similar approaches have been considered. Luan et
al. propose a practical and cost-effective approach to construct
a fully distributed roadside communication infrastructure to
facilitate localized content dissemination to vehicles in a urban
scenario [12]. Also in a vehicular context, Ahn et al. leverage
both infrastructure and peer-to-peer communications to save
resources at the cellular infrastructure [13].

Some effort have been done to maximize content dissemi-
nation within a deadline, while minimizing the use of cellular
resources. Most works fall under the umbrella of mobile data
offloading, which is considered to be an inexpensive method
to improve the capacity of mobile networks. Balasubramanian
et al. were the first to propose to delay transmissions until
a node reaches a Wi-Fi hotspot [14], whose cost is assumed
to be negligible when compared with the one of the cellular
infrastructure. Similarly, Lee et al. suggests significant savings
in energy and traffic by also delaying traffic [15]. To this
end, they perform extensive analyses of traces of pedestrian
mobility collected in a real metropolitan environment. From a
much more theoretical perspective, Mehmeti and Spyropoulos
propose a queueing analytic model for delayed offloading, and
derive the mean delay, offloading efficiency, and other metrics
of interest, as a function of the delay tolerance as well as
other network parameters [16]. Other offloading techniques
rely on device-to-device communications. Rebecchi et al. [17],
Whitbeck et al. [18], and Han et al. [19] have considered
scenarios in which device-to-device and cellular connections
are used to disseminate the content, considering the social ties
and the geographical proximity.

More related to our work, an alternative approach has been
the center of focus in current literature, depends on the in-
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Fig. 5: CDF of the users satisfaction for each strategy vs the number of transmission and the gain, and A=300 for all the plots.

stantaneous availability of resources to deliver content without
wasting resources [20]. Although these contributions do show
interesting results, they assume that nodes can communicate
in ad hoc mode, which is not the case of this paper.

To summarize, our proposal differs from the previous works
as it deals with full dissemination guarantees under a very
constraint capacity of a cellular infrastructure.

VI. SUMMARY AND OUTLOOK

We proposed SCoD, a new content dissemination strategy
specifically designed for cellular networks that suffer from
heavy capacity constraints at the wireless access channel. It
leverages node mobility and delay-tolerance to determine the
best possible instants at which an access point must transmit
a copy of a given content to a multitude of receivers. In
a nutshell, its goal is to let users gather within fewer cells
to reduce the number of transmissions. Experiments using a
realistic vehicular dataset in the city of Bologna reveal that
SCoD manages to reduce the number of transmissions when
compared with strategies that do not play with the mobility of
the nodes, while achieving 100% content delivery.

Our work will continue in the following directions. Firstly,
we will address the problem of handling multiple contents
that achieve a deadline at the same time. This will require
the proposal of prioritization strategies to balance the dissem-
ination evolution of the different contents. Secondly, we will
investigate churn, where the system would accept new arrivals
and departures. Thirdly, we will investigate the sensibility of
the system with regard to the lateness function and its initial
value.
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