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The Hidden Robot: an Efficient Concept
Contributing to the Analysis of the Controllability
of Parallel Robots in Advanced Visual Servoing
Techniques

Sébastien Briot, Philippe Martinet, and Victor Rosenzveig

Abstract—Previous works on parallel robots have shown that  Past research works proved that the robot end-effector pose
their visugl servoing using the observation of their I(_eg directions can be effectively estimated by vision through the diredt[2
was possible. There were however found two main results for [4], or the indirect observation of the end-effector posk-[5

which no answer was given. These results were that (i) the . - .
observed robot which is composed of: legs could be controlled [7]. Visual servoing of parallel robots first focused on the

in most cases using the observation of onlyn leg directions Observation of the end-effector [8]-[11]. However, some ap
(m < n), and that (i) in some cases, the robot did not converge plications prevent the observation of the end-effector of a
to the desired end-effector pose, even if the observed leg dirémts  parallel mechanism by vision. For instance, it is not wise to
did (i.e. there was not a global diffeomorphism between the j54ine observing the end-effector of a machine-tool witile

observation space and the robot space). is generally not a problem to observe its legs that are most
Recently, it was shown that the visual servoing of the leg direc- 9 y P 9

tions of the Gough-Stewart platform and the Adept Quattro was ©ften designed with slim and rectilinear rods [1]. o
equivalent to controlling other virtual robots that have assembly A first step in this direction was made in [12] where vision
modes and singular configurations different from those of the was used to derive a visual servoing scheme based on the
real ones. These hidden robot models are tangible visualizations gphservation of a Gough-Stewart (GS) parallel robot [13]. In
of the mapping between the observation space and the real robmt that method, the leg directions were chosen as visual pvissit

Cartesian space. Thanks to this concept, all the aforementioned d | derived based hei .
points pertaining to the studied robots were answered. and control was derived based on their reconstruction from

In this paper, the concept of the hidden robot model is the image. By observing several legs, a control scheme was
generalized for any type of parallel robots controlled using visual derived and it was then shown that such an approach allowed
servos based on the observation of elements other than the end-the control of the observed robot. After these preliminary
effector, such as the robot legs into motion. It is shown that works, the approach was extended to the control of the robot

the concept of the hidden robot model is a powerful tool that directly in the i th h the ob fi fthe |
gives useful insights about the visual servoing of robots and tha irectly in the image space throug e observation of tge le

it helps define the necessary features to observe in order to €dges (from which the leg direction could be extracted)civhi
ensure the controllability of the robot in its whole workspace. proved to exhibit better performances in terms of accuracy
Al theoretical concepts are validated through simulations with  than the previous approach [14]. The approach was applied

an Adams mockup linked to Simulink. to several types of robots, such as the Adept Quattro and
Index Terms—Parallel robots, visual servoing, controllability, —other robots of the same family [15], [16]. As shown in these
kinematics, singularity. papers, in order to rebuild the robot configuration from tg |
directions (or edges) observation, simplified kinematiadeis
were used.
|. INTRODUCTION The proposed control scheme was not usual in visual

Many research papers focus on the control of parallel me %qrvoing techniques [17], in the sense that in the controlle
y pap b Qooth robot kinematics and observation models linking the

anisms (see [1] for a long list of references). Cartesiarobn Cartesian space to the leg direction space were involved. As
is naturally achieved through the use of the inverse diffeaé P ne 1eg pace '
a result, some surprising results were obtained:

kinematic model which transforms Cartesian velocitie® int 1) the ob d robot which i chd ldb

joint velocities. It is noticeable that, in a general manriee ) eto ﬁecriv_e ro Ot which s gom[:r?se b gs f{:_ou fe |

inverse differential kinematic model of parallel mechams controfled in most cases using the observation ot only
m leg directions(m < n), knowing the fact that the

does not only depend on the joint configuration (as for serial inimal ber of ob Y hould be. for 3D unit
mechanisms) but also on the end-effector pose. Conseguent! minimal number of observed 1egs should be, Tor uni
vectors, an integer greater thari2,

one needs to be able to estimate or measure the latter. . . .
2) in some cases, the robot did not converge to the desired
S. Briot, P. Martinet and V. Rosenzveig are with the end-effector pose (even if the observed leg directions
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3) Are we sure that there is no singularity in the mapping Finally, we would like to mention that, in the present paper,

between the leg direction space and the Cartesian spas&?will define the concept of the hidden robot model based

4) How can we be sure that the stacking of the observation the 3D primitives (leg directions) used in the controller

matrices cannot lead to local minima in the Cartesiagefined in [12], even if the results provided in [14] by using
space (for which the error in the observation space tise observation of the leg edges proved to exhibit better
non zero while the robot platform cannot move [18])?performances in terms of accuracy than the previous approac

All these points were never answered because oflahle However, deriving the hidden robot model using the leg edges
of existing toolsable to analyze the intrinsic properties of thavould lead to more complex and much longer explanations.
controller. Nevertheless, the results shown in the present paper aegigen

Recently, two of the authors of the present paper demogrough to be then applied to other types of controllers, such
strated in [19] that these points could be explained by cbnsias the one given in [14].
ering that the visual servoing of the leg direction of the GS
platform was equivalent to controlling another robot “redd ||, VISUAL SERVOING OF PARALLEL ROBOTS USING LEG
within the controller, the 3JPS' that has assembly modes OBSERVATIONS
and singular configurations different from those of the G
platform. A similar property was shown for the control o
the Adept Quattro for which another hidden robot model, Alinelﬁ in space, expressed in_ the camera frame, is defined
completely different from the one of the GS platform, waBY its Binormalized Ricker coordinates [23]:
found_ [21]. Al theqretical results were validated through £ = (“u,°n, °n) 1)
experimental works in [22].

In both cases, considering this hidden robot model allowa¢hereu is the unit vector giving the spatial orientation of the
a minimal representation to be found for the leg-obserwatioline?, “n is the unit vector defining the so-called interpretation
based control of the studied robots that is linked to a virtuplane of line£ and“n is a non-negative scalar. The latter are
hidden robot which is a tangible visualization of the magpindefined by“n‘n = °p x “u where“p is the position of any
between the observation space and the real robot Cartegiaint P on the line, expressed in the camera frame. Notice
space. that, using this notation, the well-known (normalizedji¢ker

Thus, the concept of the hidden robot model, associatedordinates [24], [25] are the coup(éu, “n°n).
with mathematical tools developed by the mechanical designThe projection of such a line in the image plane, expressed
community, is a powerful tool able to analyze the intrinsilm the camera frame, has the characteristic equation [23]:
properties of some controllers developed by the visualsegy . Te
community. Moreover, this concept shows that in some visual np=0 @
servoing approaches, stacking several interaction reatic \herep are the coordinates in the camera frame of a point
derive a control scheme without doing a deep analysis of thejn the image plane, lying on the line.
intrinsic properties of the controller is clearly not enbug
Further investigations are required.

Therefore, in this paper, the generalization of the conoépt
hidden robot model is presented and a general way to find theThe legs of parallel robots usually have cylindrical cross-
hidden robots corresponding to any kind of robot architectusections [25]. The edges of thieh cylindrical leg are given,
is explained. It will be shown that the concept of the hiddeid the camera frame, by [14] (Fig 1):

. Line modeling

B. Cylindrical leg observation

robot.model is a powerful tool thgt gives L_Jsefgl m&ghtsua:bp en! = — cos6;°h, — sin6;°u, x °h, 3)
the visual servoing of robots using leg direction obseorati
With the concept of the hidden robot model, the singularity “n? = 4 cos 0;°h; — sin §;°u; x “h;, 4)

problem of the mapping between the space of the observed
robot links and the Cartesian space can be addressed, wh@re cost; = /ch? —Rf/chi, sin; = R;/°h; and
above all, it is possible to give and certify information abo (‘u,, “h;, “h;) are the Binormalized Btker coordinates of the
the controllability of the observed robots using the praabs cylinder axis andR; is the cylinder radius.
controller. It was also shown in [14] that the leg orientation, expressed
Some parts of the present works were published in [22h the camera frame, is given by
However, the present paper presents for the first time: el ein
« a classification into families of robots which are not ‘u;, = % (5)
controllable, partially or fully controllable in their wie ll°n; > “nil
workspace using the aforementioned servoing techniquelet us remark that each cylinder edge is a line in space,
« insights about the features that should be additionally otvith Binormalized Plicker expressed in the camera frame
served to ensure that the robots could be fully controllabléu;, “n’, “n’) (Fig 1).

in their whole workspace.
2In the following of the paper, the superscript before thetmedenotes
lin the following of the paperR, P, U, S II will stand for passive the frame in which the vector is expresset’(for the base frame,¢” for
revolute, prismatic, universal, spherical and planar pelogram joint [20], the camera frame ang™ for the pixel frame). If there is no superscript, the
respectively. If the letter is underlined, the joint is ciolesed active. vector can be written in any frame.
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It can be proven that, for spatial parallel robots, matrices
M, are in general of rank 2 [12] (for planar parallel robots,
they are of rank 1). As a result, for spatial robots with more
than 2 degrees of freedonddf), the observation of several
independent legs is necessary to control the end-effectss.p
An interaction matrixM” can then obtained by stackirig
matricesM? of k legs.

Finally, a control is chosen such thatthe vector stacking
the errorse; of k legs, decreases exponentially, i.e. such that

é=—)e (10)

It should be mentioned that, in reality, it is not possible to

ensure a perfect exponential decrease dfthe dimension of

e is larger than the number of degrees of freedom [27], [28].
Then, introducingL! = — [“u,,], M7, where[°u], is

the cross product matrix associated with the ve€igy;, the

combination of (9), (7) and (10) gives

‘ro=—-MLTTe (11)

whereL” can be obtained by stacking the matrides of
legs. The conditions for the rank deficiency of maffiX, as
well as the conditions that lead to local minima [18] of the
C. Leg direction based visual servoing Eq. (11) are discussed in Section III.

The proposed control approach was to servo the leg direc-This expression can be transformed into the control joint

tions cu, [12]. Some brief recalls on this type of controllevelocities: _ o T
are done below. q=—-AJ"L""e (12)

1) Interaction matrix: V;sual servoing is based on the SOy herecyinv i the inverse Jacobian matrix of the robot relating
called mter:_:lctlon n_1atn>L [26] which relates the instanta- o ang-effector twist to the actuator velocities, 1B cr, =
neous relative motiorf, = °r. — °r, between the camera .
and the scene, to the time derivative of the vectof all the
visual primitives that are used through:

D. Statement of the problem

s _ 17T
$=LiyTe 6) It is obvious that the objective of any controller is to ergsur

where°r, andr, are respectively the kinematic screw of théW0 main properties: the observability of some given robot
camera and the scene, both expresse®ini.e. the camera €lements (in our case, the end-effector) and the contititjab

Fig. 1. Projection of a cylinder in the image

frame. of the robot. For that, any controller is based on the obser-
In the case where we want to directly control the lejation of some features (the encoder positions, velocity an
directions®u,, and if the camera is fixed, (6) becomes: acceleration in usual controllers, or some robot partsnsse
B based controllers) which must ensure that:
‘i, = M °r (7) it i i '
=i i fe 1) it is possible to properly estimate the pose (and also

eventually the velocity and acceleration) of the end-

effector (which is an external property of the robot),

) it is also possible to estimate the internal state of the
robot (position, velocity and acceleration of any body)
as this information is necessary for achieving the control
(for instance, in the controller defined at Eq. (12), the

or, = Aﬂfje(é’,sd) ©) Som)u_tation of the inverse_ kinematic_Jacqbian matrix

J is necessary, and its expression is usually a

where “r. is used as a pseudo-control variable and the function of the active (and sometimes also passive) joint
superscript “+” corresponds to the matrix pseudo-inverse. variables).

The visual primitives being unit vectors, it is theoretigal |geally, from the observation of a minimal set of given
more elegant to use the geodesic error rather than the Stitures (denoted as a minimal basis), the mapping involved
dard vector difference. Consequently, the error groundi®g for the estimation of the end-effector pose must be a global
proposed control law will be: diffeomorphism (Fig. 2(a)). However, in the case of patalle
) robots in classical encoder-based controllers, a giveroket

encoder positions usually leads to the computation of séver
where‘“u,, is the desired value dfu,. possible end-effector poses [25] which are called the robot

whereMY? is the interaction matrix for the leg

2) Control: For the visual servoing of a robot, one achieves
exponential decay of an erraf(s, sq) between the current
primitive vectors and the desired ong; using a proportional
linearizing and decoupling control scheme of the form (& th
scene is fixed):

e = ‘u; X ‘ugy
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internal state, i.e. to strictly ensure the robot conthuligy?

Minimal basis observability | Epd-effector In the next Sections, it is shown that the use of a tool named
of observed |« > the “hidden robot model” can help analyze the controllpili
features () pose of parallel robots when the canonical basis of the observed

----------------- > A features is partially made of the robot leg directions. Wt fir
T controllability introduce the concept of the hidden robot model and then show
e + -------- al how it can be used for the analysis of the controllability.
Robot internal I1l. THE CONCEPT OF HIDDEN ROBOT MODEL
state (all joint configurations) The concept of the hidden robot model was first introduced
in [19] for the visual servoing of the GS platform. In this pap
(a) when a global diffeomorphism exists it has been demonstrated that the leg-direction-basedlvisu

servoing (Section I1) of such robots intrinsically invosvéhe
End effector pose appearance of a hidden robot model, which has assembly
----------------- POS¢E modes and singularities different from the real robot. Iswa

Assembly shown that the concept of the hidden robot model fully
mode 1 ; explains the possible non-convergence of the observed robo
Minimal basis observability : : to the d(_aswed f|ne_1l pose and tha_t it 90n5|der§bly simplifies t
of observed ¢ > i ; singularity analysis of the mapping involved in the coraol
features (5) 5 A ol ; The concept of the hidden robot model comes from the
5 ssembly | following observation: in the classical control approatte
A ; mode 7 : encoders measure the motion of the actuator; in the prdyious
________________ * described control approach (Section Il), the leg direcion
controllability T leg edges are observed. So, in a reciprocal manner, one could
___________________ - wonder to what kind of virtual actuators such observations
+ correspond. The main objective of this Section is to give a
"""""""""""""""""""""""""""""" general answer to this question.
| Possible leg Possible leg
configuration 1 configuration 7 5 A. How to define the legs of the hidden robots
e Robot internal state ! Let us consider a general leg for a parallel robot in which the
directionu, of a segment is observed (Fig. 3(a) — in this figure,
(b) when there is no global diffeomorphism the last segment is considered observed, but the following

explanations can be generalized to any segment locatee in th
leg chain). In what follows, we only consider that we observe
the leg direction;, and not the leg edges in the image space,
as the leg edges are only used as a measure;.050 the

assembly modes. These assembly modes correspond to sBfaBlem is the sameexcept in the fact that we must consider
given aspects of the workspace (i.e. workspace zones whiBg singularity of the mapping between the edges apndut
are seperated by singularities), which means that the ro[%l@ problem is well handled: these singularities appeagrwh
cannot freely move in all the workspace areas. Thus, thete andn;? are collinear, i.e. the cylinders are at infinity [14].
is no global diffeomorphism between the encoder positionsIn the general case, the unit vectay can obviously be
and the end-effector pose (Fig. 2(b)). To overcome this-difffarameterized by two independent coordinates, that can be
culty, usually, the parallel robot is moved in only one givefivo angles, for example the anglesand 3 of Fig. 4 defined
workspace aspect for which the assembly mode can be stri@heh thatcosa = x - v =y - w (wherev andw are defined
known. such thatz - v =2z -w = O) "and cosff =u-x. Thusa is

By extension, if we cannot strictly know the end-effectofh® angle of the first rotation of the link d'reCti@; around
pose, we cannot also correctly estimate the internal rotfo@nd g is the angle of the second rotation around
state (position, velocity and acceleration of any bddjhhe It is well known that aJ joint is able to orient a link around
question is thus: what should be the minimal basis of ti@0 orthogonal axes of rotation, such asandv. Thus U
observed features that is able to ensure that we are al§i@ts can be the virtual actuators we are looking for, with

to stricly estimate both the end-effector pose and the rot@neralized coordinates and 3. Of course, other solutions
can exist, bul joints are the simplest ones.

3It is necessary to mention that, for a given end-effector psseeral If a U J_Olm '§ the virtual actuator that makes the vectgr
leg configurations (called working modes) may exist. Howef@rthe large move, it is obvious that:

majority of parallel robots for which each leg is made of at me&t imoving . L L .. .
elements, if we strictly know the end-effector pose plus thegof an element o if the value Ofﬂi is fixed, theU joint coordinatesy and

of a considered leg, the leg configuration can be uniquelyndefi 8 must be constant, i.ehe actuator must be blocked

Fig. 2. Ensuring the observability and controllability dietrobot through a
proper feature observation.
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« itis necessary to fix th®PP chain on the preceding leg
links because the information given by the vectarsis
not enough to rebuild the full platform position and ori-
entation: it is also necessary to get information (obtained
via simplified kinematic models [14]) on the location of
the anchor pointd, _; of the observed segment. This
information is kept through the use of tH&PP chain
fixed on the first segments;

« 3Pjoints are only necessary if and only if the poi}
describes a motion in the 3D space; if not, the number
of P joints can be decreased: for example, in the case of
the GS platform presented in [19], th&joint of the leg

(a) A general robot leg (b) its corresponding hidden robot leg to control was located on the base, i.e. there was no need
when the vectou, is observed to add passivé® joints to keep the orientation of its first

Fig. 3. A general robot leg and its corresponding hidden trédmp when the axis constant;

vectoru, is observed « when the vecton, is constrained to move in a plane such

as for planar legs, the virtual actuator become®Ragoint

which must be mounted on the pass®®P chain (for

the same reasons as mentioned previously).

For example, let us have a look at tRtJ leg with one
actuatedR joint followed by aU joint of Fig. 5(a). Using the
previous approach, its virtual equivalent leg should bgRr
PP}-U leg (Fig. 5(b)), i.e. th&J joint able to orient the vector
u, is mounted on the top of R—PPchain that can guarantee
that:

1) the link on which theU joint is attached performs a
translation w.r.t. the base frame,
X w 2) the pointC (i.e. the centre of th&) joint) evolves on a
circle of radiusl 4, like the real leg.
Fig. 4. Parameterization of a unit vectay with respect to a given frame, It should be noted that. in several cases for robots with a
y andz - . L .
= lower mobility (i.e. spatial robots with a number dbf less
than 6, or planar robots with a numberaddf less than 3), the
« if the value ofu, is changing, the joint coordinates Iastpmt that links the leg to the platfprm sh.ould be chahge
and 3 must also vary. that, if the num_ber of observed legs is inferior to the nundier
. . real legs, the hidden robot keeps the same number of cattroll
As a result, to ensure the aforementioned propertiesxfor
d?f (see [21], [22)).

and g if u; is expressed in the base or camera frame (bu .
C . . ; ' It should also be mentioned that we presented above the
the problem is identical as the camera is considered fixed gn . . .
. most general methodology that is possible to propose, but it
the ground), vectorg, y andz of Fig. 4 must be the vectors.
e < : is not the most elegant way to proceed. In many cases, a
defining the base or camera frame. Thus, in terms of progertje . .
. L . ; idden robot leg architecture can be obtained such that less

for the virtual actuator, this implies that the fildtjoint axis

must be constant wrt. the base frame. i.e. théint must modifications w.r.t the real leg are achieved. For example, t
S . » 1€ 2N R—PP chain of the hidden robot legR—PP-U (Fig. 5(b))
be attached to a linkerforming a translation w.r.t. the base .
could be equivalently replaced by a planar parallelogréim (

frame?. 'oént without changing the aforementioned properties @& th

However, in most cases, the real leg architecture is Hﬂ virtual actuator (Fig. 5(c)), i.e. only one additional jbis
composed ob joints attached to links performing a translatiorr_ 9. , 1.€. only J

w.r.t. the base frame. Thus, the architecture of the hiddbatr added to obtain the hidden robot leg (note that we consider

Ie.g. 'must be modifiéd wr'E the real leg such as depicted tIJP]at all joint, even if composed of several pairs, can be seen

Fig. 3(b). TheU joint must be mounted on a passive kinematic >, O"'c single joint, as in [20D). : .

chain composed of at most 3 orthogonal passiveoints In what follows in this paper, this strategy for finding the
. SO simplest hidden robot legs (in terms of architectural siaityf)

that ensures that the link to which it is attached performsiéaado ted for the studied robots

translation w.r.t. the base frame. This passive chain is als P '

linked to the segments before the observed links so that they ) )

do not change their kinematic properties in terms of motioF: HOW to use the hidden robot models for understanding the

Note that: surprising and unanswered results arising from the use @f le

direction-based controllers

4In the case where the camera is not mounted on the frame but on agnovi . . . . .
link, the virtual U joint must be attached on a link performing a translation The aim of this Section is to show how to use the hidden

w.r.t. the considered moving link. robots to answer points 1 to 4 enumerated in the introduction

passive joints

robot links

active joint

virtual
cardan
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mounted
on the PP
chain

)

1

.. \
U joint 7 |
1

1

1

the link BD

Planar —/,’l”

o
parallelogram i
(1) joint

(c) Virtual TIU leg

Fig. 5. ARU leg and two equivalent solutions for its hidden leg

of the paper.

Point 1: the hidden robot model can be used to explain why Y
observed robot which is composedrofegs can be controlled
using the observation of only. leg directions (n < n).

To answer this point, let us consider a general para":(;allngularities
robot composed of 6 legs (one actuator per leg) and having '

six dof. Using the approach proposed in Section IlI-A, each Considering the input/output relations of a robot, three

assembly

modes

Fig. 6. Two configurations of a five bar mechanism for which tireaiions
u; are identical (fori = 1, 2)

observed leg will lead to a modified virtual leg with at least
one actuated) joint that has two degrees of actuation. For
controlling 6 dof, only 6 degrees of actuation are necessary,
i.e. three actuatedd are enough (as long as the motions of
the U joints are not correlated, i.e. the robot is fully actuated)
Thus, in a general case, only three legs have to be observed
to fully control the platformdof.

Point 2: the hidden robot model can be used to prove that
there does not always exist a global diffeomorphism between
the Cartesian space and the leg direction space.

Here, the answer comes directly from the fact that the
real controlled robot may have a hidden robot model with
different geometric and kinematics properties. This means
that the hidden robot may have assembly modes and singular
configurations different from those of the real robot. If the
initial and final robot configurations are not included in the
same aspect (i.e. a workspace area that is singularityafnde
bounded by singularities [25]), the robot will not be able to
converge to the desired pose, but to a pose that corresponds
to another assembly mode that has the same leg directions as
the desired final pose (see Fig. 6).

Point 3: the hidden robot model simplifies the singularity
analysis of the mapping between the leg direction space and
the Cartesian space by reducing the problem to the singwlari
analysis of a new robot.

The interaction matrixM” involved in the controller gives
the value of°u as a function of¢r.. Thus, M7 is the
inverse kinematic Jacobian matrix of the hidden robot (and,
consequentlyM™™ is the hidden robot kinematic Jacobian
matrix). Except in the case of decoupled robots [29]-[31§, t
kinematic Jacobian matrices of parallel robots are not ffee



IEEE TRANSACTIONS ON ROBOTICS

different kinds of singularity can be observed [32]

« the Type 1 singularitiesthat appear when the robot
kinematic Jacobian matrix is rank-deficient; in such con-
figurations, any motion of the actuator that belongs to
the kernel of the kinematic Jacobian matrix is not able to
produce a motion of the platform,

the Type 2 singularitieshat occur when the robot inverse 2)
kinematic Jacobian matrix is rank-deficient; in such con-
figurations, any motion of the platform that belongs to the
kernel of the inverse kinematic Jacobian matrix is not able
to produce a motion of the actuator. And, reciprocally,
near these configurations, small motions of the actuators
lead to large platform displacements, i.e. the accuracy of
the robot becomes very poor,

the Type 3 singularitieghat appear when both the robot
kinematic Jacobian and inverse kinematic Jacobian ma-
trices are rank-deficient.

Thus,

« finding the condition for the rank-deficiency &7 is
equivalent to finding the Type 2 singularities of the hiddeﬁ;1
robot,

« finding the condition for the rank-deficiency dM”+ is
equivalent to finding the Type 1 singularities of the hidde
robot.

1)

robots which are not controllable using the leg direction
observation: this case will appear if, for a given set
of observed features, the mapping involved in the
controller for estimating the end-effector pose is singula
for an infinity of robot configurations (in other words,
the end-effector configuration is not observable),

robots which are partially controllable in their whole
workspace using the leg direction observation: this case
will appear if, for a given set of observed features
the mapping involved in the controller is not a global
diffeomorphism (i.e. a given set of observed featuses
may lead to several possible end-effector configurations
— Fig. 2(b)),

) robots which are fully controllable in their whole

workspace using the leg direction observation: this case
will appear if, for a given set of observed features
s, the mapping involved in the controller is a global
diffeomorphism (i.e. a given set of observed featuses
leads to a unique end-effector configuration — Fig. 2(a)).

Families of robots belonging to these categories are defined
ereafter. Moreover, after this classification, insigtats pro-
vided to ensure that all robots could be controllable by ragldi
ﬁupplementary observations.

. A. Robots which are not controllable using the leg direction
Since a couple of decades ago, many tools have be§fkeryation

developed by the mechanical design community for finding
the singular configurations of robots. The interested read%
could refer to [25], [34]-[36] and many other works on the
Grassmann Geometry and Grassmann-Cayley Algebra
studying the singular configurations problem. In what falo
in the paper, these tools are used but only the final res
concerning the singular configuration conditions are given

d

&he

Point 4: the hidden robot model can be used to certify th
the robot will not converge to local minima.

The robot could converge to local minima if the matrix
MT+ is rank deficient, i.e. the hidden robot model encounters
a Type 1 singularity. As mentioned above, many tools have
been developed by the mechanical design community for
finding the singular configurations of robots and solutions
can be provided to ensure that the hidden robot model does
not meet any Type 1 singularity.

The next Section explains how to use the hidden robot
concept to check the controllability of robots and, evelilyua
for robots which are not controllable, how to modify the
controller to ensure their controllability.

IV. CONTROLLABILITY ANALYSIS

Thanks to the hidden robot concept, it is possible to ana-
lyze the controllability of parallel robots and to definedér
categories of robots:

SThere exist other types of singularities, such as the caimstsingular-
ities [33], but they are due to passive constraint degegeoaty, and are
not involved in the mapping between the leg directions spackthe robot

controlled Cartesian coordinate space. such

With the hidden robot concept, it is possible to find classes
robots which are not controllable using leg observations

this without any mathematical derivations. These bot

are those with a hidden robot model which is architecturally
Lﬁ{'ggular (whatever the number of observed legs). In other
words, the hidden robots have unconstraided

Three main classes of parallel robots belong to this cayegor

list is not exhaustive, but groups the most usual anavkno

robots in the community):

robots with legs whose directions are constant for all
robot configurations: for these robots, the anchor point
location of the observed links cannot be found through
the use of the simplified kinematic models. This are the
cases of planar PR (Fig. 7) and 3PPR robots [25],
[37] and of certain spatial robots such as th¢PRJPS
robot$ (with 3-PPS robots (with 3dof [38] (Fig. 8)

or with 6 dof — e.g. the MePaM [36])). It is obvious
that for robots with legs whose directions are constant in
the whole workspace, it is not possible to estimate the
platform pose from the leg directions only.

robots with legs whose directions are constant for an
infinity of (but not all) robot configurations: this is the
case ofPRRRProbots with allP parallel (Fig. 9(a)) and

of Delta-like robots actuated ViR joints for which all

P are parallel (such as the UraneSX (Fig. 10) or the
14L [39], [40]). It was shown in [16] through the analysis
of the rank deficiency of the interaction matrix that it
was not possible to control such types of robots using
leg direction observation. Considering this problem with

5[PP] means an active planar chain able to achieve dabof translation,

asPP or RRchains
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Fig. 8. The 3PPSrobot and its hidden robot model (the grey joints denote
the actuated joints)

passive
P joint

passive

U joint platform

active

U joint u\k

i

(a) The 3L PR robot (b) Its hidden robot model: a 3—
PPR robot with no actuators

= passive
Fig. 7. The 3 PR robot and its hidden robot model (the grey joints denote motion of the—__
the actuated joints) platform 1

(a) Schematics of the architecture: a @) Its hidden robot leg: #2UU

PUU robot with the three actuatd®ljoints leg; thus, the hidden robot is a

in parallel 3-PUU robot with the three pas-
sive P joints in parallel leading to
an uncontrollable translation along
the P joints direction

Fig. 10. The UraneSX robot and its hidden robot leg

(a) The 3PPSrobot (b) Its hidden robot model: a 3—
PPSrobot with no actuators

" \ /ul .uz S)' / ul (@) The 3P RP robot (b) Its hidden robot model: a 3—
unconstrained PRP robot known to be uncon-
translation trollable

Fig. 11. The 3P RP robot and its hidden robot model (the grey joints denote
the actuated joints)

B. Robots which are partially controllable in their whole
workspace using the leg direction observation

(a) ThePRRRProbot '(Dth'It;3 higdfn robot model: a The hidden robot model can be used to analyze and under-
R Ioho stand the singularities of the mapping and to study if a dloba

Fig. 9. ThePRRRProbot and its hidden robot model (the grey circles denotéiffeomorphism exists between the space of the observed

the actuated joints)

element and the Cartesian space. However, not finding algloba
diffeomorphism does not necessarily mean that the robaitis n

i i controllable. This only means that the robot will not be able
the hidden robot concept is very easy. For example, I.oqq certain zones of its workspace (the zones corrésgond

Lhe case of tEQRR&Probotr:/_\/ith paraIIgIE joints, tr?e to the assembly modes of the hidden robot model which are
idden robot has RRRRP architecture (Fig. 9(b)), where not contained in the same aspect as the one of the robot initia

the parallelP joints are passive. This robot is We"'knownconfiguration). This is of course a problem if the operationa

to be architecturally singular as there is no way to contrgl, . shace of the real robot is fully or partially included in
the translation along the axis of the parafgoints. This hese zones

result can be easily extended to the cases of the hid eRobots belonging to this category are probably the most

rOEOtS of_trr:el Urane:,.X ar;f_' thg 4L (Fig. 1Q)H h b numerous. They are those for which the hidden robot models
ro o.ts W't. €gs whose |rect|qns vary with the ro %ave several possible assembly modes, whatever is the numbe
cor_1f|gur§1t!ons but for wh|ch_all r_m_jden robot legs contaif¢ ohserved leg directions. Presenting an exhaustive fist o
acélve Rfjo;]n_ts but only pa?lsgl@ Jﬁlntsl. the most kngwn robots of this category is totally impossible because itinexs
robot of this category will be the planar BRP robot the analysis of the assembly modes of all hidden robot models

for which the hidden robot model is a BBP which is for each robot architecture. However, some examples can be
known to be uncontrollable [25], [37] (Fig. 11). provided
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(a) The Gough-Stewart platform  (b) Its hidden robot model: a 3— _0.24/ \ 4
from DeltaLab: a 65 P.S robot UPS robot (when three legs are ’ // | |
observed) |
-0.4-] / . y (m)
Fig. 12. The Gough-Stewart platform and its hidden robot rhode / ] final pose trajectory - 1
/|| I
-0.6 | !
/‘ / / // &= / starting pose 0
/ ’/ / '/ | [
-0.8 f f f f // -1
-0.8 -06 -04 -02 0 0.2 0.4 0.6
) x (m)

Articulated
moving

platform

(a) The Adept Quattro: a &2— (b) Its hidden robot model: a 2—
2 — US robot II — 2 —UU robot (when two
legs are observed)
Fig. 13. The Adept Quattro and its hidden robot model passive
g pt Q P joint platform

passive
U joint

—_— S
3 u, . / N
active ' passive

Ujoint motion of the

platform
(b) The hidden robot leg

Examples of such types of robots (the Gough-Stewart—=
platform (Fig. 12) and the Adept Quattro (Fig. 13)) have
been presented in [19], [21], [22]. More specifically, in J21
[22], it was shown (numerically but also experimentally)
that the Adept Quattro [41] controlled through leg direstio
observation has always at least two assembly modes of the (2) Kinematic chain
hidden robot model, whatever the number of observed Ieggg. 15. The Orthoglide and its hidden robot leg.

As a result, some areas of the robot workspace were never

reachable from the initial configuration. Figure 14 shows a

desired robot configuration that was impossible to reacim eve However, we show here for the first time robots belonging
if all robot legs were observed. to this category. Let us consider the Orthoglide [44] desiyn

It should be mentioned that, even if it is out of the scopgt IRCCyN (Fig. 15(a)). This robot is a mechanism with 3
of the present paper, it can be verified if the operationghnslationaldof of the platform. It is composed of three
workspace of the real robot is fully or partially included indentical legs made oPRIIR architecture, or also witPUU
the aspects of the hidden robot models. This problem may &ehitecture, thé® joint of each leg being orthogonal.
complex, but can be solved using some advanced tools such aset us consider the second type of leg which is simpler to
interval analysis [25] or Cylindrical Algebraic Decompiisn  analyze (even if the following results are also true for thgt fi
(CAD) [42]. It should also be mentioned thatMaplelibrary type of leg). If the link between the two passitjoints is
for the CAD has been developed by IRCCyN and is availablghserved, from Section IlI, the hidden robot leg haB@dU
under request on [43]. architecture with, of course, two degrees of actuation. As a

result, for controlling the thredof of the platform, only two
C. Robots which are fully controllable in their wholejegs need to be observed.
workspace using the leg direction observation For a fixed configuration of the actuateldoint, each leg tip

Robots of this category are those for which there existgs the possibility to freely move on a line directed along th
a global diffeomorphism between the leg direction space andrresponding? joint direction: this line corresponds to the
Cartesian space for all workspace configurations. Thettdrid free motion of the platform due to the virtual passRgoint
robot models have only one possible assembly mode. Orafeeach leg, when other legs are disconnected (Fig. 15(b)).
again, presenting an exhaustive list of robots of this aaieg Then, estimating the robot pose is equivalent to finding the
is totally impossible because it requires the analysis ef tintersection of two lines in space (three lines if the thregs|
assembly modes of all hidden robot models for each robate observed). As a result, in a general manner, the forward
architecture. kinematic problemfkp) may have:
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However, this information may not be enough for some
categories of robots, such as for the MePaM [36] for which it
line passing was shown in [47] that using the iRlker coordinates of the
through the e \ /“1 line passing through the legs leads to a robot which is pigrtia
leg controllable in its whole workspace (eight different asbgm
modes of the hidden robot model may appear). A similar result
could be proven for the GS platform for which theliBker
coordinates do not bring any additional useful information
in the controller. For such robots, two main solutions are
possible:

« if the robot operational workspace is included in one

given aspect of the hidden robot model, the controller

(a) For a general robot (b) For the PRRRP a PRRRP . . .

robot may be sufficient to fully control the robot in its opera-
tional workspace,

« other features (such as other robot elements (joint loca-
tions, other links, etc.)) should be observed to complete
the missing information.

« zero solutions (impossible in reality due to the robot Regarding this last point, it is necessary to mention thmt, i
geometric constraints), this paper, we only focus on the information that we could

« an infinity of solutionsif and only if the P joints are extract from the camera, and not from other sensors. Indeed,
parallel (not possible for the Orthoglide as &ljoints combining information from different sensors implies some

142 active
—— PPP

Fig. 16. The hidden robot leg when theiBker coordinates of the line passing
through the axis of the leg are observed.

are orthogonal), issues of multi-sensor calibration which are not addrebsee
« one solution (the only possibility). but that will be part of our future work.
Moreover, a simple singularity analysis of all the possible V. |LLUSTRATIVE EXAMPLES

hidden robot models of the Orthoglide could show that the )

have no Type 2 singularities (which is coherent with the fact Case study 1: a $RR planar robot

that thefkp has only one solution). 1) Presentation of the robot under studyn the present
By extension of these results, it could be straightforwardfection, we illustrate the present work by analyzing the

proven that all robots with 3 translationddf of the platform, controllability of a special type of planar BRR robot with

or with Sclonflies motions (3 translationabf of the platform ParallelP and two coincident platform joints (Fig. 17(a)). In

plus one rotationaldof about one fixed axis), which arethe following of the paper, we consider that:

composed of identical legs made BRIIR architecture, or e« ¢1, ¢2 andgs are the coordinates of the actuators of the

also withPUU architecture and for at least tw® joints are real robot,
not parallel (e.g. the Y-STAR [45]) are fully controllabla i ~ « the lengths of segment$, P, A, and A3 P are denoted
their whole workspace using the leg direction observation. la,p, la,p andla, g, respectively, and are equal, ile=

la,p=la,p =la,B,
« the controlled point on the effector is the poiRt with

D. Robots which become fully controllable in their whole  coordinatesr andy along thex andy axes, respectively,
workspace if additional information is used « the orientation of the platform with respect to thexis

is parametrized by the anglg
« the distance between the joints located at poitand

B is denoted agl.
For this mechanism, Type 1 singularities appear whgis
nqrthogonal to the direction of the prismatic guide of the leg
1 (Fig. 17(b)). These singularities represent some worlepac

After this classification, one additional question is to wno
if, by adding additional information in the controller, thebots
which were uncontrollable or partially controllable in ihe
whole workspace can become fully controllable.

For example, it was very recently proven in [46] that, fro
the projection of the cylindrical leg in the image plane (HFiy :
it is not only possible to estimate the leg direction, bubdte boundar!es. . : -

Plucker coordinates of the line passing through the axis of theFOr this mechanism, Type_ 2 S'”gF"a”“es appear. _
cylinder, i.e. the direction and location in space of thieli ~* Whenu, andu, are collinear (Fig. 18(a)): they appeér
Using this information leads to a modification of the virtiea and only if the legs 1 and 2 are in antagonistic working
as shown in Fig. 16(a): the additional prismatic chain,east modes (+—' or '—+', see Fig. 17(b)) forz = a;/2

of being passive, becomes active. for anyy and ¢, i.e. they never appear vvyhen the legs 1

This additional information can solve many issues of con- and 2 aré in working modest+' or *——' such as in
trollability mentioned above. For example, by estimatihg t Fig. 17(a). 53 _ _

Plicker coordinates of the line passing through its legs, the® ©F Whenu, and PB are collinear (Fig. 18(b)): they
PRRRProbot of Section IV-A becomes controllable as the =~ May appear for any: and y if and only if the robot
hidden robot model becomes RRRRP robot (Fig. 16(b)) reaches constant platform orientations defineddsy) =
which is fully controllable. az/(d+1) or cos¢ = az/ |d = |.
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be the necessary information to retain in the controlleetv®
the robot. By using the results of Section IV-D, we know
that, from the projection of the cylindrical leg in the image

platform

working

mode +’ . . . .
plane, it is not only possible to estimate the leg directimn,
A _________,../DPEJ also the Rlcker coordinates of the line passing through the
N singul axis of the cylinder, i.e. the direction and location in spat
X working this line. Let us consider that we add this information fae th
mode = estimation of the leg 1 position only. Modifying the hidden

robot model according to Fig. 16(a), the corresponding robo
model hidden in the controller is depicted in Fig. 19(b)stisi
a PRR—{2-PRR} robot which is not architecturally singular.
In other words, using the &tker coordinates of the line for
(a) Kinematic architecture of the robot (b) Kinematic arc_hitecture of |eg 1 involves to actuate both the firBtand R joints of the
one robot leg, its Type 1 . . . .
singularity and its working corresponding leg, i.e. the virtual leg isRRR leg. For the
modes PRR-{2-PRR} robot, it is possible to prove that two assembly
modes exist which are separated by a Type 2 singularity at
¢ = 0 or «w (for any 2 and y). For both assembly modes,
the end-effector position is the same, while the orientain

Fig. 17. Schematics of the BRRrobot.

unconstrained different. Thus, the robot is not fully controllable in itshale
platform 4, workspace.

motion B Case 3:From the result that, using theiker coordinates of

'yT .43 the line passing through the axis of the cylinder, the lechef t
A virtual robot becomes BRR leg, it is possible to understand

1
what is the minimal set of information to provide to the

controller to fully control the robot in the whole workspace
we need to use the &tker coordinates of the lines passing
through legs 1 and 3 and the direction of the leg 2. In such
X a case, the hidden robot model isPRR—{2-PRR} robot
depicted in Fig. 19(c). It is possible to prove that this robo
has no Type 2 singularity and can freely access its whole
workspace.
A 3) Simulation results: Simulations are performed on an
Adams mockup of the ZRRrobot with the following values
for the geometric parameteris=1m,d =0.4m,a; =04 m
andas = 0.25 m. This virtual mockup is connected to Mat-
lab/Simulink via the module Adams/Controls. The contmolle
presented in Section Il is applied with a value ofissigned
to 20.
The initial configuration of the robot end-effector ig =
0.20 m, yo = 0.98 m and¢, = —45 deg. We want to reach

(a) Example of the first case of Type 2 singularity

unconstrained

Pplatform

motion

x the end-effector configuration; = 0.20 m, y = 1.03 m and
_ _ ¢y = —10 deg. For that, we use the three possible controllers
(b) Example of the second case of Type 2 singularity (Cases 1, 2 and 3) proposed in the previous Section and
Fig. 18. Singularities of the 3RR robot. simulate the robot behavior with the Adams mockup during 1

second. For the three cases, the errors on the used observed
features (either the leg directions or th@&éXer coordinates of
2) Analysis of the possible hidden robot modease 1: the lines) tends to zero at the end of the simulation. However
Let us now assume that we want to control th¢2RRrobot this is not necessary the case for the end-effector configara
depicted at Fig. 17(a) by using the observation of its lgdable ).
directionsu, (see Section Il). From Section Ill, we know that With the controller of Case 1 based on the observation of
using such a control approach involves the appearance otha leg directions only, the robot is not able to attain the
hidden robot model. This hidden robot model can be fourfthal end-effector configuration. Moreover, the end-effect
by straightforwardly using the results of Section Il andais position is unchanged (while its orientation has been medifi
3-PRR robot shown in Fig. 19(a). This robot is known to bavhich is coherent with the results of the previous sectibg: t
architecturally singular (it can freely move along theaxis) corresponding hidden robot is architecturally singulad é#s
and can not be controlled by using only the observation of itsotion along they axis is uncontrollable.
leg directionsu,. For the two other controllers, the convergence towards the
Case 2:As a result, one would logically wonder what shouldlesired end-effector pose is achieved.
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uncontrollable

robot motion

t/ JUPTEI AN

(@) When all leg directions; are observed (Case 1): aRRR
robot

Assembly mode 1

Assembly
mode 2

(b) When all leg directions1; and the Riicker coordinates of
the line passing through the leg 1 are observed (Case 2): a
PRR-{2-PRR} robot

(c) When all leg directions1; and the Ricker coordinates of
the lines passing through the legs 1 and 3 are observed (Case
3): aPRR—-{2-PRR} robot

Fig. 19. Hidden robots involved in the tested visual sergsiof the 3PRR
robot.

Now, we change the desired end-effector configuratipa-

0.20 m, yy = 1.03 m and¢; = +10 deg. The results for the

end-effector convergence are provided in Table II.

With the controller of Case 1, the results are unchanged:

the robot is not able to reach the desired configuration.

12

TABLE |
FINAL END-EFFECTOR CONFIGURATION FOR THE DESIRED ENHEFFECTOR
CONFIGURATIONz f = 0.20 M, yy = 1.03 M AND ¢y = —10 DEG
z(m) y(m) ¢ (deg)

Case1l 0.20 0.98 —10

Case 2 0.20 1.03 —10

Case 3 0.20 1.03 —10
TABLE Il

FINAL END-EFFECTOR CONFIGURATION FOR THE DESIRED ENHEFFECTOR
CONFIGURATIONZ = 0.20 ™, Yy = 1.03 M AND (Z)f = 410 DEG

z(m) y(m) ¢ (deg)
Casel 0.20 0.98 —10
Case 2 0.20 1.03 —10
Case 3 0.20 1.03 +10

be proven that, for the given robot geometric parametess, th
two assembly modes of tHRRR—{2-PRR} robot for the given
observed features at the desired final robot configuratien ar

e 1 =020 m, y; = 1.03 m and¢, = +10 deg, and

e 2o =0.20 m, y» = 1.03 m and¢y, = —10 deg.

Thus, the robot has converged towards the second assembly
mode, which was not the desired one. However, this second as-
sembly mode was reached during the first simulation, because
it is enclosed in the same workspace aspect corresponding to
the initial robot configuration.

Finally, with the controller of Case 3 based on the obser-
vation of the Rlicker coordinates of the lines passing through
the legs 1 and 3 and the leg 2 direction, the robot reached
the desired configuration. This result was expected from the
previous Section.

B. Case study 2: a 3RS spatial robot

1) Presentation of the robot under studyr the section, we
analyze the controllability of a special type of spatiaP&S
robot with parallelP joints which is indeed the kinematic rep-
resentation of the Sprint Z3 machine from Siemens (Fig. 20).
This robot is a zero-torsion robot [38], which means thag h
three coupleddof which are usually taken as the translation
along z and two rotations. Moreover, by taking into account
the Tilt-and-Torsion angle formalism [48], it was demoatgd
in [38] that the torsion angle was always zero. As a result, we
propose to parameterize here the roiot as:

« the translation along of the pointB; denoted ag,

« the first two angles of the Tilt-and-Torsion parameteriza-
tion [48], i.e. the azimuth and tilt angles denoted ¢as
and 0 respectively.

With the controller of Case 2 based on the observation!n the following of the paper, we consider that:

of the Plcker coordinates of the line passing through the
leg 1 and the other leg directions, the robot attains the
final end-effector position, but not the correct orientatio
This is coherent with the results of the previous sectios: th
corresponding hidden robot has two assembly modes with
similar end-effector positions but different orientasoit can

q1, g2 andgs are the coordinates of the actuators of the
real robot (positions of pointg; alongz),

due to thePRSarchitecture of each leg, the poini3;
(centers of the spherical joints) are constrained to move
in a vertical plane denoted & whose normal vector is
parallel to theR joint axis (Fig. 20(b)),



IEEE TRANSACTIONS ON ROBOTICS 13

TABLE Il
FINAL END-EFFECTOR CONFIGURATION FOR THE DESIRED ENHEFFECTOR
CONFIGURATIONzy = 0.40 M, ¢y = —90 DEG AND 6y = +10 DEG

z(m) ¢ (deg) 0 (deg)

Case 1l 0.20 —-90 —10
Case 2 0.40 —90 —10
Case 3 0.40 —90 +10

modes exist. Indeed, for this robot, when fixing the position
of points B; and By (which is the case when actuating the
P andR joints of the legs 1 and 2), the platform can freely
rotate around By Bs). Thus, B3 performs a circle which will

(8) A design known as the Sprint  (b) Kinematic architecture intersect with the line corresponding of the free motionhsf t
Z3 machine leg 3 tip when the platform is disconnected and Bmint is
Fig. 20. The spatial RSrobot with parallelP joints. actuated only. As a result, the maximal number of solutions

of the fkp is equal to two. For both assembly modes, the end-
effector position is the same, while the orientation isefiit.
« the relative orientation betweef, andP, (andP, and Thus, the robot is not fully controllable in its whole workse.
Ps) is 120 deg. (obviously around the vertical ag)s  Case 3:From the result that, using theiRker coordinates of
« the lengths of segmentsl; By, A2B> and A3B; are the line passing through the axis of the cylinder, the lechef t
denotedia, p,, la,5, andla,p,, respectively, and are yirtual robot becomes &RS leg, it is possible to understand
equal, i.el =la,p, =la,B, = layBs, what is the minimal set of information to provide to the
« the prismatic joints are equidistant with a fixed distancgontroller to fully control the robot in the whole workspace
d between them, we need to use all the I¢ker coordinates of the lines passing
« the points By, By and B; of the platform forms an through legs 1 to 3. In such a case, the hidden robot model is
equilateral triangle of circumcircle with radius. a 3-PRS robot depicted in Fig. 21(c). It is possible to prove
For this mechanism, Type 1 singularities appear whéhat this robot has no Type 2 singularity and can freely acces
u; is orthogonal to the direction of the prismatic guide ofo its whole workspace.
the legi: [38]. These singularities represent some workspace3) Simulation results: Simulations are performed on an
boundaries. Type 2 singularities are more complex and akdams mockup of the 32RSrobot with the following values
studied in [49]. for the geometric parameters:= 0.5 m,d = 04 m, R =
2) Analysis of the possible hidden robot modefSase 0.1 m. This virtual mockup is connected to Matlab/Simulink
1: Let us now assume that we want to control thPRS Via the module Adams/Controls. The controller presented in
robot depicted at Fig. 20 by using the observation of its legection Il is applied with a value of assigned to 20.
directionsu, (see Section Il). From Section IIl, we know that The initial configuration of the robot end-effector 45 =
using such a control approach involves the appearance 08.20 m, ¢y = —90 deg andd, = —10 deg. We want to reach
hidden robot model. This hidden robot model can be fouritle end-effector configuration; = 0.40 m, ¢ = —90 deg
by straightforwardly using the results of Section Il andais and §; = +10 deg. For that, we use the three possible
3-PRS robot shown in Fig. 21(a). This robot is known to beontrollers (Cases 1, 2 and 3) proposed in the previousd@ecti
architecturally singular (it can freely move along thexis) and simulate the robot behavior with the Adams mockup
and can not be controlled by using only the observation of ithiring 1 second. For the three cases, the errors on the used
leg directionsu,. observed features (either the leg directions or théclkdr
Case 2:As a result, one would logically wonder what shoulg¢oordinates of the lines) tends to zero at the end of the
be the necessary information to retain in the controlleetws simulation. However, this is not necessary the case for the
the robot. For instance, let us use thdidker coordinates end-effector configuration (Table III).
of the line passing through the axis of the cylinder (see With the controller of Case 1 based on the observation of
Section IV-D), i.e. the direction and location in space déththe leg directions only, the robot is not able to attain the
line. Let us consider that we add this information for théinal end-effector configuration. Moreover, the end-effect
estimation of the legs 1 and 2 positions. Modifying the hiddeposition is unchanged which is coherent with the results
robot model according to Fig. 16(a), the corresponding trobof the previous section: the corresponding hidden robot is
model hidden in the controller is depicted in Fig. 21(b)stisi architecturally singular and its motion along tkeaxis is
a {2-PRS}-PRS robot which is not architecturally singular. Inuncontrollable.
other words, using the Btker coordinates of the line for legs With the controller of Case 2 based on the observation
1 and 2 involves to actuate both the filseandR joints of the of the Plcker coordinates of the line passing through the
corresponding legs, i.e. the virtual legs &BS legs. For the legs 1 and 2 and the other leg direction, the robot attains
{2-PRS}-PRSrobot, it is possible to prove that two assemblyhe final end-effector position, but not the correct oriénta
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uncontrollable

t  robot motion

(@) When all leg directions; are observed (Case 1): aRRS
robot

Assembly mode 1

Assembl
X 'y
0 mode 2

(b) When all leg directions1; and the Riicker coordinates of
the line passing through the legs 1 and 2 are observed (Case
2): a {2-PRS}-PRS robot

(c) When all leg directions1; and the Ricker coordinates of
the lines passing through the legs 1 and 3 are observed (Case
3): a 3-PRS robot

Fig. 21. Hidden robots involved in the tested visual sergsiof the 3PRS
robot (projection in thez plane —R and Sjoints at A; and B;, respectively,
are drawn with the same symbol for the sake of clarity of the drgw

This is coherent with the results of the previous sectior: th
corresponding hidden robot has two assembly modes with

similar end-effector positions but different orientatorit can
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mode, which was not the desired one. However, this second as-
sembly mode was reached during the first simulation, because
it is enclosed in the same workspace aspect corresponding to
the initial robot configuration.

Finally, with the controller of Case 3 based on the obser-
vation of the Plicker coordinates of the lines passing through
the legs 1 to 3, the robot reached the desired configuration.
This result was expected from the previous Section.

C. Discussion

The results from the simulations show the real added value
of the hidden robot concept. The hidden robot being a taagibl
visualization of the mapping between the observation space
and the real robot Cartesian space, it is possible:

« to prove if the studied robot is controllable or not in its
whole workspace by the use of quite simple mechanism
analysis tools,

« to understand the features to observe to ensure the con-
trollability of the robot in its whole workspace.

To conclude this part, it is necessary to mention that:

« in our simulations, we have considered that the observed
features were not noisy, which is not true in reality.
This has been simply assumed for two main reasons:
(i) robustness of these types of controllers was already
shown in previous works (e.g. [12], [14], [22]) and
(i) adding noise would have made the analysis of the
convergence results in the controllers of Case 1 and 2
more difficult to explain, without bringing any added
value to these simulations.

o the results for the controller of Case 3 for the first
case study would have been the same if thackdr
coordinates of the line 2 were observed instead of those
of the line 1. The choice of the best leg to observe
could have been done by a procedure presented in [19]
which ensures to select the legs that lead to the best end-
effector accuracy. However, this was out of the scope of
the present paper.

« in the whole paper, it is considered that the sensor
measurement space is the same as the leg direction space.
However, for example using a camera, the leg directions
are not directly measured but rebuilt from the observation
of the legs limbs projection in the 2D camera space [12].
Thus, for the leg reconstruction, the mapping between
the camera space and the real 3D space is involved, and
it is not free of singularities (see [50] for an example
of mapping singularities). In the neighborhood of map-
ping singularities, the robot accuracy will also tend to
decrease. As a result, this mapping should be considered
in the accuracy computation and in the selection of the
legs to observe.

be proven that, for the given robot geometric parametees, th

two assembly modes of th—-PRS}—PRS robot for the given

observed features at the desired final robot configuratien ar

e 2y =040 m, ¢y = —90 deg anddy = —10 deg, and
e 2z =0.40 m, ¢y = —90 deg andd; = +10 deg.

VI. CONCLUSIONS

This paper has presented a tool named the “hidden robot
concept” that is well addressed for analyzing the contbdlits
of parallel robots in leg-observation-based visual seyoi

Thus, the robot has converged towards the second assentbghniques. It was shown that the mentioned visual servoing
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techniques involved the existence of a virtual robot model,
hidden into the controller, that was different from the real
controlled robot. Considering this hidden robot modelaéid  [1]
a minimal representation to be found for the leg-obsermatio
based control of the studied robots that is linked to a virtugy
hidden robot which is a tangible visualization of the magpin
between the observation space and the real robot CartesigP
space. It was shown that the hidden robot model could b
used to:

1) explain why the observed robot which is composed ofy
n legs can be controlled using the observation of only

m leg directions {1 < n), knowing the fact that the [ F

minimal number of observed legs should be, for 3D unit
vectors, an integer greater tham2, [6]

2) prove that there does not always exist a global dif-
feomorphism between the Cartesian space and the leg
direction space, 71

3) simplify the singularity analysis of the mapping between
the leg direction space and the Cartesian space k{é‘]
reducing the problem to the singularity analysis of a
new robot,

4) certify that the robot will not converge to local min- [
ima, through the application of tools developed for the
singularity analysis of robots. [10]

A general way to find the hidden robot models corre-
sponding to the real robot controlled via leg-observatiased [11]
visual servoing techniques was shown and the hidden robot
models of some well known classes of parallel robots wefg;
studied. It was proven that, using this concept, it is pdedib
demonstrate, using tools developed by the mechanical mesig
community, that the robot could be controlled or not with the
aforementioned visual servoing techniques. Based on th¢sg
results, a classification into families of robots which are
not controllable, partially or fully controllable in thewhole (14
workspace using the aforementioned servoing technique was
proposed. Moreover, insights about the features that dHmeal
additionally observed to ensure that the robots could Hg fu
controllable in their whole workspace were discussed.

Finally, numerical simulations made on Adams mockup of
a planar robot demonstrated the validity of the theoreticAf!
developments.

Thus, the concept of the hidden robot model, associated
with mathematical tools developed by the mechanical desiblr71
community, is a powerful tool able to analyze the intrinsic
properties of some controllers developed by the visuaksegy [18]
community. Moreover, this concept showed that in some Visua
servoing approaches, stacking several interaction neatiio
derive a control scheme without doing a deep analysis of tHé]
intrinsic properties of the controller is clearly not enbug
Further investigations are required.

[15]
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