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Abstract This is a summary of the Ouerdane’s PhD thesis supervised by
Alexis Tsoukiàs and Nicolas Maudet and defended on 01 December 2009 at
the Université Paris-Dauphine, Paris. The thesis is written in English and is
available from the author upon request. This work has the aim to investigate
the different ways to use argumentation theory in a decision context. More
precisely within multi-criteria evaluation models. The principal aim is to
meet the needs in terms of explanations and revision during a decision
process.
Keywords: Decision aiding process, Multiple criteria evaluation, Argumen-
tation theory.

Introduction

Deciding is not an easy task: we are often facing problem situations where
we are not sure what to decide (it is the case particularly when several points
of view have to be considered in order to assess the quality of the different
alternatives). Decision analysis is concerned with the process of providing
decision support in such situations. We call such an activity “decision aid-
ing”. Decision aiding is the result of an interaction between an “analyst”
(or expert) and a “client‘” (or decision maker), where the aim of the analyst
is to support the decision maker to find a solution to his problem and to
be convinced that this solution is a reasonable one. For that, the analyst
and the decision maker are committed in an interactive process, where the
main objective is eventually to reach a consensus upon the solution to a
decision problem. Systems which aim at assisting people in decision making
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help the user to shape a problem situation, formulate a problem and pos-
sibly try to establish a viable solution to it. Decision theory and Multiple
Criteria Decision Analysis (MCDA) have established the theoretical foun-
dation upon which many decision support systems have blossomed. These
approaches (and the formal tools coming along with them) focused for a
long time on how a “solution” should be established. But it is clear that the
process involves many other aspects that are handled more or less formally
by the analyst. For instance, (i) the problem of accountability of decisions is
almost as important as the decision itself. The decision maker should then
be convinced by a proper explanation that the proposed solution is indeed
the best (see Bouyssou et al. (2000)), and (ii) it should be possible, for the
client, to refine, or even contradict, a given recommendation. Indeed, the
decision-support process is often constructive, in the sense that the client
refines its formulation of the problem when confronted to potential solu-
tions.

Nowadays, decision-aiding situations are pervasive: they can occur in
situations where the role of the analyst is taken by a non-expert, even in
some extreme cases by an automatic tool. This means that several aspects
usually delegated to the human analyst should (in these situations) ide-
ally be handled by the decision-support system. The task is ambitious: in a
“human-to-human” interaction —even though the dialogue is possibly sup-
ported by standard protocols (as in the case of constructing a value or an
utility function or assessing importance parameters) which fix some explicit
formal rules on how such a process can be conducted— the dialogue is han-
dled through typical human interaction. A tool will be able to structure the
dialogue on a formal basis in order to be able to control and assess what
the device concludes as far as the user preference models are concerned and
what type of recommendations (if any) is going to reach. In short, we need
on the one hand some formal theory about preferences (and this is basically
provided by decision analysis), on the other hand some formal language en-
abling to represent the dialogue, to explain it, to communicate its results,
to convince the decision maker that what is happening is both theoretically
sound and operationally reasonable.

Although there was until recently very little attention in the decision
analysis literature to the use of decision theories and decision aiding method-
ology when the interaction occurs between a human and an automatic device
(see Klein (1994) for a noticeable exception), the recent surge of automatic
decision aiding tools on the Internet (recommender systems) have motivated
a great deal of research, studying for instance the impact on the efficiency
of recommendations when greater interaction with the user is allowed, or
when explanations are provided Pu and Chen (2007). Due to the context
however, only very simple interactions and models of preferences are en-
visaged (a typical consumer is not prepared to enter in a long preference
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elicitation process, or to discuss endlessly the benefits of a given options as
opposed to another one). Our perspective in this work is different, as it is
not to fully automatize the process. Instead, we rely on existing decision-
aiding tools as developed in the MCDA community, and seek to enhance
them with additional features as discussed above. Under such a perspective
we consider that argumentation theory (Amgoud (2009)) provides a useful
framework within which develop such a dialogue and a tool.

How to use argumentation in a decision aiding process?

Our aim through this work is to build a system that allows: (i) to present
a recommendation that can be explicitly justified; (ii) to revise any piece
of reasoning involved in this process, and be informed of the consequences
of such moves; and (iii) to stimulate the user by representing naturally
(sometimes visually) the exchanged arguments, possibly generating counter-
arguments. These different aspects trigger different problems and involve
different models and mechanisms. As a consequence, our contributions in
this work are of different nature, from the modeling exercise to the imple-
mentation of a prototype exhibiting the different features discussed in this
thesis. More specifically, the following points have been investigated:

A hierarchical structure of arguments. We propose a first approach
allowing to specify in argumentative terms the steps involved in an evalu-
ation stage of a decision aiding process (see Ouerdane et al. (2008)). To
do that, we make use of the popular notion of argument schemes. Argu-
ment schemes are forms of arguments that capture stereotypical patterns
of humans reasoning, especially defeasible ones. Different approaches have
investigated the use of argument schemes to decision-making (Ouerdane et
al. (2010)). They greatly extend our understanding of the construction of
argument schemes for action. Our claim in this work is that by presenting
the reasoning steps of an evaluation process under the form of arguments
schemes it makes justification possible and offers in turn the possibility to
identify how these steps can be dialectically defeated. Thus, we propose a
hierarchical structure where we identify three levels of argument schemes
that are embedded. At the highest level the multi-criteria level, which is
based on the aggregation level, which is in turn based on the Unicriteria
level.

Choosing and justifying an aggregation procedure. The aim at the
aggregation step is to construct a set of supporting reasons (or evidences)
that allow to justify a given claim (or decision). What conclusion to provide
depends entirely on the procedure that we should use to aggregate all the ar-
guments that are both in favour and against that claim. Different procedures
necessarily provide different results. In argumentation, such procedures are
called proof standards Gordon et al. (2007). Usually, such proofs that are
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used are fixed a priori by the context. However (multicriteria) Decision-
Aiding (DA) is a context where it may be modified dynamically during
the process, depending on the responses of the decision-maker. In fact, a
delicate step in DA is to identify what kind of aggregation mechanism is
appropriate in the decision context considered. Thus, the system needs to
adapt and refine its choice of an appropriate method of aggregating argu-
ments, so that it fits the preference model inferred from the interaction. In
this work we address how this aspect can be handled in an argumentation-
based decision-aiding framework. The first contribution is conceptual: the
notion of a concept lattice based on simple properties and allowing to navi-
gate among the different proof-standards is put forward. We then show how
this can be integrated within the Carneades model Gordon et al. (2007),
in order to discuss the acceptability of a procedure during the interaction.

Generating minimal explanations. At each step of the evaluation
process, the decision maker can ask for explanations to clarify the reasoning
steps assumed by the system, as well as the constructed recommendations
and solutions. The idea is that the system generates automatically expla-
nations by instantiating argument schemes constructed in the hierarchy.
Moreover, the system seeks to provide the most “simple”, “natural”, expla-
nation for a given recommendation. More precisely, the system provides the
minimal evidence which allows to support a given conclusion. Thus, in this
work we propose to examine different definitions of “minimality”, depending
on the language used to construct the explanation.

Other aspects were discussed in this thesis, such as handling revision and
changes during the process, however, there are still many open questions and
problems which deserve further attention. For instance, we believe that an
experimental study aiming at analyzing the behavior of the decision maker
in a real situation of decision support should allow to refine the types of
reactions that the system should be prepared to deal with.
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