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ABSTRACT

Large-scale commercial exploitation of wave energy
certain to require the deployment of wave energgveaers
(WECS) in arrays, creating ‘WEC farms’. An undenstiag of
the hydrodynamic interactions in such arrays isrisal for
determining optimum layouts of WECSs, as well acualalting
the area of ocean that the farms will require.slteiqually
important to consider the potential impact of wéens on the
local and distal wave climates and coastal prosgssepoor
understanding of the resulting environmental impatay
hamper progress, as it would make planning conserte
difficult to obtain. It is therefore clear that anderstanding the
interactions between WECs within a farm is vitakr fine
continued development of the wave energy industry.

To support WEC farm design, a range of different
numerical models have been developed, with botrevdase-
resolving and wave phase-averaging models now ablail
Phase-resolving methods are primarily based ompatdlow
models and include semi-analytical techniques, Haon
element methods and methods involving the mildeslop
equations. Phase-averaging methods are all bassahdar
spectral wave models, with supra-grid and sub-grade farm
models available as alternative implementations.

The aims, underlying principles, strengths, weakessand
obtained results of the main numerical methodsectly used
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for modelling wave energy converter arrays are iilesd in

this paper, using a common framework. This allows
qualitative comparative analysis of the differergthods to be
performed at the end of the paper. This includessicieration
of the conditions under which the models may bdiagpthe

output of the models and the relationship betwesayasize
and computational effort. Guidance for developessalso
presented on the most suitable numerical methodsto for
given aspects of WEC farm design. For instancetfaicer
models are more suitable for studying near-fieféa$, whilst
others are preferable for investigating far-fielifeets of the
WEC farms. Furthermore, the analysis presentedhigh gaper
identifies areas in which the numerical modellinfy WEC

arrays is relatively weak and thus highlights thasewvhich

future developments are required.

1. INTRODUCTION

As development continues in WEC technology theranis
increasing interest in investigating how WECs iatémwith one
another and the environment when they are deplaoyedn
array. This understanding is vital to support wéamen design
as commercialisation of WEC technologies progresses
recognition of this the Wave Energy Converter ArNgtwork
(WECAN) was formed in 2010 as an international fortor
researchers and developers active in the field BCvdrrays to



discuss relevant current research and developmerassto
provide guidance and expert opinion on WEC arrdysis
paper is the result of a review of WEC array nugari
modelling techniques held at the WECAN meeting ine,
Belgium in October 2011.

A significant area of current research and devekaunin
WEC arrays is their numerical modelling. The firstmerical
models of WEC arrays were developed in the late0§%hd
were based on potential flow models. Based on theber of
publications, this numerical modelling techniquenains the
most popular method for determining interactiongween
WECSs; however, in the last 5 years a number ofrradteve
numerical modelling techniques have been developedre
being developed that provide alternatives for assgsthe
WEC interactions as well as the potential environtaleimpact

WEC array numerical modelling is discussed and the
requirements for further research and developnusmitified.

2. POTENTIAL FLOW MODELS

2.1 Boundary element methods

To model the wave-structure interaction of a singleC
with the incident wave field, the present statdkaf-art is to
use Boundary Element Method (BEM) based numeriodes
such as the well known WAMIT, ANSYS Aqwa, Aquaplus
amongst others. When it comes to arrays of WEGsset
numerical tools are theoretically able to deal vétty number
of devices without restrictions except the oneateal to the use
of linear potential theory.

As a brief summary, potential flow methods are Haggon

of a wave farm. These techniques include the use of the following assumptions:

Boussinesq or mild-slope wave models, the use ettspl
wave models and also the use of nonlinear bounel@myent
and CFD models.

It would be wrong to assume that these alternative
numerical modelling techniques for WEC arrays mayelact
replacements for potential flow models and thatdahe a single
best numerical modelling technique for WEC arrdyach of
the four identified basic types of WEC array nuroali
modelling techniques has a certain set of charatiter that
make it more or less suitable for particular madgll
requirements. Even within these basic types theresab-types
which offer further possibilities to optimise theumerical
modelling approach for a particular case study.

To assist in the comparative analysis of the WE@yar
numerical modelling techniques, each of the tealmsqis
described and then assessed using a common seffioiing
characteristics. To assist analysis, these definh@gacteristics
are separated into three basic types: fundamentalehing
characteristics, computational processing charatts and
usability — characteristics. The fundamental modgllin
characteristics include the assumptions inhererthénmodel,
together with the consequential limitations, sttbeg
weaknesses and issues. The computational
characteristics include the factors that define ¢cbmputation
effort such as the model complexity, the numbew&Cs and
spatial extent. Finally, the usability charactécsstinclude the
required skill of the user, the degree of ease @f and
availability of suitable software (including cosihda user
friendliness).

This paper starts by reviewing all of the currerE@varray
numerical modelling techniques and is followed by a
comparative analysis of the techniques identifiethis
comparative analysis uses the defining charadtgist
mentioned above to identify which techniques arstrsaitable
for particular numerical modelling tasks. The taskssidered
include: evaluation of localised interactions anupacts,
evaluation of WEC array control strategy, estinmatad power
productivity of a small WEC array (2-10 units), iesdtion of
power productivity of a wave farm (100+ units) eaassessment
of distal environmental impact. Finally, the stafethe-art in

* The fluid is inviscid.
* The flow is irrotational. Therefore, there existyelocity
potential gM,t) from which the velocity can be derived

everywhere in the fluid domain/ ( M ,t) = i¢( M ,t).

* The flow is incompressible. Adopting mass conséovat
this assumption leads to Laplace’'s equation:

A(ﬂ(l\/l ,t) = 0 everywhere in the fluid domain.

Formulating a set of boundary conditions that fatike
Laplace equation results in a nonlinear Boundaryiu¥a
Problem which remains challenging to solve (nordne
potential flow formulations are discussed belovfs a result,
the problem is usually simplified further by beilirgearised.

The two assumptions for linearisation are:

« The ratios of wave height to wavelength (i.e. wave
steepness) and wave height to water depth must timth
much smaller than 1.

 The motions of the body are small and around adfixe
mean position: the ratio of the typical amplitudexmtion
to the typical dimension of the body is much snralle
than 1.

processing The next step is to transform the volumic problenoia

surfacic problem by making use of Green’s secorehtity.
Then, by using an adequate Green’s function, tbélem can

be discretised and solved numerically, usuallyhi frequency-
domain (which is possible as a consequence of the
linearisation). Figure 1, taken from Borgariabal. [1], shows

an example of such a calculation for an array caag®f two
clusters of 8 floating OWSCs (Oscillating Wave Sarg
Converters). The figure shows the normalised pleation of

the incident significant wave height.
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Figure 1: Ratio of the significant height of thealovave field
around an array of two clusters of 8 floating OWS@h

respect to the significant height of the incideatve. Sea state
is Hs=1 m, Tp = 8 seconds. Picture is taken froin [1
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Usually, assumptions related to linear potentiabtly apply
well for application to WECs in small to moderatasstates;
comparison of numerical predictions with experinseoit more
complex CFD calculations agree well (see for exanfplrand
et al. [2] or Thilleul et al. [3]). However, for larger sea states,
significant discrepancies can be observed as thearity
assumptions are violated and other effects suchvaomex
shedding become important.

One attractive aspect of BEM based numerical caxidsat
they are fast when compared to CFD techniques. Memve
with these codes, the computational resources asereapidly
with the number of WECs in the array, as numegoahplexity
is proportional to the square of the number of wwkms. For
this reason, only recently did it become possibleconsider
small arrays (typically 5-10 devices) with thesemmuical
models [4-9]. For arrays larger than 10 devices)@ke and
memory requirements become a real issue, even iffreh
order panel methods which are available in codesWAMIT.
However, it should be noted that there is ongoesgarch into
how to overcome this issue, using the Fast Mulég&gorithm
[10].

Another limitation of the BEM approach is that ctamg
water depth is usually assumed over the whole arféms
might be very inaccurate in the case of large ar@yWECS,
for which bottom induced effects might be signifitgsuch as
shoaling or refraction, for example). Theoreticalbye could
take into account the bathymetry with BEM by meghtime sea
bottom, but this would correspond to an enormousber of
additional unknowns. In this case, computationaloteces
would, again, be an issue.

2.2 Semi-analytical techniques

Much of the existing
hydrodynamic interactions in arrays of wave enarggverters
has employed semi-analytical representations ofotenpial
flow solution. These involve analytical expressidhat either
approximate or converge to an ‘exact’ solutionhe timit of an
infinite series. There are several main classesswath an
approach which are described here: the ‘point &lesgrplane
wave’, ‘multiple scattering’ and ‘direct matrix’ rtfeods. All of

research on the subject of

these techniques are based upon linear wave treatyare
therefore subject to the relevant assumptions ofi@e2.1.

The principal assumption in the point absorber wei1,
12] is that wave energy absorbers are sufficienthyals
compared to their separation and to the incidenteleagth
that the far-field radiation pattern from each oise not
significantly affected by the presence of the othbsorbers.
Hence, the diffraction of radiated and diffractedves from
each device by others in the array is neglecteghic@jly
further assumptions, that the devices are all idahbodies of
revolution, oscillating vertically and optimally swolled, are
also made. The resulting solution for the quardgitynaximum
power absorption by the array may be written imteiof the
inverse of a square matrix of ordgr(the number of absorbers
in the array).

The plane wave method [13] requires that the spgacin
between axisymmetric absorbers is large comparedhéo
incident wavelength. This allows the diverging was@ming
from one device to be approximated as a plane wgan
reaching others in the array. Unlike the point absp
approximation, the diffraction of all waves by eagkment in
the array is accounted for here, albeit using gra@mation.
A version of the solution that includes the effeat®vanescent
waves [14], requires the inversion of a square imatfr order
N(N-1).

Multiple body radiation and diffraction was dealitlwby
Mavrakos [15] as a succession of distinct scatteeawnents. In
principle, this multiple scattering method is caealof
providing the exact linear wave theory solutionnbgans of an
infinite summation over horizontal angular and ioait
‘eigenfunction modes’ as well as over successiveléers of
interaction’. In practice all three constants muossttruncated to
a finite number (for example, to integeid, P and S
respectively). Although matrix inversion is not végd in the
main array calculation, the number and order of rimat
multiplication operations increase withas well asM, P andS
(which in turn depend on the physical scenario unde
consideration).

Kagemoto and Yue [16] provided a ‘direct matrix’ timed
to address the same problem as the multiple sicagter
technique, solving for the amplitudes of all saatte waves
simultaneously without the need for iteration. Thigeraction
procedure may be combined with a single body swmiytsuch
as the numerical scheme used in [16] or anotheméigction
expansion (see [17]). In common with the multiptattering
approach, the accuracy of this technique is dep#ndie the
number of horizontal angular and vertical eigenfiorcmodes
required. The solution of the hydrodynamic probleduces to
the inversion of a square matrix of ordé&NP.

In the latter three techniques, there are additionid
assumptions on the geometrical arrangement of thay a
required. Due to the use of Graf’s addition theqrtra vertical
projections of interacting bodies onto a horizomgkne must
not overlap and a circumscribed vertical cylindesuad each
body centred on its imaginary origin must not canthe origin
of any other body.



Power absorption values are available from all iwdsh(in
the form of an upper bound for the point absorleehnique).
The methods that derive velocity potentials (plamave,
multiple scattering and direct matrix) also giveserito
hydrodynamic forces on body surfaces (from whichtioms
may be calculated) whilst additional theory is rexbtb obtain
these quantities using the point absorber apprdiomaThe
potential (from the multiple scattering and directatrix
method) may also be used to visualise the freasearélevation
in the vicinity of the array.

All of the above methods are computationally efidi
(compared to, say, BEMs) for small to medium siaedys and
some are capable of approaching the ‘exact’ linemare theory
solution for the special cases to which they apphis makes
them most suited for use in optimisation routinesd a
preliminary array studies. In addition to the liatibns of stated
assumptions, the accuracy of the plane wave methayl be
reduced in the low frequency range [4] and so tharem
accurate direct matrix method or more efficientnpa@ibsorber
method are now more commonly used.

All of the methods described in this section haygdally
been applied to heaving point absorber device typése past,
although the multiple scattering and direct mairigthods are
capable of being adapted for use with other gedesetiThe
algorithms for the methods described here areyfraeilable
in the literature and have been implemented atrabmeademic
institutions over the years. However, currentlyréh@re no
commercial software tools using these techniques.

2.3 Time-domain formulation

This subsection focuses on the linear potentialw flo
problems mentioned in Section 2i%. it assumes small wave
steepness (linear waves) and small body motiorsyeder, by
moving from the frequency-domain into the time-damit is
possible to model transient phenomena and to ieahohlinear
external forces such as nonlinear viscous dampimgRring
and power take-off forces.

For an array ofN freely floating rigid body WECs, the
frequency-domain equations of motion are [18]:

[~ (M + A(w) +iwB(w) + C]X(w) = F(w), (1)
where @ is the angular wave frequency aWl A(w), B(w)
andC are all 8Nx6N matrices. The matricéd andC are block
diagonal matrices and represent the global massixmend
matrix of hydrostatic and gravitational restoringefficients,
respectively. The 6x6 blocks on each diagonalesmt the
corresponding body matrices. The matriéde) andB(w) are
full matrices and are the added mass and added idgmp
matrices respectively. TheN81 matrices (column vectors)
X(w) andF(w) are the Fourier transforms of the body motions
x(t) and wave excitation forcdg), respectively.

Taking the inverse Fourier transform of equationyflds:

(M +A(0))X(t) + I;k(t —7)X(@)dT +Cx(t) =f (1), ()

whereA(x) is the added mass matrix at infinite frequencg an
k(t) is the matrix of radiation impulse response fiord.

These functions account for the effects that peisishe free-
surface after body motion has occurred. The mitxis the
inverse Fourier transform of the radiation impedameatrix
K(w) =B(w) +iw(A(w) - A(x)) andk(t) can be obtained from
the added damping via:

k(t)=2 jo B(c) cosct daw @3)

Equation (2) represents the linear time-domain &oos
of motion and it is due to Cummins [19]. Very feapers have
actually applied it to arrays, however it has beatensively
used for single devices and most of the issuec@mmon to
both. For example, there is not much differencevben the
treatment of a 6x&(t) matrix for a single body and aN86N
k(t) matrix for an array.

Normally, the hydrodynamic dat&(w), B(w), C andF(w)
are obtained from hydrodynamic codes like WAMIT or
Aquaplus, withk(t) then derived from equation (3). However,
k(t) can also be computed directly from programs Aikgil3D.

The main problem with equation (2) is the convanti
term. This term is not well suited for studyingdasesigning
WEC dynamics because it is computationally demandm
compute directly. Fortunately, because the cori@miuis
linear, it is possible to replace it by other lingiane-invariant
systems like transfer functions or a state-spastesy. System
identification is used for this approximation, a@scdissed by
Taghipouret al. [20], who compares system identification in
the time and frequency-domains. System identificain the
time-domain involves approximating the radiation pirtse
response functionsk(t) and system identification in the
frequency-domain involves approximating the radiati
impedanceK (). An example of system identification in the
time-domain is Prony’s method [21]. Prony’s methamks a
sum of exponential functions to approximaié) and this
works very well for a single device. However, lxhgsm our
experience, it does not work so well for arraysause of the
cross coupled terms for which the maximum of thepoase
does not happen at the initial time. An examplesyétem
identification in the frequency-domain can be foumdicCabe
et al.[22].

An interesting extension to the above linear tinoeadin
models is reported in Babagt al. [23] and this could also be
applied to arrays. In that paper, the radiatiod diffraction
forces remain calculated by linear potential thebryt the
Froude-Krylov force i(e. the sum of incident wave and
hydrostatic forces) is computed on the exact wettedace.
This means that important nonlinearities are takém account
and although there is a moderate increase in catipoal
time, the agreement with experimental results igroved.

2.4 Nonlinear potential flow models

Like all potential flow models, nonlinear potentitbw
models rely on the assumptions of incompressibtetational
and inviscid flow. Most commonly, these models are
implemented using a Boundary Element Method (BEM).
contrast to the linear BEM frequency-domain modigdsussed
above, the nonlinear counterparts operate in the-tdomain.



In early BEM schemes the free surface at each sitep was
mapped to a closed contour, providing a contindousndary
for the evaluation of the boundary integral equatiMore

recent nonlinear BEM models are often implemented a

Numerical Wave Tanks (NWT) in physical space, whtre
geometry of the domain is that of the physical ssruinent. In
contrast to mapped solutions, physical space offersbenefit
of a non-uniform bathymetry, and enables the dadimi of
arbitrary body geometries within the domain.

Within a nonlinear NWT, the following boundary
conditions are imposed: (i) a wave generation d@rdion the
input boundary; (ii) a radiation condition on thatftow
boundary; (iii) a no-flow condition on the bed af(d) the
dynamic free surface boundary condition and therkiatic free
surface boundary condition. Further details coriogrn
nonlinear BEM formulations can be found in Hague &wan
[24] and many others.

The two surface conditions, (iv) above, are comguda
the instantaneous position of the free surfaceaAssult, this
formulation retains the full nonlinearity of the derlying
hydrodynamics. Likewise, the forces acting on fixedloating
bodies may be computed on the instantaneous posifidhe
fluid-structure intersection, again retaining thdl honlinearity
of the problem. In the context of floating bodibstconcept is
described by Kashiwagi [25].

Nonlinear potential flow formulations have been dise
extensively for the computation of extreme loads fixed
offshore structures and in the simulation of largessel
motions. Their high computational demand has hiedlehe
simulation of large domains and arrays of wave @per
converters. However, with the recent availability parallel
computing (cluster computers) this limitation ispegted to
vanish in the near future and simulation of smalays (5-10
devices) is within practical reach. In fact, nogekn potential
flow codes are now being applied to model wave g@ner
converter arrays as part of the PerAWaT project.

An additional application of nonlinear BEM formutats
is the provision of nonlinear hydrodynamic datalesinput to
other models. They could be coupled with Smoothadidte
Hydrodynamics (SPH), CFD (discussed below) or thinear
time-domain simulations discussed above. This éogpinay
provide the nonlinear fluid particle kinematicstiire absence of
the structure, or the nonlinear loading on a sinfgted or
floating structure.

3. BOUSSINESQ / MILD-SLOPE WAVE MODELS

This category includes phase-resolving models wicih
be subdivided into models based on the linear slige
equations and models based on the nonlinear Basspin
equations. Typical applications of phase-resolvimaglels are at
the nearshore/local scale (harbours), using smajtit cell
sizes (down to 1.0 m). The Boussinesq models seetnet
accurate predictors of the nearshore hydrodynami@bour,
such as the propagation of nonlinear waves in deemallow
water. The complexity of Boussinesq models makesmth
computationally very demanding when simulating mibven a

few hours of wave input and can in some circumsanc
become unstable.

Compared to the Boussinesq models, the models lmased
the linear mild-slope equations are considered ¢o fést
solvers. The latter models describe the transfaomaif linear
waves when propagating from deep to shallow water.
Limitations of these mild-slope models lie in thenglifying
assumptions. Nevertheless, they have proven to lexeellent
tool when investigating wave penetration in harkour
diffraction issues, wave transformations, etc [26].

3.1 Boussinesq models

Boussinesq models are based on a set of nonlirsetialp
differential equations known as the Boussinesq Eojs The
classic equations basically approximate wave pratay by
eliminating the vertical component of velocity bustill
accounting for the vertical flow structure, assugnimn
incompressible fluid and irrotational flow. As aesult of this
depth averaging, the use of the classic equat®risnited to
water depths less than 0.25 times the deep watezlaragth.

Boussinesq models are usually mathematically erdthnc
versions of the classic Boussinesq equations wihiclude the
effects of, deeper water depths; varying bathymédteguency
dispersion; wave breaking and moving shore lin@mdame a
few. One such model is the Boussinesq Wave Editor
(MIKE21BW) provided as part of the MIKE 21 suite of
software developed by the DHI Water and Environni@i.
This model is based on the enhanced Boussinesgi@ugia
formulated by Madsen and Sgrensen [28], which tates the
free surface elevation based on flux density, rrathan velocity
as is the normal method for other models, resultingiproved
stability of the simulations. The formulation indes further
improvements allowing thé¢heory to be extended into deep
water with a max depth limit of 0.5 times the deafsv
wavelength.  The model accounts for all importargve
transformation processes including, shoaling, otiva,
diffraction, wave breaking, bottom friction, movirsdoreline,
partial reflection and transmission, nonlinear wawve
interaction and frequency and directional spreadin@ther
phenomena such as surf beats and generation afrelisuper
harmonics may also be modelled, making it an ideal for
studies of harbour resonance, seiching etc.

In general, Boussinesq models are not capable of
modelling the hydrodynamics of a moving device. lduer,
they may be used to model device characteristics) as wave
transmission reflection and absorption. If radiatio
characteristics are known, these may be includedseyof an
internal generation line, although this may become
cumbersome when more than 1 WEC is consideredfanthis
reason, their use warrants caution. Outputs atbarform of
surface elevation and flux/velocity components imiththe
model domain. It is also possible to calculate disturbance
coefficient which is the ratio of the significanawe height at a
particular point relative to the significant waveight at the
input; this is commonly used for port and harbdudees.



Venugopal and Smith [29], carried out an investayainto
the change in wave climate around a hypotheticayaof 5
individual bottom mounted WECs at the European WNari
Energy Centre (EMEC) in the Orkney Islands. Thiasw
achieved by utilising the capacity to model partiahsmitting
and reflecting obstacles in the MIKE21BW modellitagpl,
with a domain size of 5km by 4.5km. Differing psity values
were used to simulate varying degrees of reflectidasorption
and transmission ranging from 0 (i.e. 100% transiois— no
WEC in place) to 1 (i.e. 100% reflection — no tramssion).
The study shows that this method may be used totifge
regions of reduced and augmented wave energy ile¢hef the
array for particular bathymetries, wave conditicared array
geometries, although there is currently no expemtaenor
field data to validate the success of this methéehugopal and
Smith also identified that reductions in wave heiglary
greatly depending on the values of porosity usedijcating
that, if this method is to be used confidently foture array
studies, great care should be taken that realidgewice
characteristics are modelled. This will requirélration of the
porosity values to match device specific transmoissi
reflection and absorption and validation with plgsimodel
results.

Aside from the inclusion of nonlinearity and deepter
terms, one further advantage to using phase regphapdels of
the Boussinesq type for modelling of wave farmthesrealistic
representation of diffraction phenomena. Spectratiels and
some mild-slope models include only a parameterised
representation, which does not accurately repressity. It
remains to be seen whether this will have a sigaifi effect on
studies of wave farm interactions or environmeintgdact.

3.2 Mild-slope models

In general, mild-slope models are based on thadifm
of Boussinesq shallow water equations and therefioe=ar
waves are generated, propagating over mildly varyin
bathymetries. Nevertheless, they calculate velopityential
and surface elevations throughout the numericalatorwith a
relatively low computational and accuracy cost waiith a high
stability performance.

Recently, wake effects in the lee of a single andtipie
WECs and energy absorption have been studied [BMb$2
using the time-dependent mild-slope equation model
MILDwave [33] and applying a sponge layer technigbg
which the redistribution of wave power both witldind behind
each farm can be studied in detail. In this phaselving
model each combination of reflection and transroissi
characteristics, and consequently absorption cteaisiics, can
be modelled for all individual WECs in a farm [30his results
in a representation of the wake effects in thedéa single
WEC and in that of a farm of WECs. AWEC is implertes in
MILDwave as an array of cells (covering the spagisient of
the WEC) that have been assigned a given degraksofrption
using the sponge layer technique. Absorption famstidefine
the absorption coefficierg attached to each cell of the WEC in
the x-direction and the y-direction. By changing tralues of

the absorption coefficients or the number of ahisgriells, the
degree of reflection and transmission and therefdnsorption
of the porous structure can be changed [31]. Wissnraing a
constant absorption coefficieBtfor all cells of the WEC, the
amount of reflection, transmission and absorptim @upled,
as seen in [29]. To avoid this coupling, the shaethe

absorption function through the WEC is changedsTimy, the
degree of absorption (and consequently transmissibrthe

WEC, given in the power matrix of the WEC, can beed for

a fixed amount of reflection on the WEC as spedifiyy the

developer.

The power absorption of a WEC typically varies with
frequency; however it is possible, using MILDwaviy
represent the frequency dependent absorption byoppate
definition of the sponge layers. In this way, thake behind a
WEC is studied for each frequency component seglgrads
the amount of absorption of the WEC in its lee aejseon the
remaining energy in the considered frequency corapts
This is also the case for wave direction depentBECs. The
wake is then not only calculated for each frequermyponent
but also for each wave direction.

4. SPECTRAL WAVE MODELS

Another category of model which has been used to
simulate WEC arrays is the spectral wave model.ecgl
wave models are phase-averaging wave propagatiatelsio
which predict how the surface wave frequency amdctional
spectrum will evolve as waves propagate throughyingr
background currents and water depth. While therotmodels
described in this paper solve an equation or segohtions to
find the surface elevation of the waves, spect@evmodels
solve what is essentially an energy conservatiaragon. In
fact the quantity that is solved for is wave actiaich is the
spectral energy density divided by the intrinsieginency.
Wave action is conserved even in the presence ofinga
background currents, and thus is the preferredtgyda solve
for. Spectral wave models are capable of reprament
numerous wave transformation processes. Thesadaclepth-
and current-induced refraction, shoaling, wind iioge white-
capping and bottom friction dissipation, dissipatithrough
bathymetric breaking, and nonlinear quadruplettaiad wave-
wave interactions. Because spectral wave modelsphase-
averaging, they are unable to represent wave diffna
explicity. However, a phase-decoupled refractitiifraction
representation has been developed that addresses
deficiency reasonably well [34]. There are curyehtvo open
source spectral wave models that are readily avMeilathe
SWAN model developed by the Delft University of ieclogy
[35], and the TOMAWAC model developed by the Elmit#
de France [36].

Because spectral wave models solve for the consenva
of wave energy, a representation of a WEC arrag spectral
wave model must somehow account for the energyrbbdo
and the energy radiated by the WECs. There agavaKkisting
methods which have been used to represent WECsaimagt
spectral wave model. These can be divided intodategories:

th



supra-grid scale, in which the whole WEC arrayeigresented
over several computational grid points, and sub-gdale, in
which each individual WEC in an array is represeénst a
single computational grid point.

4.1 Supra-grid models

There are two current examples of supra-grid scale

methods. The first uses the built-in obstacle uieatin the
SWAN model, for which an energy transmission caeefit can
be set [37]. The WEC array is represented withingle
transmission coefficient and the effect on the tias is
estimated after propagating the waves altered byathay to
the shore. However, this method does not allow ehergy

absorption of the array to depend on frequency. is Th

shortcoming in the method has recently been adedess
another SWAN model study which included the intrctéhn of
a frequency dependent transmission coefficient, theduse of
an obstacle to represent a single WEC, as oppost twhole
array [38]. Although the supra-grid scale methocds now
account for the frequency dependence of the eradyggrption,
they do not account for the radiation of energyhs/WECs.

4.2 Sub-grid models
A sub-grid scale method of representing a WEC aisay

implemented in the TOMAWAC model and includes both

frequency dependent energy absorption and the tiadiaf

energy by WECs [39]. This is done by treating esi¢BC

(located at a computation grid point) as a soure sink of
wave energy. The energy absorption and radiatidrich can
be dependent on the incident wave, is thereforerpurated at
each WEC location into the wave action conservagigumation.
This technique is similar to how the existing was®cesses
such as wind generation and wave dissipation a&tdd in
spectral wave models.

As the development of WECs matures, and the pdisgibi
of deploying devices in large arrays becomes cltserreality,
it is important to develop numerical tools that danused to
investigate both the annual power production of BG\array
and the potential impacts it may have downstreartherwave
climate. It is advantageous to use a spectral waodel for
this task because it is possible to cover a radbtidarge
domain (tens of kilometres square) with a large WaiCay
(tens of devices) in a relatively short computagiatime. The
parameterisations of WECs in spectral wave moddhsctw
have been developed can represent the energy a&dsarid
radiated by individual WECs, and are also capabfe
representing nonlinear processes [40]. Of courdease
averaging models cannot resolve phase-dependerggs®s, SO
near-field effects around each individual WEC aret n
explicity modelled in a spectral wave model. dttherefore
important to carry out comparison studies betwe&ase-
resolving numerical models, experimental results] spectral
wave models in order to ensure the best possiplesentation
of a WEC in a spectral wave model.

5. CFD MODELS

The term Computational Fluid Dynamics (CFD) model i
commonly used for codes that seek to resolve thee&tokes
equations. The Navier-Stokes equations are defficed mass
and momentum conservation, and often regarded eamtist
fundamental set of fluid flow equations. Both vigsoeffects
and turbulence are accounted for.

From a practical point of view, Navier-Stokes sodvenay
be classified into two distinct categories: (i) &it Numerical
Simulation (DNS), resolving turbulence at the setlirelevant
length scale, and (ii) CFD codes, where turbulersenot
directly resolved but dealt with in a parametripresentation.
For the modelling of WEC arrays only the latterrédevant,
DNS being prohibitively expensive in terms of corngtional
demand. CFD models are based on Finite ElementiroteF
Volume implementations, and often referred to ahisu

In contrast to the potential flow models discussbdve,
CFD models include viscous effects and two-phase flair
entrainment in breaking waves) making them thelitsa for
the simulation of extreme wave loading. Furthermtre CFD
approach retains the full nonlinearity of the umygleg
hydrodynamics. An additional benefit of CFD codes
(particularly when compared to potential flow maeis that
marine currents are easily described. In the neares
environment, currents may add significantly to theerall
loading and also affect the device dynamics.

Unfortunately, CFD models are often prone to inaérn
dissipation, particularly when resolving gravity tesa waves
(free surface flow). Maguire examined the free-acef
modelling capability of a number of commerciallyadable
codes [41]. The overall conclusion from this exteastudy is
that none of the tested tools may readily be usednodel
gravity water waves; however, more recently, a nemd tools
under development appear to be more reliable mgesf their
free surface prediction [42, 43].

To overcome this difficulty of internal dissipatiora
decomposition of variables can be used. This ctmsis
splitting all unknowns of the problem (pressurejdivelocity
and free-surface elevation) into the sum of andieict term and
a diffracted term. The incident terms are describzplicitly
using a linear or nonlinear potential flow modehu$ only the
part of the grid in the vicinity of the structureeeds to be
refined. The method is called SWENSE (Spectral &Vav
Explicit Navier Stokes Equations). It has been adse
successfully applied and validated in 3D case@}-

The disadvantage common to all CFD codes is their
computational demand. To minimise computational a&ieahn
many codes offer non-uniform (at times also adaptimeshes,
where the grid in the area of interest (the fredase and the
vicinity of the device) is defined with a finer digh resolution.
Particularly in deep water this may offer signifitdenefits.

The most extensive WEC CFD study to date has been

reported by Westphaleat al. [47]. Recently, an array of 2
heaving WECs was considered by Agamkthal. [48] using
CFD. A number of very recently funded researchenty (UK
EPSRC funded SUPERGEN Marine Challenge - Accelegati



the Deployment of Marine Energy) propose the us€fb for
the modelling of small arrays (5-10 devices). Glimss for the
use of CFD codes in the modelling of WEC arraysexgected
to emerge within the next 2-3 years.

6. COMPARATIVE ANALYSIS

The fundamental modelling characteristics, comanal
processing characteristics and usability charasttesi are used
for the comparative analysis of the numerical tégqies used
to model WEC arrays. The results of the analysis ar
summarised in Table 1, located at the end of thepahese
characteristics are then used to consider thelslityaof each
numerical technique for four different modelling sks;
localised effects, dynamic control, annual energgdpction
(AEP) - separated into small and large arrays, dsdal
environmental impacts. Of course, other modelliagks exist;
however, these are considered to be representdtveange of
tasks and demonstrate the comparative performaotdke
different numerical modelling techniques. Tabldsbancludes
an estimation of suitability for each numerical ratlidg
technique for these four modelling tasks.

The designations of the modelling technique suitsitare
discussed below; however, prior to this, it is impat to
recognise that the characteristics of the differertdelling
techniqgues make them suitable for modelling padicWECS.
For example, a linear BEM model may be suitableafdarge
WEC in deep water that sheds minimal vortices, ibutess
suitable for a small WEC that sheds significant amoof
vortices, whose motions are significantly nonlinead with a
complex control strategy. This aspect will not beeistigated
further; however, it is clearly an additional catesiation in
determining the most suitable modelling techniquwe &
particular WEC array.

Returning to the modelling of WEC arrays, the sility
for modelling localised effects is considered fifghis refers to
the extent that near-field effects, such as evamsgaves and
vortex shedding, from one WEC may influence anotv&C
nearby. In close proximity, phase correlations leemv two
WECs are high and so phase-averaged models, ose thased
on spectral wave models, are not suitable. In enfdithe semi-
analytical techniques based on further simplifying
approximations to linear wave theory (the pointaaber and
plane wave methods) are not suitable because fbhess on
modelling the far-field. On the other hand, proddat the
modelling and computational effort can be justifi€#D is
highly suitable for modelling localised effects hase the
model may include both evanescent waves and vstedding
implicitly. However, in many cases it is possibhatt potential
flow models (excluding some semi-analytical techeis)
would be adequate, with significantly less compataeffort.
Finally, whilst Boussinesqg/Mild-slope models resolphase,
they are unlikely to accurately model the neawfiahd so are
poorly suitable.

The suitability for modelling dynamic control, wiedry the
motion of each WEC is controlled to maximise powapture,
is now considered. Again, the spectral wave modets not

suitable because they are based on phase-averdaggegsher
with the Linear BEM and semi-analytical techniquiescause
these are based on frequency-domain representatidnist
dynamic control requires a solution in the time-éom The
Boussinesqg/Mild-slope models are poorly suitablecabse
whilst they provide a solution in the time-domatris not clear
how to change the absorption layers dynamicallgdoectly
model the control. CFD is poorly suitable as wealcéuse of
the CPU time. The remaining methods (Time-domain
formulation, nonlinear BEM) are suitable for modsll
dynamic control, with the most suitable approacpeteling on
the particular WEC array being modelled.

Modelling the annual energy production (AEP) regsir
power capture to be calculated for a large humibémregular
sea-states. This means that CFD and Nonlinear BieNy@orly
suited because of their high computational requémesa In
addition, Linear BEM models and the Time-domain
formulations derived from them, rapidly become utahle as
the number of WECs increase due to the quadrdatiorship
between the computation effort and the number ofC&/Hn
addition, the supra-grid spectral wave model issuitable for
modelling the AEP because WEC array interactions ar
subsumed within the explicit definition of the aks@n layer;
the model itself cannot calculate array power penfoce
directly. The Boussinesg/Mild-slope models and gtib-
spectral wave models are all suitable for the datmn of the
AEP. The most suitable method will depend on caowbt (e.g.
water depth, marine currents, bathymetry, etc) alsd the
accuracy with which the WEC and its interactionshwhe sea
(e.g. WEC radiation, diffraction, nonlinear dynamjietc.) can
be modelled.

Finally, suitability for determining the distal mnmental
impact is considered. Unfortunately, none of theeptial flow
models are suitable because of the assumptionnstaat water
depth, which makes them unsuitable for propagatiegwaves
to the shoreline, where the environmental impadiygscally
most significant. Furthermore, the large propagetistances
mean that CFD models are poorly suited due to thih
computational requirements. The remaining modelling
techniques, Boussinesq/Mild-slope Models and Spe@tave
Models, are all suitable for determining environtaemmpact
and have been used extensively for this task ificgipns
other than WECs. In addition to the model diffesc
discussed above, the larger cell size in Spect@téAModels
means that these are most suited for modelling memeote
impacts, whilst Boussinesq/Mild-slope Models are stno
suitable for situations where reflections and resaes may be
significant.

7. DISCUSSION

This review paper is a snap-shot of the currenibilable
numerical modelling techniques for WEC arrays. \&thit is
not expected that the results of this comparativaysis will
change in the short-term, there will be long-tetmarmes. It is
clear from the descriptions of the different nuroarimodelling
techniques that in many cases, potential remains fo



improvement, by either increasing their accuracyd/an
reducing their computational requirements. Improeeta in
readily available computing power are also likety dhange
what can be done practically.

Finally, it is clear from the comparative analydescribed
above that there is no single best numerical miodgell
techniques for WEC arrays. The most appropriate amigal
modelling technique being that which best matchesequired
characteristics of the particular modelling taskfdstunately, it
is not always clear which modelling technique timay be, as
each model has different strengths and weaknesgeich
rarely match the characteristics of the modelliagktexactly.
However, it is expected that identification of thmost
appropriate numerical modelling technique for dipalar task
will become clearer with experience and by expenirae
validation. Although, the lack of suitable validati data for
these numerical modelling techniques is a signifiégssue that
needs to be addressed urgently.
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TABLE 1: COMPARATIVE ANALYSISOF NUMERICAL MODELLING TECHIQUESFOR WEC ARRAY S

Potential flow models

Spectral wave models

Linear BEM Sanl—analyt|cal T|medoma|n Nonlinear BEM Boussinesq Mild-slope Supra-grid Sub-grid CFD
techniques formulation
Fundamental
Definition of Implicit body surfaces - . Explicit Explicit source |  Implicit fluid
hydrodynamics Explicit coefficients Explicit absorption layers absorption layer| strength flow
. . Implicitly Implicitly Implicitly capable for phase- Implicitly
Nonlinear wave dynamics Not capable capable capable Not capable averaged dynamics capable
. . - - . Explicit Explicit source .-
Nonlinear dynamics Not capable Implicit solver Expladisorption layers absorption layer, strength Implicit solver
\ortex shedding Explicit inclusion by linearisatio figit inclusion Explicit inclusion Explicit inclusn Implicit inclusion
- . . Explicitly Implicitly
WEC radiation Implicitly capable Explicitly capable Not capable capable capable
. ) - . Approximated by phase-decoupled  Implicitly
Diffraction Implicitly capable Explicitly capable refraction-diffraction capable
Variable bathymetry and Implicitly Implicitly - Implicitly
marine currents Not capable capablé capablé Implicitly capable capable
Computational
Complexity of Number of panels

Primary dependent

Number of pan|

els and complexity

function

Number of panel

of equations

Number of cells

Number of cells

Number of ce|

Secondary dependent

Number of frequencies and
directions

Number o

f time-steps

Number of time-steps

Number of frequencies and
directions

Number of time-
steps

Determinate of array
“size”

Quadratic increase with number of WECs

Linear increasespitial area

Linear increase with spatial arg

Linear inc. with
spatial volume

Q

Solver Simple and stable Simple and poss. Complex and | Simple and poss'Simple and stablg Simple and stable Complex and
unstable stable unstable poss. unstable

Usability

Required skill Low High Medium High Medium Low Low Medh High

Software availability in
2012

Commercial codg
available

Commercial codg
available

> Research code
only

2 Research code
only

Commercial code available, WEQ
model required

Open-source code available, WE
model required

|. Commercial and
“open-source cod
available

Suitability (**** - highly

suitable, *** - moder ately suitable, ** - poorly suitable,

* - not suitable)

Localised effects

* to *x* *kk

Kk

*kkk

Dynamic control

*kkk

Fkkk

*%

AEP (small WEC array)

*k

*%

*%

*k

AEP (large WEC array)

*%

*k

*k

*%

Environmental impact

*

*

Fkkk

*k

T Limited to shallow water
* Limited to mild-slopes



