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ABSTRACT

This paper presents a method for human action recognition
in videos which learns a dictionary whose atoms are spatio-
temporal patches. We use these gray-level spatio-temporal
patches to learn motion patterns inside the videos. This
method also relies on a part-based human detector in or-
der to segment and narrow down several interesting regions
inside the videos without a need for bounding boxes annota-
tions. We show that the utilization of these parts improves the
classification performance. We introduce a rejection-based
classification method which is based on a Support Vector
Machine. This method has been tested on UCF sports action
dataset with good results.

Index Terms— Dictionary Learning, Action Recogni-
tion, Classification, Videos, Spatio-temporal patches

1. INTRODUCTION

The research on action recognition has developed a lot in the
last years along with the rise of video contents, especially
because its applications are numerous in surveillance, auto-
matic video annotations or entertainment. Generally, it con-
sists in extracting features either globally (or in successive
frames) [1, 2] or locally [3]. The goal is to classify some hu-
man activities using the data extracted from videos.

Techniques based on dictionaries and sparse representa-
tions [4–6] have emerged in action recognition because of the
possibility to represent complex patterns using a few dictio-
nary elements. These methods rely on the creation of a dictio-
nary which can encode effectively the information contained
in an image.

In this paper, we propose a method for human action
recognition in the context of gray-level video sequences.
This method learns a dictionary of spatio-temporal atoms
coupled with a part-based human detector to select interesting
spatio-temporal regions inside a video. We also introduce an
original three-stepped rejection-based classification method
based on a SVM in order to improve the results. The paper is
organized as follows: Section 2 presents the proposed action
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recognition method, Section 3 describes the results obtained
and Section 4 presents the conclusions.

2. METHOD FRAMEWORK

The proposed method consists in classifying temporal blocks
composed of several frames and containing a human who per-
foms one particular action which corresponds to a class.

We call temporal block t successive frames of a video. In
these blocks, we define spatio-temporal volumes which corre-
spond to the same spatial regions taken in successive frames
inside the videos. These spatio-temporal volumes are local-
ized around areas of interest. Spatio-temporal volumes them-
selves are composed of small spatio-temporal patches which
are defined as a succession of spatial image patches (see Fig-
ure 1). A dictionary is a learned collection of such patches
called atoms.

Fig. 1. Example of a temporal block of t = 3 frames described
with 2 spatio-temporal volumes. Each volume is composed of
a collection of small spatio-temporal patches.

The method described below is based on a previous work
[7] and relies on a spatio-temporal patch-based dictionary to
represent spatio-temporal volumes. In this paper, we also use
a part-based human representation to narrow down the image



to interesting regions. This method is described in 3 parts:
(i) Dictionary learning, (ii) Spatio-temporal objects and (iii)
Classification with rejection.

2.1. Dictionary Learning

At first, dictionary learning methods were used for denois-
ing and inpainting [8, 9] and now, different methods exist
in the literature to learn dictionaries for sparse representa-
tions. Some of them are specifically designed for classifica-
tion, for example DKSVD [10] or GDDL [11]. Dictionary-
based methods got great success, in particular, in face recog-
nition applications. However, these methods are often appli-
cation specific and cannot be straightforwardly used in action
recognition because they rely on the alignment of the images.

We want to learn a dictionary on spatio-temporal patches
in order to describe movement patterns. We cannot utilize
large patches and learn a dictionary that can efficiently dis-
criminate between the different classes because the actions
are complex and we cannot align these images. As a conse-
quence, we are using small patches compared to the spatio-
temporal volumes. Since the patches are small compared to
the complexity of the data, there may be no specific or dis-
criminative atoms for each class (different classes may utilize
similar atoms) and the recognition is done solely on the pro-
portion of used atoms. That is why we chose to implement
K-SVD [9] for learning the dictionary.

Let p be a spatio-temporal gray-level patch of size (s ×
s× t), with s being the size of a square patch in the spatial di-
mensions and t being the number of frames considered in the
temporal dimension. The patch pnorm is the patch p whose
set of pixels are normalized so that it has zero mean and unit
norm.

Let Y = [pnorm,1,pnorm,2, ...,pnorm,m] ∈ Rn×m be a
a matrix composed of spatio-temporal patches, with m being
the size of the dataset, n the dimension of the patches and
D = [d1,d2, ...,dNatoms

] ∈ Rn×Natoms be the dictionary
of Natoms atoms dk, where the number Natoms is chosen
empirically.

The dictionary learning algorithm K-SVD [9] is an itera-
tive algorithm which can solve the optimization problem. The
formulation of the dictionary learning algorithm is:

min
D,X
{‖Y −DX‖2F } such that ∀i ∈ [1,m] , ‖xi‖0 ≤ T0 (1)

where X = [x1,x2, ...,xm] ∈ RNatoms×m contains the co-
efficients of the decomposition of Y using the dictionary D.
xi = (αj)j∈[1,Natoms] is a column vector from X describ-
ing pnorm,i and ‖xi‖0 is the norm that counts the number of
non-zero entry of the vector. ‖ · ‖F is the Frobenius norm:

A ∈ Rn×m, ‖A‖F =
√∑n

i=1

∑m
j=1 |aij |2 . T0 is the maxi-

mum of non-zero entries.

This algorithm is performed in two steps: first by opti-
mizing the codes X with a fixed dictionary and secondly by
optimizing D with respect to X .

The output of this learning step is a dictionary D com-
posed of Natoms (Figure 2). Then, we can compute a sparse
representation of a spatio-temporal volume Y based on the
dictionary.

t = 1

t = 2 t = 3

Fig. 2. Example of 20 atoms of size (5× 5× 3) pixels from a
learned dictionary with K-SVD.

2.2. Spatio-temporal objects

Our objective is to classify successive frames (temporal
block) of the video. To do that, we propose to select in-
teresting regions within the images (see Figure 1) based on
the results of a part-based human detection algorithm.

2.2.1. Part-based human detection

We perform the selection of interesting regions within the
images thanks to an existing part-based human detection al-
gorithm [12]. The algorithm is based on a deformable parts
model capable of handling large variations in the human
poses. The output of the algorithm is a list of square bound-
ing boxes of fixed size corresponding to the localizations of
the different parts of the model. In the model chosen, the
parts are positioned on specific regions of the human body
(head, right/left arm, right/left leg ...). The original part-based
model contains 26 different parts and we selected only 9 be-
cause they approximatively cover the body (Figure 3) and in
order to limit the dimension of the block representation (see
Section 2.2.2).

From each of the parts, we construct a spatio-temporal
volume Y (see Figure 1) by extending the localization of the



parts in the temporal dimension.

(a) Articulated human (b) Selected boxes

Fig. 3. Example of bounding boxes extracted by [12]. (a)
is an example of a full part-based human detection. (b) is an
example of the 9 parts selected. The images are obtained from
a video of the UCF dataset from the class ”Walking”.

2.2.2. Signature computation

We want to classify the human actions represented in videos
using the spatio-temporal volumes described in the previous
section.

Each volume Y can be described with a histogram:

h =

m∑
i=1

xi

with the coefficient vectors xi of all the patches within Y .
Since we are using 9 parts, we can obtain 9 different his-
tograms h(j), j = {1, ..9}. The final signature is the con-
catenation of the histograms for all of the individual parts:
hblock = [h(1), ..., h(j)]. The final dimension of the signa-
ture is Nparts ×Natoms.

2.3. Classification with rejection

Once we obtain the signatures for each temporal block, we
want to retrieve the action classes for each video. The ex-
tracted features consist in signatures obtained for each block
of t frames, meaning that, for a video of L frames containing
a single action, we can get up to L− t+1 signatures if we use
overlapping blocks of frames. We have developed a method
that gives a label to each block. The label of the video is ob-
tained by a voting procedure on all the blocks of the video, but
since the dimension of the patches and the number of frames
t taken into account in each block are small, some signatures
may be ambiguous leading to classification errors. That is
why we decided to add an extra ”rejection” class which re-
groups these ambiguous signatures when training the SVM.
Normally, all the signatures extracted from the blocks for the
same video share the same label: as a consequence, the objec-
tive of this new class is to prevent some signatures that could
be ambiguous from voting for a label.

The SVM is trained in three steps.
In the first step, we divide the training set into groups

where each group is the set of signatures belonging to a given
video of L frames. Indeed, the signatures within the same
video normally share a lot of similarities and thus cannot
be processed separately. Then we do a leave-one-group-out
setup on the training set to optimize the parameters of the
SVM.

In the second step, we use the previous leave-one-group-
out setup with the optimized parameters and we look for each
signature misclassified in each group. The misclassified sig-
natures are moved into the ”rejection” class (see Figure 4).

In the third step, a final classifier is learned using all the
signatures and all the classes (including the ”rejection” class)
as input. The final label for a given video in the test set is
obtained by voting using the set of signatures of the videos.
Each signature classified in the rejection class is removed
from the vote.

We have found that this method can significantly improve
the classification results. However, we have to carefully bal-
ance the number of elements in the ”rejection” class after the
second step. Otherwise, it happens that, during the testing
phase, all the signatures of a video can end up classified in
the ”rejection” class. We tried different rules for moving an
element into the ”rejection” class. The results are presented
in Section 3.

(a) One iteration of the leave-one-group-out in the first
step. (green = well classified, red = misclassified)

(b) One signature of Video 1 is moved to ”rejection” class D
in the second step.

Fig. 4. Example of the second step of the proposed classifica-
tion method with 6 videos and 3 classes of actions A, B and
C. We use a Leave-one-group-out setup with the signatures
of each video as a group. Each signature misclassified during
this step goes into the ”rejection” class. At the end of this
step, the whole training set (signatures) with the extra class
serves to learn the final classifier.



3. EXPERIMENTATIONS

We tested the proposed algorithm of the UCF sports action
dataset [13]. This dataset is normally composed of 10 classes:
”Walking”, ”Swinging”, ”Skateboarding”, ”Running”, ”Rid-
ing horse”, ”Lifting”, ”Kicking”, ”Playing golf” and ”Div-
ing”. The resolution of the videos is (720 × 480) pixels. We
decided to remove the class ”Lifting” because of the lack of
annotations. In total, we used 9 classes and 140 videos.

For the classification of the videos, we used libLin-
ear [14]. We did a leave-one-group-out using all the sig-
natures computed for a single video as a group. The size
of the patches considered is (5 × 5 × 3) pixels. With the
selected temporal size t = 3, we obtained between 20 and
90 signatures for each video depending on its length. Each
human was described with 9 volumes of (24× 24× 3) pixels
computed with the part-based detector. The classification
label was determined by votes using all the signatures (or
the signatures not classified in the ”rejection” class). Table
1 shows the different performances with and without the
use of the part-based detector and the ”rejection” class. We
reach 86.4% accuracy with 9 parts and a dictionary D of
Natoms = 150 atoms against 72.1% when considering only
one full bounding box including all the body. We chose to
take the sparsity T0 = 1 for our experiments. In our previous
work, we showed that taking any low value for T0 did not
change the results much but T0 = 1 gave us the best perfor-
mance. The choice of patch size is tied with the dictionary
size for overcompleteness. A larger dictionary also leads to
larger signature size. Empirically, we found that the choice
of (5× 5× 3) for the patch size was a good compromise.

We also tried learning a specific dictionary for each indi-
vidual part used in our method but the results obtained were
the same. Our hypothesis is that the global motion informa-
tion of the parts is more important than the local precision
in the shape. However, we can also add the precision of the
part detection is not perfect for some classes (for example, be-
cause of the blur). Moreover, we note that even if many of the
boxes are not well-localized, it still improves the classifica-
tion performance by a good margin (see Table 1). We believe
that, when using a single full bounding box, too many spatial
information is lost during the pooling. The fact of using the
part detector is a way to reintroduce some spatial information
and narrowing down some interesting image regions.

We tried different rules for the ”rejection” class. The first
rule tested is to move the misclassified signatures during the
first learning step into the ”rejection” class. However, it hap-
pened that in some cases, for the test set, all the signatures for
a given video could end up rejected meaning that we had to
use the classifier learned without our extra class. To prevent
that, we tried softer rules: instead of moving all misclassified
signatures into the extra class, we only moved signatures with
a probability to belong to its true class below a chosen value
(see Table 2). These probabilies can be obtained by adding an

Methods Accuracy
Gray-level + Full bounding boxes 72.1%
Gray-level + Part-based detector 80.0%
Gray-level + Part-based detector 86.4%

(SVM with basic ”rejection” class)

Table 1. Performance comparison for our method in different
conditions. Dictionary size = 150, Sparsity T0 = 1, video
labels obtained by voting using the signatures of the video.

option in libLinear and are computed using logistic regression
for each class. We can see that our extra learning step serves
its purpose since the accuracy at signature level jumps from
53.6% to about 80%. Moreover, we can also observe that
balancing the ”rejection” class can lead to improved results:
going down from 50% rejected signatures to 35% leads to a
gain of about 2% in accuracy because of the effects described
above.

Rejection rule Video Label Signature % Signatures
Accuracy Accuracy rejected

Reference 80.0% 53.6%
No Probability 86.4% 87.8% 50.4%

Estimates
Probability 86.4% 87.5% 38.5%
Estimates

(Thr: 0.25)
Probability 88.6% 85.9% 35.5%
Estimates

(Thr: 0.15)
Probability 87.9% 83.9% 31.2%
Estimates

(Thr: 0.05)

Table 2. Performance comparison for different rejection rules.
Dictionary size = 150, Sparsity T0 = 1, video labels obtained
by voting using the signatures of the video. The table gives
the video label classification accuracy (obtained after voting),
the signature classification accuracy and the proportion of sig-
natures rejectedby the classification.

We compare the proposed method with different algo-
rithms of the literature in the Table 3. We can see that our
method achieves good results. Even if the descriptors ob-
tained with the part-based detector alone only reach 80%, the
combination of the proposed descriptors and classification
method perform really well. The size of the codebook used in
our method is 150 compared to 4000 for [15] and 40 for [16]
even if the final dimension of the signatures is 1350. Speed
wise, the experiments were done on MATLAB so a signifi-
cant gain in speed is possible: the part-based human detector
was the limiting factor with about 0.5 frame per second on a



modern computer, once the parts are extracted we can com-
pute about 7 signatures per second. Results from [17, 18]
are given as a comparison: they use techniques different
from dictionary-based approach and show that the proposed
method is competitive.

Methods Accuracy
Dictionary based methods

H. Wang et al. [15] 85.6%
Q. Qiu et al. [16] 83.6%
T. Guha et al. [5] 83.8%
Proposed method 88.6%

Other methods
X. Wu et al. [17] 91.3%

H. Wang et al. [18] 88.0%

Table 3. Performance comparison for different features and
methods for the classification on UCF Sports action dataset.
Both dictionary-based and non dictionary-based methods are
presented.

4. CONCLUSION

Given a raw video as input, the proposed dictionary-based
action recognition method performs efficiently. Despite the
small dimension of the patches, we show that using localized
spatio-temporal volumes improves the results. We also in-
troduced a rejection-based classification method to select the
most descriptive signatures to select the labels. The method
has been tested on UCF sports action dataset with good re-
sults.

For future work, we are looking for a way to take into
account the evolution of the signatures extracted from suc-
cessive temporal blocks instead of treating them separately.
We are also working on more recent databases like UCF50.
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