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Abstract

A non-negativity preserving and well-balanced scheme that exactly preserves
all the steady states of the shallow water system, including the moving ones, is
proposed. In addition, the scheme must deal with vanishing water heights and
transitions between wet and dry areas. A Godunov-type method is derived by
using a relevant average of the source terms in order to enforce the required
well-balance property. A second-order well-balanced MUSCL extension is also
designed. Numerical experiments are carried out to check the properties of the
scheme and assess the ability to exactly preserve all the steady states.

Keywords: shallow-water equations, Godunov-type schemes, well-balanced
schemes, moving steady states
2000 MSC: 65M08, 65M12

1. Introduction

During the last two decades, numerous schemes have been derived to preserve
exactly (or, at least, accurately) the lake at rest. For instance, we refer the reader
to the previous work by Bermudez and Vasquez [3], and next to Greenberg
and LeRoux [24]. These works introduced the definition and the relevance of
the well-balanced procedure. Such approaches were extended by Gosse [21]
for nonlinear systems, by involving a nonlinear equation to be solved. More
recently, in [1], a simplification (by enforcing vanishing velocities) of the work
by Gosse [21] was proposed, yielding the so-called hydrostatic reconstruction
(see [8, 11, 15, 16, 27, 30, 31, 32] for related works).
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The steady states for the shallow-water equations with nonzero discharge
are known to be more delicate to exactly capture than the usual lake at rest.
The critical role played by these specific solutions was illustrated in [23], were
several benchmarks were exhibited. Next, in [21], a pioneer fully well-balanced
scheme was designed to deal with these sensitive steady states. This numerical
technique is based on a suitable resolution of the Bernoulli equation. Next,
several methods preserving the moving steady states were designed by involving
high-order accurate techniques (see [10, 33, 34, 39, 40]). More recently, in [4, 5],
the authors have proposed an extension of the work by Gosse [21] in order to
deal with Godunov-type schemes. Such Godunov-type schemes (see [18, 19]) are
based on approximate Riemann solvers, whose intermediate states are obtained
by solving a Bernoulli-type equation. This process allows the authors to get a
fully well-balanced scheme preserving the entropy stability. Since the resolution
of the Bernoulli-type equation is costly, in the present paper, we adopt a linear
formulation to deal with a general form of well-balanced states.

In the present paper, we propose a generic approach to provide a well-
balanced scheme. As a consequence, the objectives of the paper are to derive a
numerical scheme to approximate the solutions of the shallow-water equations,
and that satisfies the following properties:

1. exact preservation of all the steady states for the system with topography;

2. non-negativity preservation for the water height;

3. ability to model transitions between wet and dry areas.

The paper is organized as follows. First, we devote Section 2 to the study
of smooth steady states for the shallow-water equations with topography. Some
comments are also given to establish steady states with a dry/wet transition.
Afterwards, Section 3 is devoted to the construction of a Godunov-type scheme.
We then show a general procedure to obtain a well-balanced scheme for the
shallow-water equations with a source term on the discharge equation. At this
level, the definition of the source terms is not specified and the resulting scheme
depends on the source term discretization. To put it in other words, the well-
balance property is obtained according to the PDE governing the steady states.
Next, in Section 4, we fix the source term according to the topography, to get
a suitable discretization of this source term in order to exactly preserve the
steady states governed by the topography. An extension to apply the scheme to
dry/wet transitions is also designed. A second-order extension with a MUSCL
technique is then studied in Section 5, and we conclude the paper with numer-
ical experiments in Section 6. The paper is achieved in Section 7 by a brief
conclusion.

2. Steady states for the shallow-water equations with topography

2.1. The shallow-water model
This paper is devoted to designing a numerical scheme to approximate the

solutions of the shallow-water equations with topography. The model of interest
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is governed by the following system:




∂th+ ∂xq = 0,

∂tq + ∂x

(
q2

h
+

1

2
gh2

)
= −gh∂xZ. (2.1)

These equations describe the behavior of water in a one-dimensional channel
with a non-flat bottom. The modeled quantities are the water height h(x, t) ≥ 0
and its depth-averaged discharge q(x, t). The depth-averaged velocity u of the
water is such that q = hu. The constant g > 0 stands for the gravity, while the
function x 7→ Z(x) is the topography. We define the admissible states space by

Ω =
{
W = t(h, q) ∈ R2 ; h ≥ 0, q ∈ R

}
.

Let us note that the water height may vanish, which accounts for dry areas.
For the sake of simplicity in the notations, we rewrite (2.1) under the fol-

lowing condensed form:

∂tW + ∂xF (W ) = s(W ), W ∈ Ω, (2.2)

where

W =

(
h
q

)
, F (W ) =




q
q2

h
+

1

2
gh2


 , s(W ) =

(
0

−gh∂xZ

)
.

The homogeneous system deriving from canceling the source terms in (2.1)
turns out to be hyperbolic with characteristic velocities given by u− c and u+ c
(see [9, 20, 28] for instance), where c is the sound speed, defined by

c =
√
gh. (2.3)

2.2. Smooth steady states with positive water heights
In the present paper, we focus on the smooth steady state solutions of (2.2),

which thus satisfy ∂tW = 0. We assume a smooth topography, that is to say
continuous and differentiable in space. Such steady states are governed by the
following set of partial differential equations:





∂xq = 0,

∂x

(
q2

h
+

1

2
gh2

)
= −gh∂xZ. (2.4)

The first equation immediately imposes a constant discharge q = q0. The second
equation of (2.4) then becomes:

∂x

(
q2
0

h
+

1

2
gh2

)
= −gh∂xZ. (2.5)

This equation is a nonlinear ordinary differential equation, with unknown h.
From (2.5), we can extract solutions in specific cases. Some of them have been

3



extensively studied. For instance, by adopting q0 = 0 and assuming h > 0, we
recover the notable lake at rest steady state (see for instance [2, 8, 9, 12, 17, 24]),
defined by {

q = 0,
h+ Z = cst .

(2.6)

We now turn to the study of the equation (2.5) for q0 6= 0. Since functions
are smooth, we rewrite (2.5) under the following algebraic form:

∂x

(
q2
0

2h2
+ g (h+ Z)

)
= 0. (2.7)

Note that (2.7) is nothing but a statement of Bernoulli’s principle. Now, let us
consider a fixed x0 ∈ R. We introduce h(x0) = h0 and Z(x0) = Z0. For all
x ∈ R, integration (2.7) over (x0, x) provides

q2
0

2h2
+ g (h+ Z)− q2

0

2h2
0

− g (h0 + Z0) = 0. (2.8)

To shorten the notations, we set

ξ(h;Z, h0, q0, Z0) =
q2
0

2h2
+ g (h+ Z)− q2

0

2h2
0

− g (h0 + Z0) .

such that (2.8) rewrites

ξ(h;Z, h0, q0, Z0) = 0. (2.9)

Here, Z is effectively a parameter of the function ξ since the topography is not
an unknown of the problem.

Now, we study h = h(x), solution of (2.7), or equivalently (2.9), with ini-
tial condition h(x0) = h0. In order to exhibit the solutions of (2.9), we first
differentiate ξ with respect to h:

∂ξ

∂h
(h;Z, h0, q0, Z0) = − q

2
0

h3
+ g.

If h > hc, the function h 7→ ξ(h;Z, h0, q0, Z0) is strictly increasing, while if
h < hc, h 7→ ξ(h;Z, h0, q0, Z0) is a strictly decreasing function, with hc such
that ∂ξ

∂h (hc) = 0, given by

hc =

(
q2
0

g

)1�3

. (2.10)

To define solutions h ∈ R∗+ of (2.9), we evaluate the sign of ξ. After straight-
forward computations, this function is proven to satisfy the following limits:

• lim
h→+∞

ξ(h;Z, h0, q0, Z0) = +∞,

• lim
h→0+

ξ(h;Z, h0, q0, Z0) = +∞.
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Moreover, the function ξ is immediately shown to verify the following evaluation
for h = hc:

ξ(hc;Z, h0, q0, Z0) =
q2
0

2

(
3

h2
c

− 1

h2
0

)
+ g (Z − Z0 − h0) .

Equipped with these properties of ξ, we have the following statement.

Lemma 1. Assume h > 0 and q0 6= 0. Thus, hc > 0 according to (2.10), and
the following properties hold:

(i) If ξ(hc;Z, h0, q0, Z0) > 0, then there is no solution to the equation (2.9).

(ii) If ξ(hc;Z, h0, q0, Z0) = 0, then the equation (2.9) admits a unique so-
lution. This solution, h = hc, is a double root of the function h 7→
ξ(h;Z, h0, q0, Z0).

(iii) If ξ(hc;Z, h0, q0, Z0) < 0, then the equation (2.9) admits two distinct so-
lutions, hsup ∈ (0, hc) and hsub ∈ (hc,+∞).

Proof. The proof of this lemma relies on using all the properties of ξ we have
obtained above. We recall that ξ tends to infinity as h tends to 0 or infinity.
Moreover, the function ξ admits a unique minimum, reached for h = hc.

Equipped with these properties, the proofs of (i), (ii) and (iii) are obvious.
The proof is thus achieved.

Remark 1. Defining the Froude number as Fr = u/c, we have for steady states
Fr = q0/

√
gh3. Thus, hsub > hc corresponds to the subcritical case (Fr < 1)

while hsup < hc is to the supercritical solution (Fr > 1).

Remark 2. Assume that, for all x ∈ R, h(x) 6= hc. From (2.5), the derivative of
h with respect to x writes

∂xh =
h3∂xZ

h3
c − h3

.

Therefore, if the solution is subcritical, i.e. h(x) > hc, then the sign of ∂xh is
the opposite of the sign of ∂xZ, whereas, the sign of ∂xh is that of ∂xZ if the
solution is supercritical. These results are in accordance with the subcritical
and supercritical experiments presented in [23] for instance.

As a consequence, we have obtained the general form of steady states for the
shallow-water equations (2.1) assuming q0 6= 0 and h > 0.

2.3. Smooth steady states with dry areas
Now, we turn to the study of steady states with dry areas, that is to say

areas where the water height is zero. Indeed, the condition h = 0 does not imply
immediately that q = 0 since the velocity may be unbounded. The goal of this
subsection is to obtain a characterization of a steady state where such an area
is present.
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We begin by defining the kinetic energy in a wet area where h > 0, as follows:

E =
1

2
qu.

In order to recover some essential physical properties, the kinetic energy has to
be bounded, i.e.

‖E‖∞ < +∞. (2.11)

To study a dry/ wet transition, we recall that h, q and Z are continuous
differentiable functions, and introduce two points in R, xD and xW . Since h is
continuous, the dry zone is a closed or half-closed domain, and we denote by xD
a point on its boundary, such that h(xD) = 0. Moreover, we define xW such that
h(xW ) > 0. The three cases corresponding to this situation are displayed on
Figure 1. In all three cases, the point xD corresponds to the transition between
a wet area and a dry area.

xD xD xD

Figure 1: Graph of the height function in the three different configurations of dry/wet tran-
sitions.

For the sake of simplicity, we study the left case of Figure 1. Similar se-
quences of arguments can be applied to the other two cases. In this case, we
have xW > xD, and h is an increasing function.

Proposition 2. Assume the kinetic energy is bounded. Then, as soon as a dry
area is involved, smooth steady states must be at rest.

Proof. We begin by proving that q(xD) = 0. Assume that q(xD) 6= 0. For
xW > xD, we have q(xW ) = h(xW )u(xW ). Therefore, going to the limit as
xW tends to xD, we obtain |u(xW )| → +∞. However, since the kinetic energy
at point xW is E(xW ) = 1

2q(xW )u(xW ), the limit of the kinetic energy as xW
tends to xD is +∞. This result contradicts the boundedness assumption (2.11).
Therefore, we deduce that q(xD) = 0.

Now, for a steady state, the relation ∂xq = 0 holds. Since q(xD) = 0, we
obtain that q ≡ 0. Therefore, the only steady state with a dry/wet transition is
a steady state at rest, where q0 = 0. The proof is thus achieved.

3. A generic well-balanced scheme

We propose a generic strategy to derive numerical schemes that able to
exactly capture all the steady state solutions. To address such an issue, we
first briefly recall some important steps of the construction of a Godunov-type
scheme based on a two-state Riemann solver [25] (see also [9, 36]). Then, the
scheme is extended to the shallow-water equations with a general source term
in order to preserve the steady states.
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3.1. Godunov-type schemes
First, we introduce the discretization of space and time. Let ∆x be the space

step, assumed to be constant, and ∆t the time step. The space discretization
consists in cells (xi− 1

2
, xi+ 1

2
), of volume ∆x and centered at xi = xi− 1

2
+ ∆x

2 ,
for all i ∈ Z. Now, we assume known a piecewise constant approximation of
W (x, t) at time tn, denoted by W∆(x, tn) and defined, for all x ∈ (xi− 1

2
, xi+ 1

2
),

by W∆(x, tn) = Wn
i . In order to evolve this approximation in time, we sug-

gest a Godunov-type finite volume method. The scheme is obtained by setting
an approximate Riemann solver, denoted by W̃ (xt ;WL,WR), at each interface
xi+ 1

2
. This solver is designed in order to mimic the exact solution of a Riemann

problem for the initial system (2.1).
From now on, let us consider an approximate Riemann solver made of four

constant states, separated by three discontinuities. We define it as follows (see
Figure 2):

W̃
(x
t

;WL,WR

)
=





WL if x/t < λL,

W ∗L if λL < x/t < 0,

W ∗R if 0 < x/t < λR,

WR if x/t > λR,

(3.1)

where λL and λR denote some characteristic velocities, and W ∗L and W ∗R stand
for the intermediate states, to be detailed later. To enforce λL < 0 and λR >
0, we choose the following expressions of the characteristic velocities (see for
instance [35] and references therein), where c denotes the sound speed, defined
by (2.3):

λL = min (−|uL| − cL,−|uR| − cR,−ελ) ,

λR = max (|uL|+ cL, |uR|+ cR, ελ) ,
(3.2)

with ελ to be fixed in the numerical applications.

WL WR

λL λR
W ∗

L W ∗
R

x0

t

Figure 2: Structure of the chosen approximate Riemann solver.

Remark 3. Note that λL < 0 and λR > 0 even for the supercritical case, where
both velocities should have the same sign. Because of this choice, both in-
termediate states W ∗L and W ∗R are always considered. This is a very important
ingredient in the construction of the well-balanced approximate Riemann solver.

Equipped with W̃ , we determine the updated states Wn+1
i . Indeed, let us

introduce the juxtaposition of the approximate Riemann solvers stated at each
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interface (see Figure 3). Such a juxtaposition is denoted by W∆(x, tn + t), for
all t ∈ (0,∆t]. As a consequence, we have

∀x ∈ [xi, xi+1) , ∀t ∈ (0,∆t] , W∆(x, tn + t) = W̃

(
x− xi+ 1

2

t
;Wn

i ,W
n
i+1

)
.

(3.3)
Moreover, to prevent the waves from interacting, we impose the following CFL-
like condition:

∆t ≤ ∆x

2Λ
, where Λ = max

i∈Z

(
λLi+ 1

2
, λRi+ 1

2

)
. (3.4)

x

t

tn+1

tn
xixi− 1

2
xi+ 1

2

Wn
i

WR,∗
i− 1

2
WL,∗

i+ 1
2

λR
i− 1

2

λL
i+ 1

2

︷ ︸︸ ︷
W∆(x, tn+1)

Figure 3: The full Godunov-type scheme using the prescribed approximate Riemann solver.

We now defineWn+1
i as the average ofW∆(x, tn+∆t) over the cell (xi− 1

2
, xi+ 1

2
),

as follows:
Wn+1
i =

1

∆x

∫ x
i+1

2

x
i− 1

2

W∆(x, tn + ∆t)dx.

Arguing the definition (3.3) of W∆, we get:

Wn+1
i =

1

∆x

∫ 0

−∆x/2

W̃
( x

∆t
;Wn

i−1,W
n
i

)
dx

+
1

∆x

∫ ∆x/2

0

W̃
( x

∆t
;Wn

i ,W
n
i+1

)
dx.

(3.5)

Finally, from the definition (3.1) of the approximate Riemann solver W̃ , we have,
after straightforward computations and adopting clear notations, the following
expression of Wn+1

i :

Wn+1
i = Wn

i −
∆t

∆x

[
λLi+ 1

2

(
WL,∗
i+ 1

2

−Wn
i

)
− λRi− 1

2

(
WR,∗
i− 1

2

−Wn
i

)]
. (3.6)

Consequently, the scheme (3.6) is fully defined by giving explicit values to
the intermediate states WL,∗

i+ 1
2

and WR,∗
i+ 1

2

that ensure the scheme is consistent
and preserves all the steady states.
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3.2. A well-balanced approximate Riemann solver for general source terms
We are now interested in deriving generic well-balanced schemes, that is

to say schemes that preserve the steady states. Concerning the source term,
at this level, we do not specify the definition of s(W ) = t(0, S(W )). Thus,
S(W ) may represent the contribution of the topography and/or any other source
term on the discharge equation. The well-balanced scheme is obtained as soon
as relevant definitions of the intermediate states W ∗L = t(h∗L, q

∗
L) and W ∗R =

t(h∗R, q
∗
R) are prescribed. We remark that, to find such W ∗L and W ∗R, we need

four equations characterizing the four unknowns h∗L, h
∗
R, q

∗
L and q∗R. To address

such an issue, we look for intermediate states that enforce both consistency and
well-balancedness.

The generic non-conservative shallow-water system is given by




∂th+ ∂xq = 0,

∂tq + ∂x

(
q2

h
+

1

2
gh2

)
= S(W ).

(3.7)

Here, the steady states are governed by




q = q0,

∂x

(
q2
0

h
+

1

2
gh2

)
= S(W ).

(3.8)

We note that the ordinary differential equation (3.8) cannot be rewritten under
an algebraic form for any generic source term S(W ). However, in the specific
case of the topography source term, we can rewrite (3.8) as an algebraic relation.
For instance, the lake at rest is given by (2.6), and the moving steady states
are given by (2.7). Such an algebraic relation will allow us to obtain a relevant
numerical approximation of the source term.

Remark 4. If no algebraic relation is available, we can still derive a suitable
approximation of the generic source term S(W ) if it can be split into a sum of
source terms for which (3.8) rewrites under an algebraic form.

By the scheme (3.6), we observe that the solution is obviously stationary,
i.e. Wn+1

i = Wn
i for all i ∈ Z, if we have W ∗L = WL and W ∗R = WR. Therefore,

we will look for W ∗L and W ∗R such that W ∗L = WL and W ∗R = WR as soon as
WL and WR define a steady state. Here, the pair (WL,WR) is said to define a
steady state if the identity (3.8) is satisfied in a sense to be determined later.
Such intermediate states will enforce the well-balancedness of our scheme. To
that end, we state the following well-balance principle:

Principle (WB). The intermediate states W ∗L and W ∗R are such that W ∗L =
WL and W ∗R = WR as soon as WL and WR define a steady state.

9



3.2.1. Consistency
We introduce a necessary condition for the scheme to be consistent with

(3.7). We denote by WR
(
x
t ;WL,WR

)
the exact solution of the Riemann prob-

lem for (3.7). From [25], the consistency condition states that the average of the
approximate Riemann solver W̃ , defined by (3.1), over a cell has to be equal to
the average of the exact solution WR over the same cell. As a consequence, we
have to impose the following equality:

1

∆x

∫ ∆x/2

−∆x/2

W̃
( x

∆t
;WL,WR

)
dx =

1

∆x

∫ ∆x/2

−∆x/2

WR
( x

∆t
;WL,WR

)
dx. (3.9)

On the one hand, we rewrite the right-hand side of (3.9) as:

1

∆x

∫ ∆x/2

−∆x/2

WR
( x

∆t
;WL,WR

)
dx =

1

2
(WL +WR)− ∆t

∆x
(F (WR)− F (WL))

+
1

∆x

∫ ∆x/2

−∆x/2

∫ ∆t

0

s
(
WR

(x
t

;WL,WR

))
dt dx.

(3.10)
On the other hand, a direct computation of the integral in the left-hand side of
(3.9) yields:

1

∆x

∫ ∆x/2

−∆x/2

W̃
( x

∆t
;WL,WR

)
dx =

1

2
(WL +WR)

+ λL
∆t

∆x
(WL −W ∗L)− λR

∆t

∆x
(WR −W ∗R).

(3.11)
Recall that the first component of s(W ) is 0. Therefore, combining (3.10) with
(3.11), within (3.9), leads us to the following relations:

λRh
∗
R − λLh∗L = λRhR − λLhL − [q], (3.12a)

λRq
∗
R − λLq∗L = λRqR − λLqL −

[
q2

h
+

1

2
gh2

]

+
1

∆t

∫ ∆x/2

−∆x/2

∫ ∆t

0

S
(
WR

(x
t

;WL,WR

))
dt dx,

(3.12b)

where [X] = XR − XL. For the sake of simplicity, let us now introduce the
following notations:

(λR − λL)hHLL = λRhR − λLhL − [q], (3.13a)

(λR − λL)qHLL = λRqR − λLqL −
[
q2

h
+

1

2
gh2

]
. (3.13b)

Let us emphasize that hHLL and qHLL coincide with the well-known interme-
diate state introduced by Harten, Lax and van Leer in [25]. We remark that
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hHLL > 0 for large enough −λL and λR. Thanks to these notations, (3.12) can
be rewritten as follows:

λRh
∗
R − λLh∗L = (λR − λL)hHLL, (3.14a)

λRq
∗
R − λLq∗L = (λR − λL)qHLL

+
1

∆t

∫ ∆x/2

−∆x/2

∫ ∆t

0

S
(
WR

(x
t

;WL,WR

))
dt dx.

(3.14b)

After [4, 5], we now choose q∗L = q∗R, and we denote this value by q∗. We will
see later on that this choice allows the recovery of the required well-balance
property. Using q∗, we rewrite (3.14b) under the form

q∗ = qHLL +
1

λR − λL
1

∆t

∫ ∆x/2

−∆x/2

∫ ∆t

0

S
(
WR

(x
t

;WL,WR

))
dt dx. (3.15)

3.2.2. Well-balancedness parametrization
By adopting a non-explicit source term, given by S(W ), we have to introduce

two parameters, denoted S and q̃. These parameters are such that the solution
characterized by h∗L, h

∗
R and q∗ corresponds to a well-balanced one according

to (3.8), and a consistent one according to (3.14a) and (3.15). In the next
section, the source term will be chosen as the topography, and we will impose
the additional suitable algebraic relation to govern the steady states and thus
to find both additional parameters.

We begin by introducing a first parameter S. It is a consistent approximation
of the mean value of the source term S(W ), and it implicitly depends on WL

and WR. The approximation of the source term average is thus given by:

1

∆x

1

∆t

∫ ∆x/2

−∆x/2

∫ ∆t

0

S(W ) dt dx ' S. (3.16)

We now plug S into (3.15). As a consequence, we impose that the three un-
knowns h∗L, h

∗
R and q∗ satisfy the following two relations:

λRh
∗
R − λLh∗L = (λR − λL)hHLL, (3.17a)

q∗ = qHLL +
S∆x

λR − λL
. (3.17b)

A relevant definition of S is required in order to fully determine q∗. Suitable
expressions will be given in the next section for the specific case of varying
topography.

Before completing the system (3.17) to fully determine the intermediate
water heights h∗L and h∗R, let us assume that hL 6= 0 and hR 6= 0. We need
to specify discrete steady states associated to (3.8). Indeed, the left and right
states, WL and WR, define a steady state if the following relations hold:





qL = qR = q0, (3.18a)

q2
0

[
1

h

]
+
g

2

[
h2
]

= S∆x. (3.18b)

11



Such equations are nothing but a discretization of the steady relation (3.8). We
rewrite (3.18b) as follows:

α(hR − hL) = S∆x, where α =
−q2

0

hLhR
+
g

2
(hL + hR). (3.19)

Now, to complete the determination of the intermediate water heights, we
adopt an extension of the above relation, given by:

α(h∗R − h∗L) = S∆x, where α =
−q̃2

hLhR
+
g

2
(hL + hR), (3.20)

where we have introduced a parameter q̃(WL,WR) which must be such that
q̃ = q0 as soon as WL and WR define a steady state, i.e. as soon as the relations
(3.18) are verified.

Therefore, (3.17a) and (3.20) define the following linear system:
{
λRh

∗
R − λLh∗L = (λR − λL)hHLL,

α(h∗R − h∗L) = S∆x,

from which we deduce

h∗L = hHLL −
λRS∆x

α(λR − λL)
, (3.21a)

h∗R = hHLL −
λLS∆x

α(λR − λL)
. (3.21b)

3.3. Properties of the approximate Riemann solver
The goal of this subsection is to assert the properties verified by the ap-

proximate Riemann solver. The intermediate states have been chosen to yield
a consistent and well-balanced approximate Riemann solver. In addition, it is
possible to preserve the positivity of the water height while retaining the con-
sistency and well-balancedness of the scheme. Indeed, let us emphasize that the
definitions (3.21) do not ensure positive intermediate water heights. To address
such an issue, we follow the procedure proposed in [2] (see also [6]) and pre-
sented in Figure 4. It consists in enforcing the positivity of h∗L and h∗R, while
still ensuring that they satisfy the consistency relation (3.17a). To that end, we
introduce the parameter ε, given by

ε = min (hL, hR, hHLL) . (3.22)

Note that hL > 0, hR > 0 and hHLL > 0: hence ε > 0. If h∗L < ε, we
take h∗L = ε, and h∗R is chosen according to (3.17a), which guarantees h∗R > 0
(see Figure 4). A similar procedure is applied if h∗R < ε. After the correction
procedure, we have h∗L ≥ ε and h∗R ≥ ε.

We now state the expressions of the intermediate states, for given WL, WR,
S and q̃, with the positivity correction. The parameters S and q̃ will be defined

12



h∗L

h∗R

0
ε
ε

λRh
∗
R = λLh

∗
L + (λR − λL)hHLL

2

1

Figure 4: Procedure to ensure positive and consistent intermediate water heights, showing
the line given by the consistency equation (3.17a). If the point (h∗L, h

∗
R) is at position 1,

then h∗L and h∗R are not modified. However, if it is at position 2, we replace (h∗L, h
∗
R) with

(ε, (1− λL
λR

)hHLL + λL
λR

ε) according to (3.17a).

in the next section for a specific source term. The intermediate states of the
approximate Riemann solver are then given by W ∗L = t(h∗L, q

∗
L) and W ∗R =

t(h∗R, q
∗
R), with

α =
−q̃2

hLhR
+
g

2
(hL + hR), (3.23a)

q∗L = q∗R = q∗ = qHLL +
S∆x

λR − λL
, (3.23b)

h∗L = min

(
max

(
hHLL −

λRS∆x

α(λR − λL)
, ε

)
,

(
1− λR

λL

)
hHLL +

λR
λL

ε

)
,

(3.23c)

h∗R = min

(
max

(
hHLL −

λLS∆x

α(λR − λL)
, ε

)
,

(
1− λL

λR

)
hHLL +

λL
λR

ε

)
,

(3.23d)

where q∗ and α have respectively been defined in (3.17b) and (3.20), and the
quantities hHLL and qHLL are defined by (3.13).

Lemma 3. Assume hL and hR to be positive. Then, the intermediate states
W ∗L = t(h∗L, q

∗
L) and W ∗R = t(h∗R, q

∗
R) given by (3.23) satisfy the following prop-

erties:

(i) consistency: the quantities h∗L, h
∗
R, q

∗
L and q∗R satisfy the equations (3.17);

(ii) positivity preservation: h∗L ≥ ε and h∗R ≥ ε;

13



(iii) well-balancedness: W ∗L and W ∗R satisfy the property (WB).

Proof. Since ε is defined by (3.22), we obviously get the required property (ii).
Indeed, after (3.23), h∗L and h∗R stand for the minimum of quantities that are
greater than or equal to ε.

Next, let us set

h̃∗L = hHLL −
λRS∆x

α(λR − λL)
and h̃∗R = hHLL −

λLS∆x

α(λR − λL)
.

We immediately get the following identity:

λRh̃∗R − λLh̃∗L = (λR − λL)hHLL,

which means that the heights h̃∗L and h̃∗R satisfy the consistency relation (3.17a).
Since (3.17b) is obviously verified by q∗, the property (i) is established as soon as
h∗L and h∗R are proven to satisfy (3.17a). Assume that |λL| and |λR| are chosen
large enough to ensure hHLL > 0 with λL < 0 < λR. We have the following
three configurations.

• If h̃∗L ≥ ε and h̃∗R ≥ ε, then the relations (3.23) give h∗L = h̃∗L and h∗R = h̃∗R.

• If h̃∗L < ε, then from (3.23) we get h∗L = ε and h∗R =
(

1− λL

λR

)
hHLL+ λL

λR
ε.

• Similarly, if h̃∗R < ε, then we have h∗R = ε and h∗L =
(

1− λR

λL

)
hHLL+ λR

λL
ε.

We note that the consistency relation (3.17a) systematically holds and prop-
erty (i) is proven.

We now need to ensure that the positivity procedure, involving relations
(3.23c) and (3.23d), does not interfere with the well-balance property. In order
to prove the well-balancedness, we assume that WL and WR define a steady
state, given by (3.18), and we show that, in this case, W ∗L = WL andW ∗R = WR.
If h∗L = h̃∗L and h∗R = h̃∗R, the property (iii) holds by construction. Now, we
complete the proof as the intermediate states involve the water heights h∗L and
h∗R given by (3.23). From the definition (3.23b) of q∗ and the steady relations
(3.18) satisfied by WL and WR, we deduce

q∗ =
λRq0 − λLq0

λR − λL
− 1

λR − λL

[
q2
0

h
+

1

2
gh2

]
+

S∆x

λR − λL

= q0 −
1

λR − λL

(
q2
0

[
1

h

]
+
g

2

[
h2
]
− q2

0

[
1

h

]
− g

2

[
h2
])

= q0.

We now have to prove that h∗L = hL and h∗R = hR. First, let us compute S̄∆x
α

at the equilibrium using (3.18) and (3.20), to get:

S∆x

α
=

q2
0

[
1

h

]
+
g

2

[
h2
]

−q2
0

hLhR
+
g

2
(hL + hR)

= [h].
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We can then compute h̃∗L at the equilibrium, according to (3.21a):

h̃∗L =
λRhR − λLhL
λR − λL

− [q]

λR − λL
− λRS∆x

α(λR − λL)

=
λRhR − λLhL − λRhR + λRhL

λR − λL
= hL.

Similar computations with (3.21b) lead to h̃∗R = hR. Moreover, from the defini-
tion (3.22) of ε, we have hL ≥ ε and hR ≥ ε. Therefore h̃∗L ≥ ε and h̃∗R ≥ ε, and
we have h∗L = h̃∗L = hL and h∗R = h̃∗R = hR. This proves the (WB) property,
that is to say W ∗L = WL and W ∗R = WR as soon as WL and WR define a steady
state. This concludes the proof of the well-balancedness, and therefore Lemma 3
is established.

Equipped with the suitable intermediate states, we can assert the following
result concerning the full scheme (3.6).

Theorem 4. Consider Wn
i ∈ Ω∗ for all i ∈ Z, where Ω∗ is a restricted admis-

sible states space defined as follows:

Ω∗ =
{
W = t(h, q) ∈ R2 ; h > 0, q ∈ R

}
.

Assume that the intermediate states WL,∗
i+ 1

2

and WR,∗
i+ 1

2

are given, for all i ∈ Z,
by

WL,∗
i+ 1

2

=

(
h∗L(Wn

i ,W
n
i+1)

q∗(Wn
i ,W

n
i+1)

)
and WR,∗

i+ 1
2

=

(
h∗R(Wn

i ,W
n
i+1)

q∗(Wn
i ,W

n
i+1)

)
,

where q∗, h∗L and h∗R are given by (3.23b), (3.23c) and (3.23d), respectively.
Also, assume that the source term approximation S is consistent with the source
term S according to (3.16). Finally, assume that, as soon as (Wn

i )i∈Z defines
a steady state, S verifies (3.18b) and q̃ = q0. Then the Godunov-type scheme,
given by (3.6) under the CFL restriction (3.4), satisfies the following properties:

1. consistency with the shallow-water system (3.7);

2. positivity preservation: ∀i ∈ Z, Wn+1
i ∈ Ω∗;

3. well-balancedness: if (Wn
i )i∈Z defines a steady state, then ∀i ∈ Z, Wn+1

i =
Wn
i .

Proof. The consistency is a direct consequence of Lemma 3.
We turn to proving that ∀i ∈ Z, hn+1

i > 0 as soon as hni > 0. From Lemma 3,
we have hL,∗

i+ 1
2

≥ εni and hR,∗
i+ 1

2

≥ εni , where εni = min(hni , h
n
i+1, h

HLL
i+ 1

2

) and hHLL
i+ 1

2

is given by evaluating (3.13a) between states Wn
i and Wn

i+1. Since the scheme
under consideration is given by (3.5), hn+1

i turns out to be the sum of positive
quantities.
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We finally need to prove the well-balancedness of the scheme. Once again,
this property comes from Lemma 3. Indeed, let us consider that (Wn

i )i∈Z defines
a steady state. Therefore, ∀i ∈ Z, Wn

i and Wn
i+1 define a steady state, and

Lemma 3 gives WL,∗
i+ 1

2

= Wn
i and WR,∗

i+ 1
2

= Wn
i+1, which in turn yields Wn+1

i =

Wn
i for all i ∈ Z. This concludes the proof of Theorem 4.

Remark 5. Because of the arbitrary small parameter ε, introduced in (3.23)
to enforce the positivity of the intermediate water heights, the updated water
height never vanishes. In a specific section, devoted to dry/wet transitions, we
will present an extension of the scheme to deal with dry areas. At this level, we
reject vanishing water heights because of the definition of S as well as the term
S/α involved within the definitions (3.23) of h∗L and h∗R. As soon as the full
characterization of S is established, the scheme will be extended to allow ε = 0
in the definition (3.23).

4. Application to the topography source term

In this section, our concern is the derivation of both parameters S and q̃ in
order to complete the scheme (3.6). Here, we consider the topography source
term, i.e.

S = St = −gh∂xZ.
In this specific case, we shall denote these parameters St and q̃t.

4.1. Determination of the parameters
We begin by determining St. Let us recall that the steady states are governed

by the following PDE:

q2
0∂x

1

h
+
g

2
∂xh

2 = St. (4.1)

Since we are only considering the topography source term and smooth steady
states, (4.1) can be rewritten under the following algebraic form:

q2
0

2

[
1

h2

]
+ g[h+ Z] = 0. (4.2)

Consider WL and WR defining a steady state: the states WL and WR are
thus given by (3.18), and they must satisfy the algebraic relation (4.2). As a
consequence, WL and WR verify the following two identities:

q2
0

[
1

h

]
+
g

2

[
h2
]

= St∆x, (4.3a)

q2
0

2

[
1

h2

]
+ g[h+ Z] = 0. (4.3b)

The first identity (4.3a) corresponds to the generic steady relation applied to
the topography, while the second one (4.3b) is nothing but the algebraic relation
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specific to the topography source term. We exhibit the expression of St from
the above relations as follows. First, from (4.3b), we extract the expression of
q2
0 :

q2
0 = 2g[h+ Z]

h2
Lh

2
R

h2
R − h2

L

,

which is plugged into (4.3a). We then get the following definition of St:

St∆x =
g

2

[
h2
]
− 2g[h+ Z]

hLhR
hL + hR

,

which can be rewritten as follows:

St∆x = −2g[Z]
hLhR
hL + hR

+
g

2

[h]3

hL + hR
.

Let us emphasize that such a definition of the approximation of the topography
source term can be found in the literature. For instance, the reader is referred
to [4, 5] (see also [33] for related expressions).

Recall that an important ingredient in the consistency of the scheme is that
the source term approximation St be consistent with the actual source term
−gh∂xZ, assuming positive water heights. However, as underlined in [4, 5], St

is no longer consistent with zero when the topography is flat, i.e. [Z] = 0. In
order to recover the required consistency, we adopt the strategy proposed in
[4, 5]. We modify St as follows:

St∆x := St(hL, hR, ZL, ZR)∆x = −2g[Z]
hLhR
hL + hR

+
g

2

[h]3c
hL + hR

, (4.4)

where [h]c is a cutoff of [h] = hR − hL, defined as follows, with C a positive
constant that does not depend on ∆x:

[h]c =

{
hR − hL if |hR − hL| ≤ C ∆x,

sgn(hR − hL)C ∆x otherwise.

This new expression of St is consistent with the topography source term St and
ensures that the scheme is well-balanced according to smooth steady states.
Note that the expression of St given by (4.4) has been obtained by considering
WL and WR defining a steady state. Since this expression only depends on the
left and right states, it is relevant to extend it to the case where these states do
not define a steady state, and actually use this expression for all WL and WR.

To achieve the characterization of the scheme (3.6), we also need to define
the parameter q̃ introduced in (3.20). In fact, we can choose any expression for
q̃, as long as it ensures q̃ = q0 when WL and WR define a steady state. We
decide to use the following expression for q̃t:

q̃t = q∗, (4.5)

which yields, from (3.23a),

αt =
−(q∗)2

hLhR
+
g

2
(hL + hR) . (4.6)
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4.2. Extension to dry/wet transitions
We finally study how the approximate average St, as well as the term

St∆x/αt, behave when dealing with vanishing water heights. First, we make
the following assumption.

Assumption. When the height vanishes, so does the velocity.

This assumption allows us to state the following result, concerning the ap-
proximate topography source term.

Lemma 5. When hL or hR vanishes, the quantities St and St∆x/αt satisfy:

St∆x = −g (ZR − ZL)
hR + hL

2
and

St∆x

αt
= − (ZR − ZL) .

Proof. Assume that hL or hR vanishes. Therefore, from Proposition 2, we have
q0 = 0 as soon as WL and WR define a steady state. Thus, this steady state is
a lake at rest steady state, i.e. [h+ Z] = 0.

Now, to determine St, we assume that WL and WR define a steady state,
with q0 = 0. The above assumption ensures that uL = uR = 0. From (4.3a), we
obtain St∆x = g

2 [h2]. Plugging [h] = −[Z] into this equality, we get the above
expression of St∆x.

Now, recall the definition (4.6) of αt. In the context of this proof, we have
q∗ = q0 = 0, and then αt = g

2 (hL + hR) since uL = uR = 0. Therefore, we
immediately obtain St∆x/αt = −(ZR − ZL), which concludes the proof.

To handle the case where both hL and hR vanish (and thus qL = qR = 0), we
have to make sure that, in this case, q∗ = 0 and h∗L = h∗R = 0. This requirement
is met by taking St∆x = 0 and St∆x/α = 0 as soon as both hL and hR are
zero.

We can now state the following result, concerning the approximate Riemann
solver with non-negative water heights.

Lemma 6. The intermediate states (3.23), using St and q̃t respectively defined
by (4.4) and (4.5), satisfy the following properties:

(i) consistency with the shallow-water equations with topography (2.1);

(ii) the well-balancedness principle (WB).

Moreover, we have:

(iii) with ε > 0 given by (3.22), the positivity is preserved: if hL > 0, hR > 0
and hHLL > 0, then h∗L ≥ ε and h∗R ≥ ε;

(iv) with ε = 0, the non-negativity is preserved: if hL ≥ 0, hR ≥ 0 and
hHLL ≥ 0, then h∗L ≥ 0 and h∗R ≥ 0.
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Proof. For ε > 0, the proofs of (i), (ii) and (iii) are immediate. They come from
Lemma 3 as well as the results obtained in the current section. Now, assume
ε = 0. The intermediate states then rewrite:

q∗ = qHLL +
St∆x

λR − λL
, (4.7a)

h∗L = min

((
hHLL −

λRS
t∆x

αt(λR − λL)

)

+

,

(
1− λR

λL

)
hHLL

)
, (4.7b)

h∗R = min

((
hHLL −

λLS
t∆x

αt(λR − λL)

)

+

,

(
1− λL

λR

)
hHLL

)
, (4.7c)

with αt given by (4.6).
From Lemma 5, the above expressions are well-defined for all hL ≥ 0 and

hR ≥ 0. Moreover, these new intermediate states can be easily shown (see the
proof of Lemma 3) to satisfy properties (i), (ii) and (iv). Indeed, the proof of
the consistency stated Lemma 3 is preserved, and thus (i) holds. Then, (iv) is
a direct consequence of the fact that h∗L and h∗R are defined as the minimum of
non-negative quantities.

Finally, concerning (ii) with ε = 0, we assume that WL and WR define a
steady state according to (4.3). If hL > 0, hR > 0 and hHLL > 0, then we know
from Lemma 3 that W ∗L = WL and W ∗R = WR. Now, we assume that hL = 0.
Using Lemma 5, the definition (4.7a) immediately yields q∗ = q0. Moreover,
from (4.7b) and (4.7c), we get

h∗L =
λRhR
λR − λL

+
λR (ZR − ZL)

λR − λL
, (4.8a)

h∗R = min

(
λRhR
λR − λL

+
λL (ZR − ZL)

λR − λL
,

(
1− λL

λR

)
λRhR
λR − λL

)
. (4.8b)

Recall from the proof of Lemma 5 that, when hL or hR vanishes andWL andWR

define a steady state, we have [h+Z] = 0. Then, the relations (4.8) immediately
yield h∗L = 0 = hL and h∗R = hR. A similar sequence of arguments is used to
prove the well-balancedness when hR vanishes, or when both hL and hR are
zero.

Thus, the proof is achieved.

This lemma allows us to state the following result, that concerns the full scheme
(3.6).

Theorem 7. Consider Wn
i ∈ Ω for all i ∈ Z. Assume that the intermediate

states WL,∗
i+ 1

2

and WR,∗
i+ 1

2

are given, for all i ∈ Z, by

WL,∗
i+ 1

2

=

(
h∗L(Wn

i ,W
n
i+1)

q∗(Wn
i ,W

n
i+1)

)
and WR,∗

i+ 1
2

=

(
h∗R(Wn

i ,W
n
i+1)

q∗(Wn
i ,W

n
i+1)

)
, (4.9)

where q∗, h∗L and h∗R are given by (4.7). Then the Godunov-type scheme, given
by (3.6) under the CFL restriction (3.4), satisfies the following properties:
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1. consistency with the shallow-water system (2.1);

2. positivity preservation: ∀i ∈ Z, Wn+1
i ∈ Ω;

3. well-balancedness: if (Wn
i )i∈Z defines a steady state according to (4.3),

then ∀i ∈ Z, Wn+1
i = Wn

i .

Proof. The same arguments as used in the proof of Theorem 4, while using the
results of Lemma 6, yield the proof.

5. Second-order MUSCL extension

We devote this section to a second-order extension based on a MUSCL tech-
nique (for instance, see [37, 38, 28, 29, 35]). The purpose of this extension
is to increase the space and time accuracy of the scheme. It consists in us-
ing a piecewise linear reconstruction improved by a time correction, instead of
piecewise constant, in the Godunov-type scheme. In order to derive this second-
order scheme, we first need to rewrite the scheme (3.6) in order to exhibit the
numerical flux function and the source term contribution

5.1. Rewriting the scheme
The goal of this subsection is to rewrite the scheme (3.6), with intermediate

states given by (4.7), under the form proposed above. After straightforward
computations (see for instance [25]), the scheme (3.6) can be rewritten as

Wn+1
i = Wn

i −
∆t

∆x

(
fni+ 1

2
− fni− 1

2

)
+

∆t

2

(
sni+ 1

2
+ sni− 1

2

)
.

The quantities fn
i+ 1

2

and sn
i+ 1

2

denote numerical approximations of the flux and
source term, respectively, at the interface xi+ 1

2
. They are defined by

fni+ 1
2

=

(
(fh)n

i+ 1
2

(fq)n
i+ 1

2

)
and sni+ 1

2
=

(
0

(St)n
i+ 1

2

)
. (5.1)

Here, adopting clear notations, (St)n
i+ 1

2

is given by:

(St)ni+ 1
2

= St
(
hni , h

n
i+1, Zi, Zi+1

)
, (5.2)

where St is defined by (4.4). The scheme then reads as follows:

hn+1
i = hni −

∆t

∆x

(
(fh)ni+ 1

2
− (fh)ni− 1

2

)
,

qn+1
i = qni −

∆t

∆x

(
(fq)ni+ 1

2
− (fq)ni− 1

2

)
+

∆t

2

(
(St)ni+ 1

2
+ (St)ni− 1

2

)
,

where the approximate fluxes are defined by (5.1) and

fni+ 1
2

= f(Wn
i ,W

n
i+1) =

1

2

(
F (Wn

i ) + F (Wn
i+1)

)

+
λL
i+ 1

2

2

(
WL,∗
i+ 1

2

−Wn
i

)
+
λR
i+ 1

2

2

(
WR,∗
i+ 1

2

−Wn
i+1

)
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5.2. The MUSCL procedure
Equipped with the numerical flux function and the source term contribu-

tion, we can state the MUSCL procedure. Consider w ∈ {h, q, h + Z}. The
reconstruction is carried out by replacing the constant state wni with a linear
approximation, given in each cell (xi− 1

2
, xi+ 1

2
) by

wni (x) = wni + (x− xi)σni ,

where σni is the slope of the linear reconstruction, defined by

σni = minmod

(
wni+1 − wni

∆x
,
wni − wni−1

∆x

)
.

We have applied a limiter to this slope to improve the stability of the scheme.
Here, we have chosen the minmod limiter (the reader is referred for instance
to [29] for more details regarding the use of slope limiters and a wider range of
limiters). The reconstruction of wni at the interfaces within the cell (xi− 1

2
, xi+ 1

2
)

is then given by

w−i := wni

(
xi −

∆x

2

)
= wni −

∆x

2
σni , (5.3a)

w+
i := wni

(
xi +

∆x

2

)
= wni +

∆x

2
σni . (5.3b)

The reconstructed value of Z at the interfaces is finally obtained from the values
of h+ Z and h.

Therefore, the updated states are given by the following scheme:

Wn+1
i = Wn

i −
∆t

∆x

(
f(W+

i ,W
−
i+1)− f(W+

i−1,W
−
i )
)
+

∆t

2

(
sni+ 1

2
+ sni− 1

2

)
, (5.4)

where the source term contributions sn
i+ 1

2

and sn
i− 1

2

use the following approxi-
mation of the source term instead of (5.2):

(St)ni+ 1
2

= St
(
h+
i , h

−
i+1, Z

+
i , Z

−
i+1

)
.

Finally, the scheme’s time accuracy is improved by the use of the classical
Heun’s method (see [22]).

5.3. The well-balance property
Because of the reconstruction step (5.3), it is worth noting that the designed

MUSCL scheme is not well-balanced. We therefore use a MOOD-like technique
(see [13] for an overview of such techniques, and [7] for more recent applications)
to restore this essential property. Consider that Wn

i and Wn
i+1 define a steady

state. At this level, the MUSCL scheme provides a second-order approximation
of this steady state, while the first-order well-balanced scheme previously derived
exactly captures such a state.
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Therefore, we suggest to introduce a convex combination between the recon-
structed state and the non-reconstructed one (see [26] for related work). As a
consequence, we adopt the following reconstruction:

w−i = (1− θni )wni + θni

(
wni −

∆x

2
σni

)
= wni −

∆x

2
σni θ

n
i , (5.5a)

w+
i = (1− θni )wni + θni

(
wni +

∆x

2
σni

)
= wni +

∆x

2
σni θ

n
i , (5.5b)

where 0 ≤ θni ≤ 1 is the parameter of the convex combination. Note that the
states are not reconstructed if θni = 0, while the full MUSCL scheme is obtained
by taking θni = 1.

The objective is now to propose a suitable process to define the parameter
θni . In order to have a relevant definition of θni , we first define

∆ψni+ 1
2

=
(qni+1)2

hni+1

− (qni )2

hni
+
g

2

(
(hni+1)2 − (hni )2

)
−∆xSti+ 1

2
,

where Sti+ 1
2
= St(hni , h

n
i+1, Zi, Zi+1), with St defined by (4.4). Note that this

quantity turns out the be a residue that governs steady states, according to
(4.3). As a consequence, ∆ψn

i+ 1
2

vanishes when Wn
i and Wn

i+1 define a steady
state. Next, we define a function to evaluate the deviation with respect to the
equilibrium as follows:

ϕni =

∥∥∥∥∥

(
qni − qni−1

∆ψn
i− 1

2

)∥∥∥∥∥
2

+

∥∥∥∥∥

(
qni+1 − qni
∆ψn

i+ 1
2

)∥∥∥∥∥
2

,

which vanishes when Wn
i−1, Wn

i and Wn
i+1 define a steady state. Equipped with

ϕni , the parameter of the convex combination θni is defined for someM > m > 0
as follows (see Figure 5):

θi =





0 if ϕni < m∆x

ϕni −m∆x

M∆x−m∆x
if m∆x ≤ ϕni ≤M ∆x

1 if ϕni > M ∆x.

(5.6)

Such a definition ensures that the first-order well-balanced scheme is used
if the equilibrium error ϕni is small enough. Moreover, the MUSCL scheme is
used if the states are far from defining a steady state, i.e. ϕni is large enough.
In addition, the closer the states are to the equilibrium, the more the convex
combination will favor the first-order well-balanced scheme.

6. Numerical experiments

Numerical simulations are now carried out to test the scheme devised in the
previous sections. We first check that the scheme preserves lake at rest steady
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m∆x M∆x

θi

ϕi

Figure 5: Graph of θi with respect to ϕi, according to (5.6).

states. Then, we assess the well-balancedness of the scheme by studying moving
steady states. Finally, we present a 2D experiment to provide an error analysis
of the scheme. One purpose of these numerical tests is to compare the proposed
scheme (3.6) - (4.9) (denoted WBt from now on) with two classical schemes:
the HLL scheme (see [25]) and the hydrostatic reconstruction (HR) scheme (see
[1]).

Assuming N discretization cells, we compute the L1, L2 and L∞ errors for
a bounded function w using the following expressions:

L1 :
1

N

N∑

i=1

|wi − wexi | ; L2 :

√√√√ 1

N

N∑

i=1

(wi − wexi )
2

; L∞ : max
1≤i≤N

|wi − wexi |,

where wi and wexi are respectively the approximate and the exact solution at
cell i and at the final physical time tend. We recall that the time step ∆t is
given by the CFL condition (3.4):

∆t ≤ ∆x

2Λ
, where Λ = max

i∈Z

(
λLi+ 1

2
, λRi+ 1

2

)
.

The constants will be chosen according to Table 1.

Constant Equation Value
g (2.1) g = 9.81
ελ (3.2) ελ = 10−10

ε (3.23) ε = 0

Table 1: Values of the constants within the numerical experiments.

6.1. Steady states at rest
The first numerical experiments we showcase are steady states at rest, i.e.

lake at rest steady states governed by (2.6). The first two experiments concern
wet steady states at rest, with a continuous or discontinuous topography. The
third experiment is a steady state at rest with a transition between wet and
dry areas, with a discontinuous topography. The topography Z is different for
each experiment, and will be provided for each test case. The initial data are
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h(x) = max(1 − Z(x), 0) and q(x) = 0, and the space domain is [0, 1]. In all
these lake at rest experiments, we set C = +∞. The errors are presented at
the physical time tend = 1s. We chose to carry out these experiments with 200
discretization cells.

6.1.1. Wet lake at rest experiments
We here propose two different wet configurations. The first one involves

a continuous topography, given by Zc(x) = max(0, 0.5 − 2|x − 0.5|), while we
consider a discontinuous topography Zd(x) = 1[ 12 ,1](x) for the second one.

h q

L1 L2 L∞ L1 L2 L∞

HLL 5.09e-05 4.36e-04 5.04e-03 6.72e-03 9.56e-03 1.56e-02
HR 0 0 0 0 0 0
WBt 1.11e-18 1.11e-17 1.11e-16 0 0 0

Table 2: Height and discharge errors for the wet steady state at rest with continuous topog-
raphy Zc.

h q

L1 L2 L∞ L1 L2 L∞

HLL 2.47e-03 1.30e-02 1.33e-01 6.46e-03 3.48e-02 3.70e-01
HR 0 0 0 0 0 0
WBt 0 0 0 0 0 0

Table 3: Height and discharge errors for the wet steady state at rest with discontinuous
topography Zd.

Both these experiments show that both the HR and WBt schemes exactly
capture these wet configurations of a lake at rest, while the HLL scheme is only
first-order accurate.

6.1.2. Lake at rest with a dry/wet transition
Here, we focus on a lake at rest with a transition between a wet area and a

dry area. The topography function is now Z(x) = max(0, 2x− 0.5)1[0.5,1](x).
As in the previous examples, the WBt scheme and the HR scheme allow the

preservation of the lake at rest, even with dry/wet interfaces. On the contrary,
the HLL scheme provides a poor first-order approximation.

6.2. Moving steady states
We now assess the scheme’s ability to preserve steady states with a nonzero

discharge.
Two experiments, deriving from Goutal and Maurel’s test cases, are carried

out. These experiments, the subcritical flow and the transcritical flow without
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h q

L1 L2 L∞ L1 L2 L∞

HLL 2.35e-03 1.38e-02 1.32e-01 5.82e-03 3.55e-02 3.74e-01
HR 0 0 0 0 0 0
WBt 0 0 0 0 0 0

Table 4: Steady state at rest with discontinuous topography and a dry/wet transition.

shock, are presented in [23], and will be respectively named GM1 and GM2.
The space domain is 0 < x < 25 and the topography is given by Z(x) =(
0.2− 0.05(x− 10)2

)
+
. The boundary conditions for these test cases are given

hereafter, with the values of q0 and h0 depending on the experiment studied:

• on the left boundary, the water height follows a homogeneous Neumann
boundary condition and the discharge is set to some q0;

• on the right boundary, the water height is set to a prescribed value h0 when
the flow is subcritical (and a homogeneous Neumann boundary condition is
prescribed otherwise) and the discharge follows a homogeneous Neumann
boundary condition.

In addition, the initial conditions are h + Z = h0 and q = 0 throughout the
domain. The values of q0 and h0 are:

• GM1: q0 = 4.42m3/s and h0 = 2m;

• GM2: q0 = 1.53m3/s and h0 = 0.66m.

Both of these test cases present a transient state followed by a steady state, with
uniform discharge q0. The steady state should be exactly obtained by the fully
well-balanced scheme WBt. For GM1, the final physical time is tend = 500s and
C = +∞. For GM2, the final physical time is tend = 125s and C = 2.5. We
have elected to use 200 discretization cells.

For both these experiments, note that q = q0 and that the steady state
equation (2.7) is verified. This equation is nothing but a statement of Bernoulli’s
principle, and can be rewritten:

q2
0

2h2
+ g (h+ Z) = H,

where H is uniform throughout the domain, and is usually called the total head
(see [23] for instance). As a consequence, to evaluate the well-balancedness of
the scheme, we compute the error to the uniform discharge q0, as well as the
error to the total head.

6.2.1. Comparison with other schemes
To assess the relevance of the WBt scheme, we compare it with the HR and

the HLL schemes on these moving steady states experiments. The results of the
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WBt scheme are displayed in Figures 6 - 7 and the comparison with the HR
and HLL schemes are presented in Tables 5 - 6.

Figure 6: Left panel: free surface and topography for the subcritical flow test case. Right
panel: errors for the subcritical flow; the solid line is the total head error and the dashed line
is the discharge error.

H q

L1 L2 L∞ L1 L2 L∞

HLL 8.24e-03 1.19e-02 7.41e-02 4.31e-03 1.22e-02 5.19e-02
HR 1.32e-02 1.97e-02 7.48e-02 2.37e-03 6.74e-03 2.74e-02
WBt 1.18e-13 1.25e-13 1.53e-13 6.65e-14 6.99e-14 8.26e-14

Table 5: Total head and discharge errors for the subcritical flow experiment.

Figure 7: Left panel: free surface and topography for the transcritical flow test case. Right
panel: errors for the transcritical flow; the solid line is the total head error and the dashed
line is the discharge error.

Both HLL and HR schemes are shown to provide a first-order approximation
of these moving steady states. However, the proposed WBt scheme allows an
exact preservation (i.e. up to the machine precision) of such moving steady
states. Moreover, the WBt scheme recovers these steady states after a transient
state, even if the steady state is not prescribed as initial condition.

6.2.2. Comparison with the MUSCL scheme
Now, we compare the first-order WBt scheme with the second-order one,

with or without the well-balance correction. The results obtained with 200
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H q

L1 L2 L∞ L1 L2 L∞

HLL 2.72e-02 3.50e-02 7.45e-02 1.54e-03 6.16e-03 3.70e-02
HR 4.79e-02 6.07e-02 8.12e-02 8.28e-04 3.30e-03 1.82e-02
WBt 1.67e-14 2.13e-14 4.26e-14 1.47e-14 1.58e-14 2.04e-14

Table 6: Total head and discharge errors for the transcritical flow experiment.

discretization cells are shown in Tables 7 - 8. The MUSCL scheme refers to
the scheme (5.4) - (5.5) without the well-balancedness correction, i.e. m = 0
and M = 0. The hybrid version, denoted θ-MUSCL, is given by (5.4) - (5.5)
with the well-balancedness correction. In the numerical experiments, we choose
m = 10−10 and M = 5.10−1.

H q

L1 L2 L∞ L1 L2 L∞

WBt 1.18e-13 1.25e-13 1.53e-13 6.65e-14 6.99e-14 8.26e-14
MUSCL 1.32e-03 4.07e-03 3.38e-02 2.36e-04 9.92e-04 8.27e-03
θ-MUSCL 9.32e-14 1.08e-13 1.56e-13 5.51e-14 5.75e-14 8.88e-14

Table 7: Total head and discharge errors for the subcritical flow experiment.

H q

L1 L2 L∞ L1 L2 L∞

WBt 1.67e-14 2.13e-14 4.26e-14 1.47e-14 1.58e-14 2.04e-14
MUSCL 2.44e-03 5.43e-03 4.47e-02 2.55e-04 8.21e-04 5.75e-03
θ-MUSCL 4.94e-14 5.19e-14 6.93e-14 4.22e-14 4.50e-14 5.44e-14

Table 8: Total head and discharge errors for the transcritical flow experiment.

Tables 7 and 8 show that the correction of the MUSCL scheme indeed recov-
ers the well-balance property of the first-order scheme. Without this correction,
the MUSCL scheme is not exact for these moving steady states, and the accuracy
is reduced to a second-order one.

6.3. 2D steady vortex
The proposed WBt scheme is exact for 1D stationary solutions. Therefore,

the order of accuracy of the scheme would have to be tested on a smooth un-
stationary exact solution of the shallow-water equations with topography. To
the extent of our knowledge, there is no such solution referenced. We turn to
a two-dimensional experiment, by considering the steady vortex (see [14]), to
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assess the order of accuracy of the scheme. Indeed, the scheme is exact for all
the steady states in the x and y directions, but the question of the preservation
of a fully 2D steady state arises.

Let us state the shallow-water equations with topography in two dimensions:




∂th+ ∂xhu+ ∂yhv = 0,

∂thu+ ∂x

(
hu2 +

1

2
gh2

)
+ ∂y (huv) = −gh∂xZ,

∂thv + ∂x (huv) + ∂y

(
hv2 +

1

2
gh2

)
= −gh∂yZ,

where h(x, y, t) is the water height, u(x, y, t) and v(x, y, t) respectively repre-
sent the water velocities in the x and y directions, and Z(x, y) is the smooth
topography.

For the steady vortex experiment, the space domain is [−3, 3]× [−3, 3]. The
topography is defined by Z(x, y) = 0.2e0.5(1−r2), where r2 = x2 + y2. The exact
solution is given by

h(x, y) = 1− 1

4g
e2(1−r2)−Z(x, y) ; u(x, y) = ye1−r2 ; v(x, y) = −xe1−r2 .

The exact solution is chosen as the initial condition, and is prescribed as the
boundary conditions. This exact solution is displayed on Figure 8.

Figure 8: Exact solution for the steady vortex experiment. Left panel: free surface. Right
panel: velocity norm (the flow is clockwise).

We use a uniform Cartesian mesh of N square cells, whose edges are of length
∆x. We take the final time tend = 1s. The time step ∆t is given by the following
CFL-like condition:

∆t ≤ ∆x

4Λ
, where Λ = max

i∈Z

(
λLi+ 1

2
, λRi+ 1

2

)
.
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We take C = +∞. For the θ-MUSCL scheme, we take m = 0 and M = 0. The
accuracy assessment of both schemes is presented in Tables 9 - 10 - 11 - 12.
Note that only the x-discharge error is presented. Indeed, the y-discharge error
is very similar to the x-discharge error, and the orders of accuracy are the same.

N L1 L2 L∞

1024 6.37e-03 — 1.61e-02 — 1.19e-01 —
4096 4.31e-03 0.74 1.08e-02 0.74 7.88e-02 0.75
16384 2.58e-03 0.83 6.43e-03 0.84 4.58e-02 0.86
65536 1.43e-03 0.91 3.54e-03 0.91 2.45e-02 0.93
262144 7.52e-04 0.95 1.86e-03 0.95 1.27e-02 0.97

Table 9: First-order scheme, height error.

N L1 L2 L∞

1024 3.90e-02 — 6.72e-02 — 3.00e-01 —
4096 2.42e-02 0.81 4.14e-02 0.81 1.88e-01 0.80
16384 1.37e-02 0.89 2.35e-02 0.88 1.10e-01 0.86
65536 7.29e-03 0.94 1.26e-02 0.93 6.05e-02 0.91
262144 3.77e-03 0.97 6.54e-03 0.96 3.20e-02 0.95

Table 10: First-order scheme, x-discharge error.

Tables 9 and 10 show the proposed WBt scheme does not exactly preserve
the steady vortex, but delivers a first-order approximation of the exact solution.

N L1 L2 L∞

1024 2.41e-03 — 7.55e-03 — 5.52e-02 —
4096 6.65e-04 1.81 2.14e-03 1.77 1.68e-02 1.64
16384 1.71e-04 1.95 5.44e-04 1.96 5.00e-03 1.68
65536 5.25e-05 1.63 1.38e-04 1.97 1.40e-03 1.79
262144 1.99e-05 1.32 3.71e-05 1.86 3.77e-04 1.85

Table 11: Second-order scheme, height error.

Similarly, Tables 11 and 12 show that the θ-MUSCL scheme preserves the
steady vortex up to a second-order approximation.

7. Conclusion

In this work, we have proposed ways to obtain smooth steady states for the
shallow-water equations with topography. We have derived a scheme for this
system that is well-balanced, positivity-preserving and allows dry/wet transi-
tions. We have also obtained a well-balanced second-order MUSCL extension
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N L1 L2 L∞

1024 1.33e-02 — 2.27e-02 — 1.04e-01 —
4096 3.55e-03 1.87 6.08e-03 1.87 3.26e-02 1.60
16384 8.93e-04 1.99 1.60e-03 1.91 1.09e-02 1.49
65536 2.25e-04 1.99 4.13e-04 1.93 3.25e-03 1.68
262144 5.93e-05 1.89 1.06e-04 1.95 9.86e-04 1.65

Table 12: Second-order scheme, x-discharge error.

for this scheme. Several numerical experiments have been performed in order to
exhibit the relevant properties of this scheme, which is shown to exactly recover
the steady states, both at rest and moving.

The question of the stability of the scheme is not raised in the present paper.
The choice (3.2) of the characteristic velocities has been made to ensure that
the scheme be viscous, which allows us to postpone the study of the stability.
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