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A Dual-user Teleoperation System with Online Authority Adjustment for Haptic Training

Fei Liu, Arnaud Lelevé, Damien Eberard and Tanneguy Redarce

Abstract—This paper introduces a dual-user teleoperation system for hands-on medical training. A shared control based architecture is presented for authority management. In this structure, the combination of control signals is obtained using a dominance factor. Its main improvement is Online Authority Adjustment (OAA) : the authority can be adjusted manually/automatically during the training progress. Experimental results are provided to validate the performances of the system.

INTRODUCTION

Over the last few decades, medical robotic systems have been studied more specifically to perform clinical assistance [1]. Of the various research topics in this field, bilateral teleoperation is intensively tackled. It enables operators to get the feeling of the remote environment by means of force feedback. It has been used in many applications such as Minimally Invasive Surgery (MIS) [2] but also for medical training systems [3].

Dual-user teleoperation is an extension of the traditional bilateral system, which features two users working collaboratively and simultaneously on a shared remote environment. In a hands-on training context, the trainer and the trainee can thus interact remotely with each other. A typical dual-user training system is shown in Fig. 1.

![Fig. 1. Scheme of a dual-user teleoperation system](image)

Different architectures have been proposed for dual-user teleoperation systems. The shared control based structure has been mostly developed in [4], [5], [6], [7]. These systems provide haptic feedback to surgeons (masters) through haptic devices such as those depicted in Fig. 1.

The main idea of this architecture is to share the control authority of each user over the slave robot according to a dominance factor ($\alpha \in [0, 1]$). When $\alpha = 1$ (resp. 0), the trainer (resp. trainee) has full authority on the trainee’s (resp. trainer’s) device and the slave. When $0 < \alpha < 1$, both users share the slave control with a dominance (over the other user) which is function of $\alpha$. The control authority shared between the users is chosen according to their relative level of skills and experience.

For our particular application of surgical training, we needed to design a system enabling leader-follower modes with online authority adjustment behaviors. Suppose a novice is trained from the beginning step by step by a mentor. At first, the trainer sets the system in training mode, which implies that the trainer is the leader while the trainee is the follower. The trainer performs and shows the right trajectories to complete a manual predefined task which involves for the slave to get into contact with the environment. During this demonstration, the trainer is given full force feedback from the slave. Meanwhile, the trainee follows the motion of the trainer on his own haptic device.

During the training progress, the control authority can be shifted towards the trainee ($0 < \alpha < 1$) by way of online settings. The trainer can therefore guide the trainee to perform tasks based on shared control authority. Both of them get then a weighted force feedback from the environment.

Once the trainee is sufficiently trained, the control authority is fully assigned to him. In case of emergency (for instance, when the trainee deviates from the right motion, which is risky for the virtual patient), the trainer, by reflex, rectifies the trajectory with its own device which automatically and instantaneously switches back the control authority towards him. The trainee can thus quickly feel the reaction of his mentor and be aware of his own bad movements. The trainer decides later to switch back the authority to the trainee by pressing a dedicated button on the haptic device.

This kind of training system requires online authority adjustment behaviors without disturbing the stability and performance. Only a few papers have considered about this issue despite its importance. In [8], the control authority is adaptively adjusted according to the trainee’s expertise. The Virtual Fixtures (VF) incorporated in the system are used as a quantitative measure to evaluate the performance of the trainee. However they require to indicate the maximum desired level of authority of the trainee over the task at first; de facto, the trainer can not change the desired level of authority during the training progress. In [9], the aforementioned shared control authority management is used with a time-varying dominance factor. Still, the proposed method necessitates a bounded first-derivative for the dominance
factor $\alpha(t)$. This involves that it should be designed as a derivable function: this constrains the cases of emergency when the authority needs to be switched suddenly.

In this paper, we study a dual-user haptic training system combined with shared control concept. The Online Authority Adjustment (OAA) is proposed with manual and automatic behaviors. The passivity of the system is preserved using port-Hamiltonian approach. Next section introduces the structure of this system while section II details the OAA mechanism. Section III presents some experiments.

I. SHARED CONTROL BASED DUAL-USER TELEOPERATION

In this section, we introduce a shared control dual-user training system as shown in Fig. 2.

A. Port-Hamiltonian Approach

In [10], the port-Hamiltonian approach has been introduced for system dynamic modeling. This approach has been applied both for modeling and controlling bilateral teleoperation system in [11], [12]. It allows to keep track and to control its energy flows. From the point of view of control, one of the advantages of this approach is that the Hamiltonian function, which is usually formed as a Lyapunov function explicitly appears in the dynamics of the system.

The Intrinsically Passive Controller (IPC) formed within Port-Hamiltonian representation, firstly proposed in [13], is passive by itself whatever the values of its parameters. By linking the IPC controller and the master robot through a power-conserving interconnection, one obtains a passive system, whatever the characteristics of the system and the controller parameters. This provides a natural robustness and leaves freedom to tune its parameters for performance and global transparency. In our dual-user system, we use IPC controllers for compliant motion tasks on both masters and the slave.

B. Shared Control Based Architecture

In order to manage the control authority, three Dirac structures (see [14]) are inserted between the IPC controllers, named $D_{m_1}$, $D_{m_2}$ and $D_s$. Three dominance factors $\alpha, \beta_1, \beta_2 \in [0, 1]$ are introduced to achieve the goal of shared control. As the efforts (forces) and flows (velocities) follow power-conserving interconnection (skew-symmetric representation, see [14]), the behavior of these Dirac structures is passive and lossless. The formulation of $D_{m_1}$, $D_{m_2}$ and $D_s$ as input-output matrices is:

$$
\begin{align*}
D_{m_1} : \begin{pmatrix}
\dot{\theta}_{r_1} \\
\dot{y}_1
\end{pmatrix} &= \begin{pmatrix} 0 & \alpha & 1 - \alpha \\ -\alpha & 0 & 0 \end{pmatrix} \begin{pmatrix} T_{r_1} \\ \dot{\theta}_{s_1} \end{pmatrix} \\
D_{m_2} : \begin{pmatrix}
\dot{\theta}_{r_2} \\
\dot{y}_2
\end{pmatrix} &= \begin{pmatrix} 0 & 1 - \alpha & \alpha \\ -\alpha & 0 & 0 \end{pmatrix} \begin{pmatrix} T_{r_2} \\ \dot{\theta}_{s_2} \end{pmatrix} \\
D_s : \begin{pmatrix}
\dot{\theta}_{s_1} \\
\dot{\theta}_{s_2}
\end{pmatrix} &= \begin{pmatrix} 0 & 0 & \beta_1 \\ 0 & 0 & 1 - \beta_2 \end{pmatrix} \begin{pmatrix} T_{s_1} \\ T_{s_2} \end{pmatrix}
\end{align*}
$$

The relationships between $\alpha$ and $\beta_1, \beta_2$ are defined as,

$$
\beta_1 = \begin{cases} 
\alpha, & \alpha = 1, 0 < \alpha < 1 \\
1, & 0 < \alpha < 1 
\end{cases}, \quad \beta_2 = \begin{cases} 
\alpha, & \alpha = 1, 0 \\
0, & 0 < \alpha < 1 
\end{cases}
$$

Thus, we obtain three modes by changing the dominance factor $\alpha$: training mode $(\alpha = 1)$, guidance mode $(0 < \alpha < 1)$ and evaluation mode $(\alpha = 0)$. Notice that the modulated flow source $MSf$ is associated with a velocity signal which is equal to $\dot{\theta}_{r_s}$. It is demonstrated (not in this paper for space reason) that these flow sources preserve the passivity of the system as long as both operators and the environment are passive, which is a common assumption in the literature.

II. ONLINE AUTHORITY ADJUSTMENT

In this section, we propose Online Authority Adjustment (OAA) with manual and automatic behaviors. It is an important function during the training progress, for example when emergency situations.

---

Fig. 2. Global scheme of our dual-user training system. The structure inside the blue solid line is the shared control based architecture.
A. Manual OAA

The trainer can adjust the dominance factors in real-time, which enables the trainee to get involved in the tasks with a desired level of authority without having to restart the system.

B. Automatic OAA

In evaluation mode ($\alpha = 0$), the trainee imposes the motions on the slave and then the slave on the trainer’s haptic device, with a compliant behavior: the trainer can resist to the motion, a small force pushes back the interface towards the slave position. Since the trainee may perform unexpected motions that may require to be rectified instantaneously, when the trainer moves intentionally its device to a different location compared to the slave one, the dominance factor $\alpha$ is instantaneously switched to 1 in order to rectify the slave motion and to make the trainee haptically feel his bad motion.

In order to achieve this automatic behavior, we created a virtual boundary based on the distance between both master positions (see eq. 3). As long as the trainer follows the trainee, the master positions remain inside this boundary; the trainee is able to perform his tasks by himself while the trainer follows the slave motion through his compliant device. As soon as the trainer modifies his device motion, the position error crosses the boundary and $\alpha$ is immediately switched:

$$d_{\theta_m} = (\theta_{m_1} - \theta_{m_2})^2 \leq B$$

(3)

where $B$ defines the allowed maximum distance between the trainer and the trainee, which indicates the virtual boundary. This value is chosen according to the task to perform, the expected motion precision and the expertise of the trainee. It can be adjusted in real-time.

III. Experiments

To evaluate the performances of this framework, following experiments have been conducted. The haptic training software part was built into MATLAB/Simulink as shown in Fig. 3. Two Sensable® PHANTOM Omni devices (only their first joints) were used as the two masters operated by the trainer and the trainee. The devices’ kinematic and dynamic parameters could be found in [15]. A simulated one d.o.f. joint mass robot with friction was set up for the virtual slave. Notice that the slave robot interconnects with a different form of IPC controller proposed in [13], in order to fit reverse causality interaction with two masters. The explicit equations of the master IPC controller could be found in [13]. The model of the slave IPC controller can be obtained in the same way.

A. Manual OAA

In this experiment, we conducted a manual online authority adjustment. The objective of the trainee during this experiment is to bring the slave device at a target position located at angle 0.3 rad. A virtual wall was set at angle 0.5 rad. The wall model was:

$$T_{wall} = \begin{cases} 
0, & \theta_s < 0.5 \text{rad} \\
-k_w(\theta_s - 0.5), & \theta_s \geq 0.5 \text{rad} 
\end{cases}$$

(4)

where $k_w = 10 \text{N} \cdot \text{m} / \text{rad}$ is the wall stiffness and $\theta_s$ is the slave robot’s joint angle. The hand torques are estimated with a Nicosia observer described in [16]. The tracking of positions, control torques and hand/environment torques are shown in Fig. 4. The experiment time is separated into six phases, i.e. A, B, C, D, E, F, given as Table I. Note the values selected represent a complete training process.

### TABLE I

<table>
<thead>
<tr>
<th>Experiment Phases</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period</td>
<td>1</td>
<td>0.8</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$\alpha_i$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$\beta_i$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Mode</td>
<td>T</td>
<td>G</td>
<td>E</td>
<td>E</td>
<td>T</td>
<td></td>
</tr>
<tr>
<td>Wall Contact</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

Mode : T=Training, G=Guidance, E=Evaluation
Wall Contact : Y=Yes, N=No

During the training mode (phase A), the trainer acts as the leader (see Fig. 4) while the trainee follows the trainer. In phases B and C (guidance mode), both the trainer and the trainee control the slave with respect to their authorities. The slave doesn’t reach the target due to the unpracticed motion of the trainee. It is a weighted position of both users. The hand torques are inversely proportional to the authority as well (disregard the torque direction). In the guidance mode, the trainee is involved in the task with a certain level of authority. In phases D and E, the trainee is given full authority. In order to show the unskilled motion, the trainee leads the slave to a wall contact at time 41.2s (phase E). During this phase, the trainee feels a full reaction torque generated by the environment, which indicates good transparency. In evaluation mode, the trainer cannot affect at all the slave (by trying to pull the slave in the opposite direction). The slave is in contact with the wall until the authority is manually switched back to the trainer at time 52.8s. As it can be seen in the torque plot, the trainee’s applied torque matches the torque the environment applies on the slave during F phase. After then, the slave and the trainee follow the trainer’s movements. Consequently, both user experienced different authority levels with manual OAA settings during this experiment.
target position and finish the task in phase D. Notice that the automatic OAA could be enabled/disabled manually by the trainer.

**Conclusion**

In this paper, in order to provide a robust supervised hands-on training system, we designed a dual-user teleoperation system with Online Authority Adjustment (OAA). The stability of the system is ensured by an energetic modeling which guarantees the passivity of the system while the authority parameters evolve in time. The experiments revealed qualitatively a good transparency with both manual and automatic behaviors. Future work will extend the number of degrees of freedom and incorporate virtual fixture based guidance coordinated with OAA.
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