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Abstract

All stakeholders are urged to pay more attentiothéoquality of evidence used and produced
during the evaluation process in order to selept@wiate methods of evaluation. A “theory of

evidence for evaluation” is needed to better addtieis issue. In that aim, this article discusses
the relationships between the three main goalsvalfuation methods (to learn, measure, and
understand) and the various types of evidence €ecl of presence, of difference-making, of
mechanism) which were produced and/or used in ¥atiation process. It shows the need to
clearly distinguish between this approach and tfigtvels of evidence, which is linked to data

collection and processing methods (e.g. single cabservations, difference methods,

randomised controlled trials...). The analysis igsitated by examples in the field of agro-

environmental policymaking and farm advisory segsic

Keywords: evaluation, evidence, evidence-based sideci agricultural extension, agri-
environment, agricultural policies, knowledge



Résumé

Tous les acteurs sont appelés a accorder une mmgertgrandissante a la qualité des
« preuves » utilisées et produites par les pro@sddiévaluation pour choisir les méthodes
d’évaluation les plus appropriées. Pour mieux répe@ cet enjeu il est nécessaire de construire
une «théorie des preuves pour I'évaluation ». Degtte perspective, cet article discute les
relations entre les objectifs des méthodes d'étialudapprendre, mesurer, comprendre) et les
différents types de « preuve » (preuves de préselecmécanisme, d’effet) produits ou utilisés
dans les démarches évaluatives. Il montre la nééaks clairement différencier cette réflexion
de celle sur les niveaux de « preuve » qui rengaie méthodes de recueil et de traitement de
ces données (monographies, méthodes de doubleedif essais randomisés contrélés...).
L’analyse s’appuie sur des exemples dans deux chafigpplication : les politiques agri-
environnementales et le conseil agricole.

Mots clé: évaluation, preuve, evidence-based datisconseil agricole, agri-environment,
politiques agricoles, connaissances
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There is a renewal of research into the effectaofviedge characteristics on the dynamics of
collective decision-making in public or private anjzations. For years, studies have stressed
and modelled the diversity of the sources and tygdenowledge used in decision-making
processes (expertise, theories on causal relati@wtional knowledge, etc.). More recently,
some theoretical developments, such as researcimdarevidence-based decisions”, have
merged learning from various disciplinary standpoifphilosophy of science, medical
studies, economics, ecology...) and opened newteelmn “empirical evidence for use”
(Cartwright, 2011). Regarding evaluation, a propdearank evaluations according to an
evidence base (e.g. Lipsey, 2007) has caused helgedssions about what counts as
evidence (Donaldson 2008). These debates are gadin decision makers to pay more
attention to the quality of evidence for selectiagpropriate methods of evaluation and
assessing their conclusions. They are also calbn@ “theory of evidence for evaluation”
(Schwandt, 2008).

This paper aims to contribute to the building oisttheory. We shall analyse the
relationships between goals of evaluation and type®vidence (i.e. what is object of
evidence in different types of evidence). We shalinonstrate how the resulting theoretical
advances help to better analyse the trade-offslvaedoin the use of alternative types of
evidence. To do so, we shall focus on the ex-pwesaluation of public action programs in
agriculture: specifically, for advisory servicedaagri-environmental policies.

Diversity of the goals of evaluations

A general objective of the public action evaluatiprocess is to organize and analyse
information gathered on the program under evalnatidany methods exist (intervention
logic, theory of action, theory of program, thealtyven evaluation, contribution analysis ...),
and this diversity may be confusing to users. Thiiculty is exacerbated by the similarly
wide range of theoretical models upon which thelipidxtion programs under evaluation are
developed and implemented: Patton (2008) identifiree than one hundred kinds of
evaluation and refers to a state of “Babel confusi8everal classifications of these methods
were proposed recently (Stufflebeam, 2001; Oliveale 2005, Rogers, 2008; Hansen and
Rieper, 2009; Fitzpatrick et al., 2011; Stern e8l12). In addition Stern (2004) showed the
heuristic value of an analysis that links the mdthof evaluation with the purpose of the
evaluation.

Indeed, regarding evaluation goals, evaluation istu¢an be classified, in a very
stylized way, into three broad groups, keeping indrthat one evaluation procedure may
combine several simultaneous or successive goals.

- Goal 1: to measurelhe evaluation is designed to assess the efféetpamgram.

A first group of studies focuses on the quantifamatof program impacts using micro-
economic techniques (Rossi et al., 2004), ofterine with the work of Heckmann. An
emblematic principle of this type of research s ithentification of an experimental or quasi-
experimental situation in which systematic refeeerio a counterfactual can be used to
identify outcomes which are specific to the prograngder evaluation (Shadish et al., 2002;
Banerjee and Duflo, 2009). This first issue indésah need to identify if a public intervention
works (a measure of effect usually referred to iagpact assessment”). A second group of
studies aims at measuring efficiency. It involvesasuring the value of goods or services
produced through public action programs againsttst of their production. The goal is then
to determine whether an organization or initiathges produced as many benefits as possible
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given the resources it has at its disposal; thiprageh takes into account a combination of
factors such as costs, quality, use of resourqggzopriateness and whether deadlines were
met.

- Goal 2: to understandThe evaluation identifies and analyses the meshaniby
which the program under evaluation can produce ekygected outcomes or may create
adverse effects. This second goal is the basidunfies of the theories underlying public
programs and analysis of the specific mechanisme/tigh these programs have made an
impact. Chen and Rossi (1983), Chen (1990) andiSthad al. (1991) introduced the debate
in the 1980s and 90s. , and several theoreticakswaere recently published on these issues
(Shadish et al.; 2002, Stame 2004; Donaldson, 2@haldson et al.; 2008, Jordan et al.,
2008). In practice, this raises the question oftvkimawledge can be used to provide a reliable
empirical basis to implement these approaches (@awad Tilley, 1997; Schwandt, 2003,
Pawson, 2002 and 2006) but also of what credilaliencof the contribution of an intervention
to a change can be done in the absence of expaahagproaches (Mayne 2012).

- Goal 3: to learn.The evaluation is designed as a collective legrpirocess. Many studies
emphasize the importance of elements which supbertise of evaluation, which is intended
to facilitate the implementation of adequate meshadd the appropriation of evaluation
findings by different types of users (Patton 20Byaluation is considered an operational
approach intended to improve public action programs decisions. Emphasis is placed on its
instrumental dimension (as a response to an itistial demand) and on the role played by
evaluation approaches as an organizational leapmnocess. This goal can lead to the idea of
a “learning society” (Schwandt, 2003) and to a r@mception of evaluation as a form of
inquiry involving pedagogical engagement with reahctice. Using diverse participatory
methods (stakeholder-based, democratic, collaberagiluralist, responsive...) (Cousins and
Whitemore, 1998, Mertens 1999), this “learning” eaftjve can be paired with the goal of
empowerment (Fetterman, 1996; Fetterman and Wamder2005).

This plurality of goals generates an initial qimst should we consider the quality of
evidence in the same way for all these cases?

Typesand levels of evidence

Recent progress in the study of quality of evidefecg., Shadish et al., 2002; Laurent et al.,
2009; lllari 2011; Cartwright and Hardie, 2012) daglp clarify on-going controversy over
what counts as good quality evidence for an evimnatn particular, an explicit distinction
needs to be made betwegpes of evidencédepending on the object of evidence), dath
collection methodswvhich determine the probative force of the pratlevidence.

When an ex-post procedure is used to evaluate Bcpadiion program, generally the
goal is to produce the best possible knowledgessess the actual outcome of the program
and, to the furthest extent possible, base lat@wraon these outcomes. The ‘best’ knowledge
should be a¥ocially relevantto those concerned and considers adverse effectased on
adequate types of eviden@e line with what the evaluation entailshd c)reliable (produced
using rigorous methods, to ensure the highest dagfrprobative force).

Types of evidence

Broadly speaking, three types of empirical evident®y be necessary to evaluate public
policies:
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1) Evidence of presencéhe description and verification of a thing whiekists on the
ground (e.g. species observed while building arboc#h inventory to describe biodiversity).
This type of evidence is used to build an agreeraering different stakeholders on the state
of the world (before and after the program). Thas ke approached through a proxy (for
instance, the number of footprints of individuaéddmging to certain species).

2) Evidence of difference-making
- This can beevidence of effectivenessvidence that a given action yields the desie=ailt
(e.g. improved biodiversity following the implemation of agro-ecological regulations
aimed at biodiversity conservation).
- It can be alsevidence of harmobtained when adverse effects of an interverttiewe been
looked for and found (e.g. adverse effects of agrlogical regulation on the sustainability
of small-scale farms (Adams et al., 2004)).

This type of evidence requires the identificatioham outcome (O) which can be
observed (eg. the return of a species no longasreed in the area) and whose expected value
(E) is specific to a certain intervention (T) (herpublic program). Thus, the impact (I) of the
program for a population can be expressed as

I=E(O|T=1)-E(O]|T=0) (1)

3) Evidence of mechanisfar a phenomenon. This is produced when therevideace that
the entities or the activities that make up a meigm, and the organization of these entities
and activities by which they produced the phenomemoe known (e.g. the bio-chemical
reactions needed for an increase in fertilizer (€agse) to increase crop yield (O = outcome)
in a controlled environment).

This type of evidence may confirm a relationshipcatise and effect, all other things
being equal. It provides information on the caysdhway to intervene upon for the goals of a
public program to be achieved.

However, in real life conditions, evaluators ar@als confronted with complex causal
structures in which various mechanisms interfere.tHat respect, following Cartwright
(2011), a probabilistic theory of causality cardoepted.

"For each effect-type at a time t!,@nd for each time t' before t, there is a set of
factors {G',...,Gt} — the causes at t' of O at t — whose valuescombination fix the
objective chance at t’ that O takes value o for anw its allowed range. A causal structure,
CS (0", for O is such a set along with the related objectivendies for all values of ‘Gor
all combinations of allowed values;' L of the causes in the set: Prob'(© o/L}"). For
simplicity | will usually supress time and othedices and also restrict attention to two
valued variables. So a causal structure looks lites: CS(O") = <{C.,....G'},
{Prob(0'/L."),...,Prob(AL.) 3> " (2) (p.16) ™

In practice, full knowledge of the causal structimgolved in a public program is
generally unreachable. It is therefore useful teetlgp hypotheses on the mechanisms that
will play an important role, in order to design aation program and have an effect on
“manipulable” factors (Shadish et al., 2002) or aoalyse whether an intervention is a
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contributory cause to a change (Mayne, 2012). Hesaluation usually involves the
production of both evidence of mechanism and ewvidei difference-making, a combination
which provides information about causal pathways.

In certain cases, however, an evaluation is baseldsvely on evidence of difference-
making and therefore says little or nothing abowderlying causality if the causal structure is
complex.

Observation may, indeed, be focused on one of teraents:

- the production of the expected mechanism, by rebsg changes which occur at each
stage (e.g. whether a financial incentive has ded $hift in practices which has in turn led to
the use of a fertiliser that has an impact on Qrdpsghis case, evidence of mechanism will be
combined with evidence of difference-making to heljrify causal relationships.

- measurement only of the produced effects (e.gesdmcome support increase
production levels?), without hypothesizing abow# tausal chain involved (purchasing of
consulting services, purchasing of inputs, reductdrisk aversion, etc.). Here, evidence of
difference making provides little information oretlcausal relationships which need to be
studied in order to judge how generic obtainedltesue.

Disentangling various types of evidence highlighis ambiguous relationship between
evidence of difference making and causality: irtaiarcases, these types of evidence reveal
nothing about causal pathways. This remains trea @&hen such evidence is produced using
methods (such as randomized controlled trials) ini@y confer high level of proof. Types
of evidence and level of evidence are two independienensions of the quality of evidence.

Levels of evidence

The assessment of levels of empirical evidenceuslly considered a major issue. Whatever
the type of evidence, not all findings have the sgmobative force: they cannot be ranked at
the same “level of evidence”. In the field of agitare, for example, levels of evidence of
effectiveness can be classified in the followindesr from least to greatest, according to the
methodology of data collection:

1. the opinions of respected authorities;
evidence obtained by single case observations;
evidence obtained from historical or geographicahparisons;
evidence obtained from cohort studies or controtiese studies;
evidence obtained through randomized controlledstiiRCT).

a0

But there is not “one” methodology (e.g. RCT) tleauld be considered as the gold
standard for all situations. Other types of ranlkang possible. For instance, if a research aims
at understanding a mechanism (e.g. the reasonsdiegeon individual behaviours why
children/parents will accept a treatment), therdapth qualitative studies including single
cases observations provide higher level of eviddehae results of cohort studies based on
probabilistic models (Petticrew, Roberts 2003).

In addition the apparent simplicity of the forméassification should not conceal that

the assessment of the quality of evidence prodate@ch level could be based on different
criteria (study design, quality of study conducimsistency of results...) (Liberagi al. 2001).

Page 6 of 20



It should not conceal either the numerous questilbatsarise when several types of evidence
are involved and need to be combined and/or acenmpetition (Laurent and Trouve, 2011).

In other words, the criteria for assessing thelle¥evidence must be chosen according
to the objectives of this assessment.

Invoking the argument that there is no universé to rank the level of evidence, some
authors reject this very principle and argue irofavof a symmetry of knowledge, putting on
the same level opinions from various stakehold#maditional knowledge gained from
experience, empirical evidence resulting from sysiéc investigation, etc..

Such a renunciation may generate significant asveffects when it comes to action. In a
large number of real evaluation settings, stakedrsldvant information that is as robust as
possible to help them comply with their objectivéhis is the case in many areas of public
intervention such as agriculture, which involve th@rivate and public organizations and
which gather actors who consider that it makes esémdook for the best possible level of
evidence for informing their decision (Labarthe &adirent, 2013).

Therefore, both empirical observations and pragesn the theory of evidence invite to
abandon two equally unproductive claims: those gmaihg that there is a unique
methodology for ranking the level of evidence ahdse rejecting the very principle of
assessing the probative force of evidence. Instiy, emphasize the need to define clear
principles that will enable various stakeholdersagsess the level of available evidence,
utilizing the criteria that are relevant for thparticular objectives.

The case of agriculture

To analyse the links between goals of evaluatioth fgpes of evidence, we shall take
examples in agriculture-related policies becausagnculture, like in medicine, evaluating
what works and what does not has for long beeruecemf enquiry, observational tools and
analysis. Basing a decision on erroneous conclasioragriculture or medicine can have
serious, irreversible and immediately visible capsnces (a person’s death, ruined crops and
famine, death of a herd, etc.). These decisionstaen at different levels (farm, sector,
national policies...) and generate a wide variety evBluation configurations for the
corresponding types of programmes. They concerida vange of interventional situations,
from the ‘simplest’ of problems (e.g. measuring ith@act of a single extra input on yield) to
the most complex (e.g. measuring the multivariatpact of agri-environmental policies on
communities and ecosystems, discussed in the MilierEcosystem Assessment (Carpenter
et al. 2006, Mac Neely et al. 2005)).

In agriculture, like in medicine, the context betdecision is very heterogeneous. The
phenomena under evaluation involve factors thatpémgsical (e.g. effects of climate, soill
differentiations...), biological (e.g. genetic vaiidlp generating differences in yields,
resistance to diseases...) or of the realm of thealssciences (economic policy, farm
advisory services, etc.). Similarly, a single sobjef study can be approached using a wide
range of complementary or competing interventicaseld on different theories of action. Two
examples are farm advisory services (Davis, 2008)agro-environmental measures (Kleinj
and Sutherland, 2003). Given the eclectic rangaubjects and interventions possible, there is
a strong incentive to find shared analytical fraroekg through which to assess the relative
pertinence of alternative evaluation methods.
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This tradition thrives all the more because weation in agriculture (financial public
support, regulatory measures, technical suppat) &t subject to decisions taken jointly at
the international level, whether it involves politgmeworks (e.g. the Common Agricultural
Policy), health and environmental standards or ecoa support for production and advisory
services. In addition, over the last two decadesjuation is no more confined to the
assessment of the productive performance of fatiitgc New stakeholders have joined the
discussion with concerns related to the environalgmerformances of agriculture and to its
contributions to rural development and social calressues.

In the case of farm advisory services, for exam@lglobal forum has been created (the
Global Forum for Rural Advisory Services, or G-FRAS facilitate collective discussion,
working groups, reports and evaluation initiativesEurope, the European Commission has
commissioned an evaluation of the implementatioad/isory services in different member
countries. These initiatives highlight sensitiveuiss about the use of evidence according to
the goal of theevaluation i) when measuring the effects of alternative adry interventions
(e.g. debates about the probative force of altermatethods for impact assessment); ii) when
assessing the robustness of the causal schemes# thterventions (e.g. does the idea of
knowledge diffusion, upon which many of these imstions are based, hold up in the
field?); and iii) even when promoting learning thgh evaluation.

Ideally, an evaluation procedure should be aimga@ucing results based on evidence
of the best possible quality. However, such a viemains highly theoretical and blind spots
subsist in how such evidence is actually produéeddemonstrated below in three kinds of
ex-post evaluation, the adequacy of a type of emidevaries depending on the goal of the
evaluation.

To measure. Type of evidence for evaluations designed to measur e the effects of a public
intervention

In this section we consider evaluations aimed afting an impact assessment, to provide
empirical evidence of the difference(s) made bylhlip program, in order to measure as best
as possible the actual impact of this program —anig that. This impact is defined as the
difference between -
the actual situation with the program, and
- the situation that would have occurred without it

In other words, the evaluation process does nomne&in detail the mechanisms by
which an action is effective; public programs mizeila large number of factors and it is
often impossible to observe every form of inte@ctbetween them. In most cases, evidence
of effectiveness is sought in order to prove thatgrogram made a difference, not to describe
the mechanisms that made the measure effectivépmantrol whether the effects confirm an
underlying theory of action. Therefore, the evatuatoes not open the ‘black box’ of the
evaluated program. For instance, evidence that gaireavironmental scheme has been
effective in maintaining biodiversity can be soyghithout analysing the specific ecological,
economic and social mechanisms that contributelatiooutcome.

Implementation: measuring effectiveness independently of insight into mechanisms
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Producing evidence of the effectiveness of a puldction program requires
identifying that there is an “all else being equadlationship between two variables: a proxy
of the treatment or public program T under evabrgtand a proxy of the desired outcomes of
that program T, on a populatigh Here, the main objective is to measure the diffee
between an observable situation (the level of @,the population that benefits from the
program, T=1) and a counterfactual unobservable(threelevel of variable O which would
still occur in this same population without theatreent, T=0). In practice, this is done by
comparing, through proxies, the levels O in a papoih which received the treatment and in
a control population which did not.

| = E (O] T=1) - E (O] T=0)(1)

In other words, ideally, for impact assessméhg populationg divides into two groups that
are identical with respect to all other featuresuaally relevant to the targeted outcomes, O,
except for the policy treatment T, and its dowrestreonsequencegCartwright, 2011, p.18).

The main pitfall in this situation is a selectiola$®where differences exist between the
‘treated’ group and the control group (stemmingifrobservable or unobservable factors)
which could explain variations in levels O indepentlly of the effects of the program T.

In light of this, evidence-based decision studieshie medical field rank the methods
used in terms of their ability to reduce this bidke smaller the bias, the higher the level of
evidence. Traditionally, randomized control triglCT) are viewed as the ‘gold standard’ for
measuring the outcomes of a specific program. 8efedbias is eliminated by randomly
distributing individuals in the treated group ar tcontrol group. For this reason, new,
experimental evaluation methods (Duflo and Krér2€K5) are emerging in various sectors
(justice, education, the social sciences as welhasnvironment and agriculture). However,
while such methods are widespread in health-relgéds, they are less used for other public
programs, where the randomization of beneficiaoiea public program can pose technical
and ethical problems. In cases where RCT cannasbd, ‘semi-experimental’ methods such
as matching or double differencing are considehsdmost reliable alternatives (Bro et al.
2004). Matching involves pairing individuals who neéited from the program with
individuals who did not and comparing the levelsraficator variables. The goal is to pair
individuals based on their most significant simiigrparticularly in terms of how likely they
are to benefit from the program. The double diffieee method is a combination of a
comparison before and after the implementation péilalic program and a comparison with
and without the program. Differences in O are meabswith proxy variables in both the
beneficiary group and the control group. Nevertbgl®oth matching and double differencing
have limitations. Matching makes it possible torpadividuals using only observable
variables, with the risk that unobservable onesll¢skattitude, social capital) induce a
selection bias. Double differencing relies on tpdthesis that such variables have a constant
effect over time.

Such methods have already been used to evaluate ddwisory service policies
(Godtland et al.; 2004, Van den Berg and Jiggif§,72 Davis et al., 2012). But to ensure the
empirical reliability of this kind of work, methotlmgical precautions must be taken which
may limit the scope of findings. Below are four ewdes related to farm advisory service
programs.
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1) The first problem bears on the requirement foaradom distribution of farmers who
benefited from these programs of advisory servaes those who did not (in the case of
RCTs). Aside from the ethical issues raised, teggiirement is also contrary to the diagrams
of causality of certain programs, such as parttoipaand bottom-upinterventions (e.g.
farmer field schools): the effectiveness of suchgpams theoretically depends on the self-
motivated participation of farmers in a collect®ject.

2) The second problem bears on an essential hygstioé these methodologies of
impact evaluation based on RCT or semi-experimextaluation: beneficiaries must not be
influenced by the fact that non-beneficiaries do menefit from the program, and vice versa
(Stable Unit Treatment Value AssumptiertSUTVA). This hypothesis may also be contrary
to the diagrams of causality underlying certainisaiy service programs, particularly those
built on so-called diffusionist models (e.g. the NdoBank’s Train & Visit program): in
theory, their effectiveness resides in the fact themers who directly receive advice will
share acquired knowledge with those who have not.

3) The third problem is the choice of the indicatdEvaluating the impact of farm
advisory services supposes the ability to ideraifgroxy of the expected results. At which
level shall this result be selected (Van den Bang diggins, 2007)? The level of farm
performance (yield, income, etc.); the level of #uoption of innovations; or the level most
directly affected by farm advisory services: farg\énowledge and skills? The question then
becomes how to express this knowledge and thedls skiquantitative variables. In that
respect, Godtland et al. (2004) have stressedittieutties and limitations of their attempt to
express farmers' knowledge through knowledge téstewise, the effects of this proxy will
have to be observable over relatively short dunati@due to costs, RCTs are often used in
one- to two-year population tests). However, in ¢hse of farm advisory services, one can
wonder whether this short-term measure makes amgeséue to certain mid- or long-term
dimensions of learning processes.

4) The last aspect is related to the distributiffects of the evaluated policy. In most
impact studies, the effect is calculated by lookatgthe difference between the average
obtained by the group of individuals benefitingnrehe measure in a sample and that of the
individuals who do not benefit. However, an averagprovement for the target population
can hide great inequalities or even aggravate thesgualities. Abadie et al. (2002) have
shown for instance that a training program for pe@pulations could result in an increase in
the average income of the target populations, bué mo effect on the poorest fraction of this
population.

This example of the evaluation of farm advisorywgss shows that the measurement of
the impact of public programs is only rigoroushiétmethods used are consistent with specific
hypotheses associated with the method of datactiolfe(randomization, a lack of diffusion-
related effects, etc.).

The evidence issue when assessing effectiveness

Fully understanding the significance and limitascf these approaches is only possible
if we accept that they are designed to obtain tighdst possible level of evidence of
difference-making (effectiveness or harmlessnessjd-only this.

1) Obtaining high level evidence of difference-nmakimay seem simple or even
simplistic. It is in fact quite challenging and oilves costly practices which pose significant
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methodological and ethical problems. Neverthelésss the only way to obtain rigorous
evidence of the actual impact of a public actioogoam.

2) The significance of evidence of difference-mgkshould not be overestimated; it
does not indicate which mechanisms rendered progaation effective; often, several
competing explanations emerge concerning the efeatss of a program.

3) Such results are therefore of limited interesemwdeciding to extend a public action
program to other contexts or periods. This sho@dibne using methods which provide the
most reliable hypotheses possible regardingrteehanismghat make action effective.

In other words, the experimental settings of thedpction of evidence of effectiveness
are such that they cause many problems of geneeald external validity of the knowledge
that they contribute to build. This knowledge idyowmalid for a specific populatiog in a
particular environment characterized by a speciigsal structur€S (O'). And it can only be
extended to populatioristhat share the same causal struc@®g0"). Some authors propose
to solve this "environmental dependence” issueebljigating measures of effectiveness (with
RCT) in various contexts, butorry that there is little incentive in the systéoncarry out
replication studies (because journals may not beviling to publish the fifth experiment on
a given topic as the first one), and funding agesaenay not be willing to fund them either
(Banerjee and Duflo 2009, p. 161). But the problesmot a financial one. In any case,
replication alone cannot be a solution; a theogualsausal structures is necessary to identify
the scale and boundaries of differénpopulations that may share a same causal structure
Therefore, it seems necessary to rely on theoreasergting evidence of mechanism to
characterize the causal structure of the targetilptipns of the policies.

To understand. Type of evidence for evaluations aimed at identifying and analyzing the
mechanisms by which a program can produce expected results or adver se effects

Many authors have pointed out the importance oinlgasvaluation on a theory, on a precise
understanding of the mechanisms operating in tbgrams being studied (Chen and Rossi,
1983; Chen, 1990; Shadish et al.; 1991; PawsonTdlay.; 1997, Pawson, 2002.; Jordan et
al., 2008). Their initial acknowledgement underdiribe limitations of the two other types of
evaluation described in this paper. They insisth@enfact that these evaluations, which rely on
evidence of effectiveness or on gathering opinicersnot reveal in a reliable way the causal
structure -CS (O') - that explain why a program works or not in a givemtext, and why it
may have different impacts on the various elemehtlse target population.

Such evaluations focus on understanding (i) theeatbyvhich is evaluated (ii) the
mechanisms of action to be ‘revealed’ through thasis and (iii) the context in which the
program is implemented. By analyzing, in differeantexts, the way in which the impacts are
produced, regularities or recurring facts are idiedt so as to determine the various causes
{C.,....G'} and the set otausal relationdProb(OYLy"),...,Prob(@L. )} by which the
implementation of a public program has expectediregxpected effects. These effects can
directly relate to the goal of the program or ® broader context. The evaluation will thus
depend on the nature of the problem in questioratwhat stake are the specificities of this
problem in a particular context and the assessofethie degree of genericity of the proposed
solutions for further action.

In certain cases, to improve the quality of the sneament of impacts, the evaluation is
constructed using a preliminary analysis of theotirieunderlying the program (program
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theory). A first step is understanding (before theasurement) the causal mechanisms that
guided the design of the program. The role of thaluator consists, more precisely, in
putting forth hypotheses on the main features efddwsal structure linking a program and its
potential subsequent effects. The aim is to buildiagram which traces these patterns of
causality and constitutes the theory of the progema is a simplified representation of the
comprehensive causal structure. When it is estadadissuch a diagram becomes a reference
framework and the basis of the evaluation apprdaicthe evaluator, who proposes indicators
that will be useful for measuring impacts.

The analysis of the causal structure of the progalows a better understanding of the
distributive effects of a program within the targetpulation and across populations.
However, the diagram that is built asly a simplified representation of the proposed causal
structure. Therefore some of the ways in which ewg® on mechanisms is used in the
evaluation process raises questions, as we slealhsbe following example.

Example: environmental evaluation and coupling between economic models and
sustainability indicators

Many public programs aim at encouraging farmersadopt practices which guarantee
better environmental performances (biodiversity sesmation, water quality, etc.). This is
done by delivering specific financial support or making changes in farm practices a
prerequisite to receiving existing forms of aidg(eagri-environmental schemes, cross-
compliance for the Common Agricultural Policy iretBuropean Union).

The procedures used to evaluate the environmemiahdat of these programs almost
never rely on the production of evidence of effemtiess, as seen in Kleinj and Sutherland’s
review on biodiversity (Kleinj and Sutherland, 2003/easuring the effectiveness of a
program for biodiversity conservation would indeeehjuire collecting ecological data
according to a specific and elaborate methodolbdi@anework (with the possibility of
building counterfactuals so as to measure impgmsifcally linked to the program). Such
methodological frameworks are costly and often mdg@ as inaccessible. For this reason,
many evaluations rely on the diagram of causalityha origin of the public program (an
economic incentive A, must cause a change of dgr@l practice B, which has an
ecological impact C), and make the assumptionifithe means were in fact implemented,
then the program was effective. Evaluations therugsoon measuring B, i.e. the number of
farmers who have actually changed their practi8esh approaches have been referred to as
the measurement of “policy performances” (Primdahlal., 2003). In certain cases this
information is considered sufficient to draw corsttuns on the environmental impact of the
program. In other cases, the ‘black box’ of thelsanges is opened and additional data are
collected (about crop rotation, plant pest managenetc). They are linked to agri-ecological
indicators to calculate the potential risks an@&# of these changes (for example the use of
less chemical inputs is associated with a positipact on biodiversity) (Mitchell et al.;
1995; Van de Werf and Petit, 2002).

However, it is impossible to identify and take insmcount the many existing
mechanisms that interact in various contexts. Tthescausal diagram which underlies these
actions is only an approximation of a comprehensagsal structure that ideally could allow
their effect to be fully predicted. The researctichs which examine these types of methods
all point out that these measures identify ‘potdrgifects’ but fail to measure actual impacts.
Nevertheless, these precautions are often absehé iexecutive summaries of reports which
present the results of these evaluations. Variatianthe value of an indicator can thus be
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presented as evidence of an improvement of envieomah performances. This is not only

improper from a formal point of view; the few expeental tests carried out on this issue also
disprove that it is an acceptable estimate. Forant® Kleinj and Sutherland (2003) and
Kleinj et al. (2006) show that certain measurescWhivere successful in terms of "policy

performance” did not have the expected environnhémizact.

Such doubts about the effectiveness of certain-eaginronmental schemes can be
linked to the weakness of the theoretical modelsnuwhich they are based, as well as to a
lack of empirical data with which to identify whabrks and what does not (McNeely et al.,
2005). The work done on the eco-millennium assessmemonstrated the importance of
these knowledge gaps (Carpenter et al.,, 2006). ddneerns both evidence of difference-
making and evidence of mechanism.

The evidence issue when analysing mechanisms

Recourse to evidence of mechanism in evaluationgohares thus takes two principal forms:
to produce such evidence to reveal in detail thehaeisms behind the phenomena observed
to analyse the way in which it interacts in theotlyeof the program, in order to structure the
evaluation consequently.

1) Identifying the mechanisms by which the actiorese effective (or not) is essential
to producing generic knowledge that can be usedet®lop new programs (e.g. a causal
relation which can be exploited in various contgxitscan also help assess the genericity of
the knowledge used in the program (e.g. to whatrgxhe causal structure of two different
populations can be considered similar?) and toeraiew issues for the evaluators and
stakeholders involved in the evaluation.

2) The issue of level of evidence comes into playtlhis type of evidence as well. As
for evidence of effectiveness, it makes sensertk rasults based on the opinions of respected
authorities, single case studies, observations idemnsamples of situations, etc. in order to
assess the robustness of available evidence. Howé&eeuse of theoretical models to infer
the effective impact of a program, as sophisticaiedthey may be, is often limited; the
causality diagrams formalized in these theoreticatlels are only ever partial representations
of complex causal structures. Their predictive c#jgs vary according to the object under
evaluation and the context; therefore one canngtce the observation of the real effects
(and the production of evidence of effectiveness)hat of expected effects (estimated using
an analysis of the means implemented in the program

3) As mentioned before, under certain conditiongdence of mechanism can be
combined with evidence of difference making to higjtt a causal pathway and it would be
misleading to associate causality only with oneetgpevidence.

Learning: Evidencefor evaluations primarily designed as a collective lear ning process

As discussed briefly in section 1, an abundant amhaf literature based on different
theoretical points of view has shown the importan€eassociating stakeholders with the
evaluation, in order to improve the theories guidime evaluator’'s work, improve the quality
of the evaluation and allow a more sensible useesilts by different stakeholders (Cousin
and Whitmore, 1998; Mertens 1999; Fetterman and d&taman, 2005). Ultimately, these
approaches do not call into question the need ¥@®wetypes of evidence (mechanisms,
effectiveness, adverse effects) even if they de gse to new debates, notably concerning the
guestions for which evidence should be producedcanderning the ways in which data must
be collected and interpreted.
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However, there are also certain evaluation prowsdyrimarily aimed at promoting
consensus through close collaboration between rdifte stakeholders, right from the
evaluation design stage, in order to build awarermesl encourage new practices, the latter
taking precedence over the measurement of a prégaitcomes.

Evaluation methods which highlight the educatiatialension of evaluation procedures
are one such example. These methods “bring toathletall stakeholders who have a vested
interest in the improvement of the program undalwation. The person in charge of the
evaluation begins by drafting as accurately as iplessa sociogram of the network of
stakeholders which includes information about théure and intensity of the ties between
these actors. The evaluator uses this represamtafi@ctor networks to conduct in-depth
interviews with stakeholders to gather each pessquint of view and suggest ways of
improving the program. At each stage of the evaunapartial conclusions are discussed and
analyzed in working groups. In certain cases —iseselated programs, for example —
evaluators constitute a representative samplerafcgeusers. It is the users themselves who
then assess the value of the program (after afgptaining session).

Here, the heart of the evaluation method is therdmnions of program stakeholders to
a social construction of representations of an eskreality. While the process may simply
mobilize opinions, it also calls upon scientificdwiedge (in the field of natural sciences,
primarily), often through the tools proposed byemsshers (e.g. simulation models). The
reliability of evidence used for collective leargims not frequently addressed although it
sometimes generates debates (e.g. Van der Slaijs 2008).

In this type of evaluation procedure the evaluatarle is to organize debates,
ultimately to obtain the most consensual possigeillts which can then be used by the largest
number of people. These approaches have becomly pigular in recent years and take on
different forms. They are used for various issuasolving collective action (water
management, land-use planning) and rely on diftemegthods to promote interaction among
actors during the evaluation phase (role playingltiragent-based simulation, etc.).

Implementation: the Soft System Methodology (SSM) example

An emblematic example of this type of method canfdend in evaluations of public
programs offering farm advisory services. A notabtample is the relatively widespread use
of Soft System Methodology (SSM) to design and @ata technical advisory programs
(Rohs and Navarro, 2008). SSM is designed to héluman activity systems” (HAS) make
the most effective decisions in uncertain and cempmontexts (Checkland, 1981) where
learning is the priority. Checkland and Scholes9()9oint out that SSM as a model is not
intended to establish versions of reality. Insteadims to facilitate debate so that collective
decisions and action can be taken in problem st The seven stages of SSM are
(Checkland 1981): i) inquiring into the situatiomégntifying the problem using different
communication techniques: brainstorming, intervieperticipant observation, focus groups,
etc.); ii) describing the situation (describing ttentext using a wide variety of sources); iii)
defining HAS (identifying program stakeholders, arndterviewing them on the
transformations they are expecting); iv) buildiranceptual models of HAS (representing the
relationships between stakeholders in the progreimglbdesigned or evaluated); v) comparing
the conceptual models with the real world (prepanabf a presentation of the model for a
debate with stakeholders); vi) defining desiralhel #easible changes; vii) implementation
(Rohs and Navarro, 2008).
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Corroboration with facts and producing evidencehvilie best possible level do not
appear to be at the heart of this conception/etialuaapproach, which instead aims at
promoting and structuring debate between prograakebblders to arrive at a consensual
solution. In practice, however, significant probkem@rise (Salner, 2000). In workshops, for
example, evidence is provided by different stakeééd verbally, and must be verified. Salner
(2000) likens this method to journalism, in thainitolves the verification of the opinions of
different stakeholders so thaarfalysis makes it possible to mount an argumentii@nge
which was not simply an intuitive reaction to a eersation held; it was an argument which
could be explicitly retraced at any time with links supporting evidentégCheckland and
Sholes, 1990: 198-99). Verification is thought te guaranteed by the open, public and
collective nature of the debate. Comparison wisttctfchecking’ in journalism, however, only
holds true if the evidence presented is evidencgredéence describing facts known through
stakeholder practices. Instead, arguments oftathegper and target the expected or measured
impact of programs and even the causality diagramnuvhich they are based. In other
words, these evaluation methods rely not only adesce of presence but also on evidence
of effectiveness and mechanisms but do not formalizis integration. This lack of
formalization manifests itself on two levels: () the use of scientific knowledge to formulate
hypotheses on the modalities of how public progréumstion, (ii) in the verification of the
level of evidence obtained.

Ultimately, these formalization tasks are impligitransferred to workshop leaders
(often researchers). This situation poses a nurab@roblems as it is assumed that these
leaders have extensive skills and means at thepodal (to produce state-of-the-art of
available scientific literature, statistical anaygsand various types of verifications). For this
reason, several authors have pointed out that S&iba exploited to reinforce a balance of
power given the asymmetries of information betwestakeholders: the kind of open,
participative debate that is essential for the ssscof the soft system approach, and is the
only justification for the result obtained, is ingsible to obtain in problem situations where
there is a fundamental conflict between interestugs that have access to unequal power
resources. Soft system thinking either has to \&aliy from these problem situations, or it
has to fly in the face of its own philosophicalngiples and acquiesce in proposed changes
emerging from limited debates characterized byodistt communicatidh(Jackson, 1991.:
198).

The evidence issue in collective learning

These approaches raise several questions wheisstleeof evidence is concerned.

1) The issue of level of evidence is often negl@@ed seen as secondary to collective
learning objectives. All contributions are accepeepially and the reliability of evidence is
not subject to systematic testing procedures;

2) Very quickly, evidence presented by participanith different interests can be in
competition and arbitration is often based on mandparent criteria;

3) Without a systematic, clear verification procefor evidence brought to the debate,
learning may focus more on the ability to reachsemsual positions than on the ability to use
the best tools for achieving a given objective amdevaluating outcomes in a rigorous
manner.
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Conclusion

This article is not intended as a standard-settiragp Our goal is to contribute build a
theory of evidence for evaluation that allows difet stakeholders to better judge the quality
of evidence they seek depending on their project.

We have shown that while evaluation may have vdiffjerent objectives (e.g.
understanding the mechanisms of public programsasareng their specific impacts, or
supporting collective learning to favour the emexgeof an agreement between stakeholders
in the programs), each objective leads to a diffeexamination of the question of types of
evidence, i.e. what is object of evidence (presenwking a difference, mechanism). This
concern must be clearly distinguished from the ysfdevels of evidence, which deals with
data collection and interpretation (single casesplaions, difference methods, RCT...); each
of these methods can be used for producing eaehdfypvidence.

With this in mind, the issue of RCTs must be rereixeed, along with the types of
evidence for which these methods are used. Expetaheconomics can be used as a tool to
test some hypotheses on mechanisms rather tharbenlged to assess the impact of a policy
in a given environment. Nevertheless, whether R@rEsa relevant tool in that respect is a
matter of ongoing discussion both in medical sasnand in economics (Deaton, 2009). A
key question in this debate is the importance éeérogeneity and distributive effects across
populations, which are not acknowledged by RCTst Wwhich can be essential for
formulating theories in various scientific areasof@omics, management science, but also bio-
medical sciences and ecology among others).

For each situation, the quality of evidence can dssessed according to three
dimensions. Ideally, as mentioned above, one wbkédto base their decision on evidence
that is both socially relevant (addresses phenontenaidered by each stakeholder to be
important), of a high level (with probative forca)d which corresponds to the adequate type
for the goals of the evaluation. This ideal is Uigunaccessible, for reasons of cost,
methodological impossibilities, necessity to selgety precise objectives from a large
number of possible points of view, etc.

Thus evaluators are permanently confronted wittietraffs. The three examples above show
that a better understanding of quality of evideoae help better assess the limits inherent to
the conclusions of every kind of evaluation depegdn the quality of evidence on which
they are based. In the real world, every evaluatimtess has its own limits and can only
produce reliable results for a limited field ofanést. Choices should thus be made that will
involve institutional issues and possible confliofsinterest. As is the case with any public
policy instrument, the final decision depends omaltiplicity of factors which cannot be
reduced to a set of known evidence. But a cleacipation of the limits of validity of the
findings of each evaluation process is thus a presée to avoid misinterpretations. A better
shared knowledge of the type and the level of exddehat is used to evaluate the result of
interventions can help clarify for various stakelers what is at stake in making alternative
choices.
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