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A Computationally Efficient Discrete Bit-Loading
Algorithm for OFDM Systems Subject to
Spectral-Compatibility Limits

Thanh Nhan VO, Karine AMIS', Thierry CHONAVEL!, Pierre SIOHAN
1: Telecom Bretagne / UMR CNRS 6285 Lab-STICC; 2: Orange Labs

Abstract—This paper considers bit-loading algorithms to maxi- has not been exclusively addressed. Major contributions re
mize throughput under total power and spectral mask constrants  |ated to discrete bit allocation under the peak-power cairst
in interference-free OFDM systems. The contribution is twdold. were done by Baccarellét al. in [16] for the continuous

First, we propose a simple criterion to switch between two wle - . - . . .
known algorithms of the literature: the conventional Greedqy Pitloading and in [15] for the discrete bit-loading and by

and Greedy-based bit-removing (with maximum allowable bit Papandreoet al.in [11]. In [16], a solution for the discrete
loading initialization) algorithms. Second, we present a aw low- rate maximization is given by compensating the solutiorhef t
complexity loading algorithm that exploits the bit vector obtained  continuous rate maximization. It introduces a variabko that
by rounding the water-filling algorithm solution to the asscciated the total power use corresponding to the integer bit-lagdin

continuous-input rate maximization problem as an efficientnitial ft tion i | ible to the total atilaw
bit vector of the Greedy algorithm. We theoretically prove that after compensation Is as close as possibie to the tota

this bit vector has two interesting properties. The first onestates Power. However, in [16], the algorithm optimality was not
that it is an efficient bit vector, i.e., there is no movement ba proved and the final bit allocation depends on the number of
bit from one subcarrier to another that reduces the total usél jterations used to fixx. In [15], it is demonstrated that the
power. The second one states that the optimized throughput, conventional Greedy algorithm yields the global optimum fo

starting from this initial bit vector, is achieved by adding or - . ; . .
removing bits on each subcarrier at most once. Simulation _the discrete bit-loading problem. Unfortunately, its coenity

results show the efficiency of the proposed algorithm, i.ethe IS @ non-decreasing function of the total allowable power.
achievable throughput is maximized with significant reducton In [11], it is claimed that the bit-removing algorithm shdul

of computation cost as compared to many algorithms in the he used to solve the discrete rate maximization under the

literature. total power and peak-power constraints. Its performance in
Index Terms—Bit-loading, OFDM, Greedy Algorithm, Rate-  terms of computation cost is a non-increasing function ef th
adaptive, Low-complexity algorithm. total allowable power. The first contribution of this paperai

criterion to switch between the conventional Greedy atfari
and bit-removing algorithm to reduce the global computatio
cost.

OFDM has been adopted in many wireless communicationOur second contribution is a new low-complexity bit loading
systems such as IEEE 802.11a/g (WLAN), IEEE 802.1#gorithm for the throughput maximization problem undeato
WiMax and recent long-term evolution (LTE) standard [1], [2 power and peak-power constraints. To this end, instead-of us
[3]. It is also exploited in wired systems such as asymmetiiigg a zero bit loading initialization in the conventionalegdy
digital subscriber line (ADSL) or IEEE P1901 power line comalgorithm or the maximum allowable bit loading initializzt
munication (PLC) [4]. In OFDM systems, with channel statin the bit-removing algorithm in [11], we propose a novel
information available at the transmitter, a loading altori initial bit vector resulting from the rounding of the Water-
can be used to allocate power and bits to the subcarriers unfiléng (WF) solution of the continuous bit loading problem.
given constraints. This approach has been used in [17] for the rate maximization

In the wired communication systems such as ADSL and OFDM systems with the presence of interference resulting
PLC, a spectral mask constraint (i.e., peak-power comgjraifrom an insufficient cyclic prefix and its efficiency has been
must be taken into account to ensure the compatibility wighown through simulation results. However, for the problem
other radio systems [4], [5]. Several optimal discrete bitn [17], the optimality of this approach has not been demon-
loading algorithms have been proposed in the literature egjrated. In this work, for the discrete bit-loading problém
[6], [7], [8], [9], [10], [11]. Many other works such as [12], interference-free OFDM systems, we prove that the use of the
[13], [14] proposed a sub-optimal solution lyunding offthe proposed initial bit vector in the Greedy procedure canaahi
continuous solution of an optimization problem and claimeithe global optimum solution. In addition, starting fromghi
complexity advantages over the conventional Greedy atyori proposed initial bit vector, we also prove that to obtain the
[15] with minimum performance difference with respect te thglobal optimum bit-loading, the number of bits per subearri
optimal discrete solution. While all these algorithms pdev needs to be increased or removed at most once. The compu-
different performance to complexity trade-off possiiekt for tation cost as well as the run-time are theoretically areadyz
discrete bit allocation, the problem of peak-power comstra and compared through simulations for the proposed alguorith

I. INTRODUCTION



the conventional Greedy algorithm [15], the Greedy-basedProblem (1) can be rewritten as
bit-removing algorithm with maximum allowable bit loading
initialization [11] and the sub-optimal algorithm in [16].

maximize an
The paper is organized as follows. The throughput max- "

imization problem under the total power and peak-power st b, <c, =log, <1 4 g”P”> , bpeN (3)
constraints and some well-known algorithms of the literatu r

to solve it are given in Section II. Section Il analyzes the ZPn < Piot

hybrid approach between the conventional Greedy algorithm n

and bit-removing algorithm. The new low-complexity load- P, <Pl ..(n)

ing algorithm is given in Section IV. Simulation results are
reported in Section V. Finally, Section VI is dedicated te Existing algorithms in the literature

conclusions and perspectives. ) ] ) )
1) Conventional Greedy or Greedy-based bit-adding with

zero bit loading initialization (Z-GBA) algorithm:A well-
known optimal solution of problem (1) is obtained from
) ) ) the Z-GBA algorithm. The bit vector is initialized to the
A. Discrete bit-loading problem null vector. At every iteration, a subcarrier with minimum
The discrete bit-loading problem in interference-free ®FD required incremental power is allocated an additional bit i
systems, i.e., zero-Doppler (no ICI) and cyclic prefix longeghe power constraints remain fulfilled. In [15], it is proved
than the channel response (no ISI), under the total power ghdt this algorithm yields the global optimum solution oj.(1

II. DISCRETE BIFLOADING PROBLEM AND EXISTING
ALGORITHMS

peak-power constraints is given in (1), Its performance in terms of computation cost depends on the
- b total allowable power: it requires a higher computationtcos
maximize Z " when the total allowable power is high and vice versa.
n

2) Greedy-based bit-removing with maximum allowable bit

St bn < Amar | bn €N loading initialization (M-GBR) algorithm:This algorithm has

by < cn = log, (1 + gnPn) 1) been used in [11] to solve the prpblem (1). The init_ial number
r of bits allocated on all subcarriers is set to their maximal
Z P, < P allowable number of bits, i.ely;, ... Then, at every iteration,
- one bit is removed on a given subcarrier if its power gain is
P, < pmaz the maximum one. The iterative procedure is stopped when

the total power constraint is fulfilled. Its performanceénrhs
where b, and P, are the number of bits and the powebf computation cost depends on the total allowable power: it
allocated to the subcarrier, A,,,, is the maximum number is |ower when the total allowable power is high.
of bits defined by the maximum order constellatign; is 3) Sub-optimal algorithm (BFB)This algorithm was pro-
the channel gain to noise ratid; > 1 is the "SNR gap” posed by E. Baccarelli, A. Fasano and M. Biagi in [16]. Hence,
that effectively estimates the gap (in terms of signal tseoijn the remainder of the paper, we will refer to it as BFB
ratio) between subcarrier capacity and actual rate comleyag|gorithm. Its principle consists in two steps. Firstlysdives

(bits/symbol). It depends on the desired target error iitiba  the associated continuous optimization problem (3) asvi|
Pg, coding gain-vyc and required marginy,, [18], [19]:

r =3 [Q*l(f—l{g)]2 M where Q1 (z) is the inverse tail maximize ch

probability of the stgndard normal distribution arid is "

an edge-effect correction factor fast approaching unity fo st ZP” < Prot 4)
medium and large-size QAM constellations. This SNR gap B .

has been used in many bit loading algorithms to calculate the Py < Proq(n)

number of bits allocated on a subcarrier [11], [12], [15B]i1 The solution of (4) is found by solving the following equatio
[20], [21]. Interested readers can find more details abdst th P (n)

"SNR gap” in [18], [22]. sy =3 [51 - 3] T Py =0 (5)

Let us denote by 9n 40
[ with
bmaz(n) = |_10g2 (1 + F )J’ p € Z p
bimaz (M) = min(Amaz, bmaz(n)), 2 [x]g =qz 0<z<p (6)
braz (M) — 1T 0 <0
Pran(n) = B2 D ¢ prs "=
gn In [16], two methods have been proposed to solve (5).

(where | | is the floor function) the maximal number of First, an "lterative Water-filling” (IWF) is proposed to find
bits limited by the peak-power constraint on subcarriethe the exact solution with a complexity that is in the order of
maximal effective number of bits and the maximal effectivthe square of the number of subcarriers. Second, a secant-
power allocated on subcarrier based loading algorithm is used to find a reliable root of (5)



with a complexity that grows only linearly with the number (

i
of subcarriers. 40 [{APsr > APpRr _ -
The capacity corresponding to subcarnieis APpa 1 APpa ~
Iipr, . () 30 +GBA iy M-GBR is preferable
w=logy (1+ 51— —] g™ ) 7 -
‘ ng( +[ ' gn]o 0 p eferable:

®]

In the second step, the bi-section method is applied to find o0 T
the maximum value ofr defined hereinafter in (8) so that the
total power constraint is fulfilled. The number of bits akbed
to subcarriem is given by 10 -

b = [[cn + a] =™ (8)

e 1
s anld I
—e— A PBR/A Ppa

1
Ill. HYBRID APPROACH BETWEEN THEZ-GBA AND 0 200 400 600 800
M-GBR ALGORITHMS Total Allowable Power P

In Section I, we have reminded that the complexity of. ) _
the Z-GBA algorithm and of the M-GBR algorithm are aI:'g' 1: 41, v values and asl\;vg;:i:lh&estween Z-GBA and M-GBR

non-decreasing function and a non-increasing functiorhef t
total allowable power, respectively. Thus, in the region of
high values ofF;, the M-GBR algorithm should be used 5, stration of the switch between both algorithms is
instead of the Z-GBA algorithm and vice versa. In this seattio,

illustrated in Fig. 1. We checked that the valuespofind v

we propose a simple threshold to switch between the tvylgry little with respect toP,,; for a given channel realiza-

algorithms. In fact, the complexity of both algorithms i%ion. However, we also checked that the valueohighly
dominated by a product of the number of iterations to obtal )

Utpends on the channel realization. In contrastcan be
the optimum bit and power allocation vectots™{ and P°?) P aste

. ; . ./ considered constanfu(=~ 1) w.r.t. channel realization. To
and the complexity per iteration. Moreover, the complepey nrgduce the complexity, we only take into account the cioteri

iteration of both algorithms is almost the same, i.e., we find p; 5 . .

the subcarrier that requires minimum power to add one bit &P, , < p, wherep =1, to deter@ne the switch between
find the subcarrier for which the power gain when removin§e Z-GBA and the M-GBR algorithms. We refer to it as
one bit is maximal and then adjust the number of bits divbrid algorithm. This approach is based on the criterion
this subcarrier. Let us denote g4 and £gr the number PR 1. If the criterion is fulfilled, the M-GBR algorithm
of iterations to obtainb®” in the Z-GBA and the M-GBR is ised sinc&sg < (4. Otherwise, the Z-GBA algorithm is
algorithms andV denotes the number of used subcarriers. Used. Obviously, this simple criterion can only yield a sub-
Table I, the total number of operations for the Z-GBA andptimal switch between the two algorithms as we will see in
for the M-GBR algorithms are provided. They are dominatafie simulation section.

by 4N and {grN. Note that in these algorithms, only

one bit is added or removed at each iteration. Then we have;yy A NEW LOW-COMPLEXITY LOADING ALGORITHM

Cpa =611, £5R = [0yl = (10| THEORETICAL ANALYSIS AND IMPLEMENTATION
Let us defineAPgr and APy by . .
A. Theoretical analysis
— r _ op
APpR = |Praells = (P11, ©) The WF algorithm provides an optimal loading solution to
APpa = [[P?|x. (10) problem (4), denoted byc""*'}. We define the rounding of
The proposed criterion relies on the following theorems. ~ the WF solution a;"** = roundc,’ "), where
. . 1 1
Theorem 1. There exist > u > 1 so that if ﬁiBR < pthen roundz) =n < — gSz-n<g neN (12)
Lo < toa and 2228 5 thentnn > . - : i
BR < fpa @nd it 7= > v hentpr > Lpa. We denote by #'# the bit vector resulting from the rounding
Proof: See Appendix A. B of the WF solution and by % the corresponding power

This theorem gives us a way to determine the regions wheocation calculated by
the M-GBR or the Z-GBA algorithm should be preferred.

WFR

However, due to the ignorance &7, we cannot calculate PWFR _ (2 —1r
n

: (13)
APpr and APg 4 directly. 9n
Theorem 2. If [Py, .. ll1 > Pior @and Py >> Py .. (n), Vn, In [23], Campello has defined an efficient bit vector for
we have||P?||; ~ Pio;. the bit/power loading. A bit vector is said efficient if there
Proof: See Appendix B. m is no pair of subcarriers so that the power gain obtained by

In practice, the condition ofP,,; >> P;;m(n), VYn is removing one bit from one subcarrier can be used to add one
generally fulfilled since the number of active subcarriess bit to another subcarrier. We recall that in the optimum Z-
high. Then,APsr and APsa can be approximated as GBA algorithm, at every step in the bit-adding procedure, th

APgr = ||Phazllt — Priot ; APpa =~ Piot. (11) hit vector is always efficient [15].



Theorem 3. b % is an efficient bit vector.

Pseudocode of the modified secant-based algorithm

Proof: See Appendix C. [ ]

In the following, we prove that the power use correspondmg2
to bWFR

Theorem 4. For any bit vectorb # bV ' if |b||, =
6" EE|,, then||PWFE||, < |P||; with P the power vector
associated wittb and ||.||; the l; vector norm.

1:

is the most efficient. 3:

R

Set fo = _Ptot: T =

Sete to a desired tolerance value.
Setcount = 0, SOld
1

1
SetSC() —InlIl —, Ty = max{ maz( )+ _}

§ mam Ptot

5. while co11mt < 5do

g — 2/11 — fozo
=2

Proof: See Appendix D. m Ih— fo .
B. Proposed WFR-GBL algorithm rof= Z [Sl } Prot
Based on the analysis above, we propose the followind’ if f >0 then
simple and optimal algorithm for the discrete bit—loadingg3 =5
problem in (1). Its principle consists in exploiting the bit10: fl =f
vector obtained by rounding the water-filling algorithm so else
lution of problem (4) as an efficient initial bit vector of thel? To = 51
Greedy algorithm. Then, we calculate the current power ugé fo=T1
Pue = 3., PWFEIf Pyse < Py, the Greedy-based bit- 1+ engllfs g
adding is used. Else, the Greedy-based bit-removing isexppl 1° if =5— <ecthen
to yield the final bit allocation fronb" 7%, We named it the 16 count = count + 1
Water-filling rounding Greedy-based bit loading (WFR- GBL)17: eng if
algorithm. 8 St =5
19: end while 1P (n)
Pseudocode of the WFR-GBL algorithm 20: P, = [51 _ g_}omam

1: Calculateb,, 4., b’

max? maw

2: CalculateP},, = Y P}, (n).

3 if P, < Piot then
b(n) = by,q, (1)

P(n) = Ppa.(n)
else

as in (2).

No g

or secant-based loading algorithm in [16].
8: Calculate b FE = round([(logQ(gn) + Sg)]
0

WFR 1)F
— andP,.. =y PWVFE

PWFR _ (Qb"
9: if Puse S Ptot then

Solve Eq. (5) to findS; by using Iterative Water-Filling

by an (7L))

Theorem 6. The WFR-GBL algorithm converges to the glob-
ally optimal bit allocation.

Proof: See Appendix F. [ ]

Note that in Step 7 of the pseudocode implementation of the
WFR-GBL algorithm, the secant-based loading should be used
to find S; for two reasons. First, note that the "efficiency” of
b is independent af;, so that we can use an approximate
version of the root of Eq. (5) instead of the exact one.
Second, its complexity grows only linearly with the numbér o
subcarriers. However, its main drawback is that in manysase

10: Use Greedy-based bit-adding as in [15] to add tHe same end-point is retained twice in a row. To avoid it, we
number of bits on the subcarriers that have neétse a modified secant-based (also called lllinois) algarith
reached yet their effective maximal number of bit§24] whose pseudocode implementation is given above. In the
br ... following, starting fromb" 2, we prove that the optimized

11: else bit-loading is achieved by adding or removing the number of

12: Use Greedy-based bit-removing as in [16] to remoweits per subcarrier at most once.
the number of bits on the subcarriers that have Nt eorem 7. To achieve the optimized throughput fraf 2,
re:?\ched yet 0. the number of bits on every subcarrier needs to be increased

13: en_d i or removed at most once.

14: end if

Proof: See Appendix G. [ ]

To prove that the WFR-GBL algorithm converges to the
global optimum solution, we first derived the following résu C. Complexity analysis

Theorem 5. Let b® and b? be two efficient bit vectors and Let us denote byL, the number of iterations to fin®;
P¢ and P/ be the corresponding power allocation vectorsin the secant-based loading procedure @ndhe number of
respectively. Then, iterations to findx in the BFB algorithm. In [15], it is shown
that L, and L, are independent olN. To find the optimum
(i.e., maximum or minimum) of an array of siZé, it requires
B aboutN operations. The calculations bf, .. (and ofb™ %),

|P¢[l > |IPf]l; < b° > b’ (component-wise)  (14)

Proof: See Appendix E.



TABLE I: Number of operations for the algorithms.

ZGBA 7T 50N 73054 K
M-GBR (114+4¢pRr)N + 3lpR 1'7 |
BFB (2Ls + 7L, + 17)N —le— Z-GBA
WFR-GBL | (2Ls + fwrr +22)N +3wrr - M-GBR

—e— Hybrid

b}, .. fromb,,., (and of P,,.) andP;, .. fromb;,
PWVERY require5N, N and4N operations.
Let us denote by rr the number of iterations to obtain

b°? in the WFR-GBL algorithm. Note that in WFR-GBL

(and of

Number of iterations (x103)

200 400 0

algorithm, only one bit is added or removed at each iteration Total Allowable Power Po

Then we have Fig. 2: Number of iterations per subcarrier comparison.
twrr = ([0 — 1B Ty (15) 15

In the following, we summarize the main steps for eachs

algorithm. £

e Z-GBA algorithm: calculateb,, .., b’ and required qé 10

max
=)

powers to add one bit to zero for every subcarrier +73%

Greedy-based iteration to add the number of bits onZ

—

subcarriers. In [15], it is shown that every iteration g
requiresN + 3 operations. =

ot

e M-GBR algorithm: calculateb,,,qz, b,,2 Pree and 0
required power to remove one bit frafy, ... (n) for every
subcarrier + Greedy-based iteration to remove the number Total Allowable Power P
of bits on subcarriers. Fig. 3: Total run-time comparison.
e BFB algorithm: calculat,,qz, b, .., Pr... T Secant-

based algorithm (lllinois algorithm) + 'alpha’ compen-
sation procedure. In [15], the number of iterations ofVe also suppose that there is zero-Doppler and the guard inte
the secant-based loading procedure to ffidand the val is chosen so that there is neither inter-carrier interfee
bi-section method to findv is about(2L, + 1)N and hor inter-symbol interference. Simulation results areaoigd
(7L, + 6)N, respectively. with the following parameters:
e WFR-GBL algorithm: calculateéd,,o., 07,000 Prae * e Number of used subcarriers = 917.
Secant-based algorithm (lllinois algorithm) + calculate e Allowable set of number of bits on a subcarridr =
pWER pWER p  and the power required (power gain)  {0,1,2,3,4,5...,11,12}.
for every subcarrier to add (remove) one bit froffif 2 o PMaT — 1. Vn € {1,2,..., N} (normalized to PyAf

+ either Greedy-based bit-removing or bit-adding. where Py, = —55 dBm (1 Hz) is the spectral mask
The total number of operations required for each algorithm ~ value defined by the IEEE P1901 standard dnflis the
is summarized in Table I. subcarrier spacing between two consecutive subcarriers).
e P, (normalized toPyA f) varies from 10 to 900.
V. SIMULATION RESULTS e I' =7, for a target SER value af0~> [27].

e =0.01 and L, = 10.

To validate th d algorithm, th Iti-path ® L
o vaiidate the proposed algorithm, We use the mutti-pa Number of channel realizations: 1000.

PLC channels whose transfer function can be modeled as [25]°

A. Hybrid approach between the Z-GBA and M-GBR algo-
rithms

(16)  The number of iterations and the run-time of the Z-GBA,
wherev, is the speed of electromagnetic waves in the COPpPRI-GBR and hybrid algorithms are illustrated in Figs. 2 and 3
medium,N,, is the number of propagation paths, dnds the (with PLC class 2 channels). We can observe that the simple
length of then-th path. Parameter$ andw,, relate to the path criterion exploited in the hybrid algorithm gives us a juidics
amplitude, while parameters, a1, K1, K> andz, governthe switch between the two algorithms. Its performance is the
frequency dependence of the channel transfer function. Tég@mne as the M-GBR algorithm in the region of high, and
values of the parameters for each of the nine classes cani¢ne same as the Z-GBA algorithm in the region of small
found in [25]. Piot-

For the noise, we only take into account the background

noise, which can be modeled as a colored Gaussian noise WithywFRr-GBL algorithm performance

power spectral density [26] defined as We test the following algorithms: the WFR-GBL, the Z-
An(f) = bo + by|f]%2. (17) GBA, the M-GBR and the BFB algorithms.

Np
H(f) = AS (1o + 2 f52)e= (00t ar s Dlng=i2nflav.
n=1
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Fig. 4: Achieved throughput comparison. Fig. 6: Number of operations per subcarrier comparison.
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Fig. 5: Total used power comparison. Fig. 7: Total run-time comparison.

TABLE II: Average number of operations per subcarrier and
Figs. 4 and 5 show the achieved throughput and the tot&lverage total run-time comparisons between the algorithms

power use obtained with the four algorithms. We can check over variousp;.; € [10,900].
that the throughput achieved with the WFR-GBL algorithm is Number of | Total run-ime | Total run-time
the same as the optimal one (obtained with the Z-GBA and operations (ms) (relative)
the M-GBR algorithms). In addition, we have also checked | £GBA 962.25 11.60 16.8

. . . M-GBR 331.37 3.85 5.6
that both bit/power allocations obtained by the Z-GBA, the 55 15635 135 19
WFR-GBL and the M-GBR algorithms are always the same. [WFR-GBL 70.76 0.69 1

This confirms the optimality of the WFR-GBL algorithm.

The throughput achieved with the BFB algorithm is slightly

degraded but it seems to converge to the optimal oné,as Table | by N, and the total run-time are shown in Table II.
increases. Both of them are results averaged over the rang&;gf.

The total required number of operations per subcarrier andWe have also tested the WFR-GBL algorithm for all 9
the total run-time comparisons are illustrated in Figs. @ artlasses of PLC channels. We recall that every class has
7. We can see that both performance indicators of the - particular average channel attenuation [25]. In all gases
GBA algorithm and the M-GBR algorithm are non-decreasinge have checked that the WFR-GBL algorithm can always
and non-increasing function af,,;, respectively. Moreover, achieve the same bit/power allocation as the ones obtaiped b
the total number of operations as well as the run-time tfie Z-GBA and M-GBR algorithms, i.e., the optimum one.
the BFB algorithm and the WFR-GBL algorithm little varyThe relative total run-time (in average ovét,;) w.r.t. the
w.r.t. P,,. It is also shown that the complexity of the WFR-channel class is shown in Fig. 8. We can observe that the
GBL algorithm is less than the one of the BFB algorithm ancklative run-time of the Z-GBA algorithm as well as the run-
strongly reduced as compared to the Z-GBA algorithm or thiene of the M-GBR algorithm is an increasing function of the
M-GBR algorithm. The number of operations per subcarriezhannel class. This can be explained by the fact that theehigh
calculated by dividing the total number of iterations givan the channel class, the less variable and attenuated theehan
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Fig. 8: Relative total run-time (averaged over various 0 8 || &~ WFR-GBL .
P,ot € [10,900]) vs channel class. £
g5 1
T
frequency response [25]. Thugh°?||; and|b},,.||1 increase 5 4l i
with the index of the channel class. This explains an iningas  —
behavior of the relative run-time of the Z-GBA algorithm as é
well as the M-GBR algorithm. However, for channel classes 20 I
7, 8 and 9, we observe a decrease of the relative run-time
of the M-GBR algorithm. This is explained by the fact that %OO 4(‘)0 660 8(50 1000
for these classes of channgh??||; increases with the index . '
of the channel class while most entries laff, ., are equal Number of subcarriers

to Ama, and thus do not depend on the channel frequency  Fig. 10: Total run-time vs number of subcarriers.

response. Hence, the number of iterations used in the M-GBR

algorithm, that is equal tgb;,..|l1 - [|b°?||1, is a decreasing

function of the channel class (for classes 7, 8 and 9). has been theoretically proved. Its principle consists ist fir
The WFR-GBL algorithm strongly reduces the run-timexploiting the bit vector obtained by rounding the Watdiwiij

as compared to the Z-GBA or the M-GBR algorithms. IRolution to the associated continuous bit allocation probas

addition, its run-time is about half of the BFB algorithm runan initial bit-vector in the Greedy algorithm and secondiy t

time. Note that while the WFR-GBL algorithm yields theoad up or to remove bits on the subcarriers to be loaded up

global optimum solution for problem (1), the BFB algorithmor be removed at most once. We have compared the proposed

is only sub-optimal. WFR-GBL algorithm with the Z-GBA, the M-GBR and the
Figs. 9 and 10 illustrate the total number of operations aiBFB algorithms. The advantage in terms of computation cost

the run-time of the algorithms when we change the numbiess been theoretically analyzed. Simulation results hiage/s

of subcarrier, i.e.N = 256, 512 and 917, wittP;,: fixed to the efficiency of the proposed WFR-GBL algorithm in terms

100 (normalized toPy A f). We observe that the WFR-GBL of achieved throughput and run-time with different config-

algorithm always outperforms the Z-GBA, the M-GBR and thgrations, such as different numbers of subcarriers, differ

BFB algorithms. In addition, the higher the number of activeLC channel classes and different total power constraints.

subcarriers, the higher the complexity reduction. all cases, the proposed algorithm outperforms the referenc

algorithms.

VI. CONCLUSION
APPENDIXA

In this paper, we have firstly introduced a simple criterion
PROOF OFTHEOREM 1

to switch between two well-known algorithms to solve the
discrete bit-loading in interference-free OFDM systente t  Let us denote by, and<l, the power obtained when
conventional Greedy (Z-GBA) and the Greedy-based bitemoving one bit in the first and last iterations of the M-GBR
removing with maximum allowable bit loading initializatio algorithm to obtainb®” from b’ ..; <%, andel, the power
(M-GBR) algorithms. Secondly, we have proposed a novedquired to load up one bit in the first and last iterations of
low-complexity optimal WFR-GBL algorithm. Its optimality the Z-GBA algorithm to obtairb®® from a null bit vector.



Note that at every iteration in the M-GBR algorithm, one bitn both casesAP,,, 1<< Piy.

is removed so that the power gain is maximum and in the
GBA algorithm, one bit is loaded up so that the power required

is minimum. Thusgl,, > elsp, €5, < el54 and we have

IBRr E%R<APBR<€BR EfBR (18)
lpa ehy < APpa < Ulpa o
KBR ESBR APBR ZBR 81;13
l ; (19)
Ipa €54 APpa IBA €54
f l
Let us notev = E}LR andp = Efl. Clearly,v > p and from
€Ba 7
(19),
APBRl 2:13 APBRl (20)
APpav ~{Ipa  APpap

Moreover e andel; , are also the power required to load up
one bit and the power obtained when removing one bit fromhere S, is the root of (5) andS,

Eét us denote =

<< 1. Using (22), we have
tot

P71l

tot

[Pl

tot

1—e< <l= ~1 (28)

APPENDIXC
PROOF OFTHEOREM 3
We prove thath"*# = roundcV'F), is an efficient bit

vector. The allocated power and continuous capacity for sub

carriern after using WF algorithm for problem (4) are given
by [16]

PWF — S =
[( 1 gn‘)Pi| BT (n)
CZVF = log, (1 + ?gn) = [(logQ(gn) + 52)}07“%

(29)
= log,(S1/T).

b°?, respectively. Because® is an efficient bit vector then The number of bits after the rounding and their correspandin

elsp > ely 4 thusp > 1 (see Appendix C).
From (20), if APgr/APga > v, then lpr/lpa > 1

and the number of iterations used in the M-GBR algorithm
is higher than that used in the Z-GBA algorithm and the
Z-GBA algorithm should be chosen. On the other side, if

APgr/APga < pu, then{pr/fga < 1 and the M-GBR
algorithm should be chosen.

APPENDIXB
PROOF OFTHEOREM 2

When ||Pr...ll1 > P, there is always an allowable sub-
carrier that cannot be allocated one additional bit due & th
total power constraint at the end of the Z-GBA algorithm.
Let us den(b);[pe byny, such an allowable subcarrier. Thus,

AP,, 1= 2ob is the required power to add one bit on

: In
this subcarrler(}(gg — byP 4 1). Then, we have

[PPlly < Pror < [IP”l[1 + APy, 1 (21)
APyt IP[lx
=1 - o < 22
Ptot Ptot ( )
Becausen is an allowable subcarrier, we have
r P];uzz (no)gn

bmam(no) = 1Og2 (1 + fo) Z 1 (23)

I
= —< P:;uzm( 0) (24)

9no

andb°?(ng) < b7 ...(no)
2b°p(no)71 r

5 Prg) = E I o g (@9)

9no
Let us assume thaP”

max

two casesb;? # 0 andby? = 0. In the first case, we have:

(2% — 1) T

AP’”O T: + g_ < 2Pmam(n0) << PtOt (26)
no no
In the second case, we obtain
T
Apno T— — < P;mz(no) << Ptot (27)

no

(n) << P, Vn. Let us consider

power are

by FE - =rounde) T
WFR
n gn
Let us denote by!V %, piVFE the number of bits obtained
by WF + rounding on any pair of distinct subcarriers. Without
loss of generality, we suppose thab = p}VFE — pIVFE >
0. Then,
Case 10< b/ R <l n(k)—1,k=1,2= ¥
By usingm = rouno(z) & m—1/2<z<m+1/2, then
=0 =12 - (b T4 1/2) <V
<b"FRp1/2— Y FR—1/2) (31)
= Ab—1 < log,(g1) + S2 — (logy(g2) + S2) < Ab+1 (32)
Ab—1 91 Ab+1 (33)

< baz (k).

WF
—Cy

=2 <2

e The required power to add one bit to subcarrier 1 and

the power gain by removmg one bit from subcarrier 2
bWFR 1

are APVFE 4= 27T and APVFR | — 2z '

51 g2
Using (33) 91 L gAbHL oy APWFR 4 5 APJVFR |

e By followmg the same reasoning and usu% > 9Ab-t
given by (33), we also havap}V#% 4 > AP1WFR 1
Case 2 b{"FR =7 ,.(1), 0 < bY¥FE < b7 .. (2). In this case
10g2(g1) + 52 > b:naw(l) - 1/2: then
log, (g1) + 82 — (10g5(g2) + S2) > baa(1) — b2 =1 (34)

= log,(g1) — log,(g2) > Ab—1= 5 > gAb—l (35)

Then, APV FR 4+ > APVFR |

Case 3 0 < b"F® < b .. (1), BYFE = 0. In this case,
log,(g2) + S2 < 1/2.

= logy(g1) + Sz — logy(g2) — S2 > b1 " — b3V 7 — 1 (36)

= log,(g1) —logy(g2) > Ab—1 (37)

= 9L ghb—1 (38)
g2

Then, as in case 2> APYYFR 4+ > APVFR |,



In all cases, there is no movement of a bit from one Suppose that|P¢||;, > ||P/||, and 3n, : be, < bl . If
subcarrier to another that reduces the total required powen # ng, b¢ < b/, then||P°||; < ||P’||;, which contradicts

Thus,b" 2 is an efficient bit vector. the hypothesis. Thusin,: b, > bJ . Then, we have
APPENDIX D by < bfy = by < b, —1 (44)
PROOF OFTHEOREM 4 oo 2Vho—ID
WFR WFR i :>APbT6 —be +1 - < . = APJ’f f
Let us denote byA P, 1+ and AP 1 the required no 7 Pno Ino Ino brg—+bng—1
power to add one bit to subcarrierand the power gain by (45)
removing one bit from subcarrier. Then,
and
bWFR bWFR71
Apprrg 20 U apwrn 20 0 (g e e
gn gn by, >0, =0b, >b; +1 (46)
Let I stand for the subset of subcarriers such &A% ' obh, —1p 9t 1
< b, and J the subset of subcarriers such thgf"® > :>APb$l]—>bg1—1 = o 2 P APb£1—>b£1+1
1 1
bm. As [[0WFE|; = |b|l1, we havey” _;(bn — pWFRY = 47
ZmGJ(b’fVXFR - b )
Let us consideb" "%, We denote byA P + the total increase Since b/ is an efficient bit vector, APbe RTI
of power required to load up each subcarrieof I such that 1 AR

it bearsb,, bits andA P | the total power gain from removing ~ b%,—bf, -1 - Then using (45) and (47), we deduced that
bits from each subcarrien. of J such that it bear$,,, bits. APbe S, 1 < APe b 1 which contradicts the hypoth-
The required total power associated with this new bit logdiresis "be is'an efficient bit vector”.

is equal to Thus,b¢ > bl, ¥n, i.e., b’ > b’/ (component-wise).
Pl = IPY "l + AP T —AP | (40)
APPENDIXF
AP 1= Z gbn _ W IR L _ Z(2bn,—b7‘§VFR _1) APWFR 4 PROOF OFTHEOREM 6
nel g” nel We consider two cases: &),; < P« and b)P/,, > Po:.
> (b — by T AP el > (be — by T (41) In the first case, the total power constraint is always feldll
nel nel Thus, P, = PI,.(n) andb, = b, ,.(n) is the globally
wheree! ;, = min APYFE 1 and since? —1 > ¢, vq ¢ N+. Ooptimal allocation.
nel If P/, > P, we have to consider two cases: i)
AP L= 3 @M ooy L (42) [PYFE||, < Py and i) [PV IRy > Pro.
gt gm In the case i), the Greedy-based bit-adding algorithm is
Y H H H op ofi WFR < poP
_ Z 201 _Qbm,byygm) APWFE | applied and its solutiom? satisfiesO < b < b°?. In

the following, we prove thab"™' 2 must be an intermediate
bit vector in the Z-GBA algorithm and thus”? is the globally
WFR WFR J WFR
< 2 O —bn) AP e D (0~ bn) optimal solution.
WER Let us denote by , the intermediate bit vector obtained
wheree;,,, = max AP, """ | and1-277<¢/2, Vg €N*. i the Z-GBA algorithm such thatb’ ,||; = [[b" 7#|;. Let

meJ
In the proof of the efficiency db"" %, we have proved that PL , stand for the corresponding power allocation. According

for any pair of subcarriers and j, APYVFE 1> APWVFR || 10 [15], the bit vector at any step always yields the minimum
Thus,el,;,, > €70 and thenAP +> AP |. Finally, total power use. SA|Pj 4|1 < IPw |l On the other hand,
by applying Theorem 2, we hayiPh ,||; > |\PWFR||1 We
IPly = [[PY )y + AP+ —AP |> [P, (43) thus deduce thatPL |1 = |Pwrr|: andbk,, =b"
pWFR Consequently, _the WFR-GBL algorlthm in case i) converges
to the same solution as the Z-GBA algorithm, i.e., to the glob
optimum one.
APPENDIXE In the case ii)||P", .. [l1 > |[P"FE||; > P > ||P°?|1 and
PROOF OFTHEOREMS according to Theorem 6, we habg, > b" % > b°P. Note
The sufficient condition, i.eh® > b/ = ||P¢||, > ||P/||;, thatthe M-GBR algorithm yields at every step an efficient bit
is easily demonstrated by the fact that the power allocated vector. Using the same reasoning as before, we deduce that
a subcarrier is an increasing function of allocated number "% is an intermediate bit vector of the M-GBR algorithm.
bits, i.e.,b® > b’ (component-wise}> P* > P/ (component-  Consequently, the WFR-GBL algorithm in case ii) conveys
wise) and thug|P?||; > ||P/]|. to the same solution as the M-GBR algorithm, i.e., to the
To demonstrate the necessary condition, bé.andb’ are global optimum one.
two efficient bit vectors, if|P°||; > ||P/||; thenb® > b/, we We have proved that in all cases, the WFR-GBL algorithm
use the counter-evidence approach. yields the global optimum solution for problem (1).

meJ meJ

The equality||P||; = ||P"Y %], holds only wherb =
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APPENDIX G Lemma 7.2. by rr = |[|b%1 — ||V FE|1| < CardWf).

PROOF OFTHEOREM 7 WER

In this appendix, we aim to prove that, after the initialiaat Proof: Let u.z,passume thaP li < Pioi. Then, the
final bits vectorb®” is componentwise higher than the initial

step, a given subcarrier state (allocated bit number an@po nepWFR

is modified at most once. To this end, we consider two cases

8) Pior < Pior and B) Fypy > Fior. = {nfe)/" < Bu.(n)}. Let us denote by the

< max
et caser < P 3 e M consls of iy S i1 it < ).
ing ThusU® = {n|cVF = pWFE — pr  (n)}. Obviously, the

number of bits With maximum power level, i.e., subcarnier S . Dinas .
optimized throughput is always less than the sum capacity
will be allocatedb?, ... (n) bits and a power equal 8, ,..(n).

This allocation obviously achieves the global optimum from gbtained by the Water-filling. Then, we have

the initialization state. WER — round V) > VE —1/2, Wn (51)
In the second casd&,, > P;,; and we have to distinguish o WF

) | to or = . bop 52

between the bit-adding and the bit-removing procedures de- Z w < ZC“ (52)

pending on whetheP, .. = ||[P" ||, after initialization be

The Greedy-based bit-adding procedure is applied and

less or greater thaR;,;. Our reasoning relies on two IemmasThus’

introduced hereinafter. lwrr = Z(bzp — PWFRY < Z (CKVF _ b,"lVFR) (53)
The first lemma states that the subcarriers selected for n n

update within first successive iterations of the algorithiirRY _ Z (CZVF _ beFR) + Z (CZVF _ bZVFR) (54)

GBL are necessarily different. Then, in the second lemma, gy neliC

we prove that the number of bits added or removed by the <1/2

WFR-GBL algorithm is upper-bounded by Céit), where Card) 0

U denotes the set of subcarriers that can be added (case < 5 < CardU) (55)

|[PYEFE ||, < P,,) or removed (casé¢P"V 'E|, > P,,) at
least one bit in the Greedy-based procedure and (Garés

the cardinality oft/. Let us now assume thatPV %|, > P, Then, the

In the following, we denote by the current iteration index final bits vectorb® is componentwise less than the initial
and byi; the index of the subcarrier selected for update. gne pW E: por < pWFR < pr The Greedy-based bit-

max*®

Lemma 7.1. Given k < CardU/), k successive iterations reénovmg ‘E)Vrg%eduri is applied) = {”|5V$§D< 1}W§”d
of the WFR-GBL algorithm necessarily updatedifferent = {n|b; by = 0}. Let us defineb,, Lew ™ 1

subcarriers, i.e.j; # i, forall 1 < ¢ < j < k. we have
WFR WFD
Proof: We prove the lemma only for the case by T = round ey ™) < b, + 1, Vn (56)
[PV FE||, < P, as the same reasoning holds for the another bP > by P n (57)
case. Then, the algorithm applies the bit-adding procediire . . .
the initialization St%te(bWFRpF::)WFR) gp The second inequality results from the fact tb&t”” is also

We first prove thai- = i:. The required powers to add onean efficient bit vector and the total power use corresponding
P 2 7 i1 d P o bWFP is less thanP.; (and thus less than or equal to

bit on both subcarriers at second iteration are: J S
HP |1 since ||P°?||y &~ P:). Using Theorem 5, we obtain

b; - .
N _ o 2nr (48) b7 > bW D The proof of the efficiency ob" " relies
bia =bir +1 9iy on an equivalent reasoning as used in Appendix C and uses
2bi2 T [z =m=m<z<m+1.
+ B <
AP%%QH T g (49) Then, we have
whereb;, = b FR 4 1 andb;, = bJV ' twrr =Y ()7 =P (58)
2bWFRF n
WFR
Sinceb is an efficient bit vector, we have? > _ Z (bZVFR — b)) + Z (bZVFR — b)) (59)
2by;/FR 1 o _ neu neu®
, which implies that
Gio 0
— WFR _ jop WFD __ 3 WFD
APZII —bi; +1 > API;L —biy+1 (50) - ;/{ (bﬂ bn ) S %{ (bn +1 bn )
This means thats is necessarily different from;. We can (60)
easily generalize the result and deduce that# i, for < Card/) (61)

1 < ¢ < k < Cardlf), which states the first lemma. An
equivalent reasoning can be applied to prove the lemma wherfinally, we have proved for both cases,

WFR
IPT > Piot. twrn = [[67]1 = [bV Ry < Cardu).  (62)
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On one hand, Lemma 7.1. states that the firgierations, [25] M. Tonello, F. Versolatto, B. Bejar, and S. Zazo, “A fiigj algorithm for

wherek is upper-bounded by the cardinality of updatek random modeling the PLC channelEEE Trans. Pow. De].vol. 27(3),
different subcarriers. On the other hand, Lemma 7.2. sta pp. 14771484, 2012.
: ’ e fgé R. Hashmat, P. Pagani, and T. Chonavel, “Analysis andieting of

that the variation of the number of bits between initiali@at background noise for inhome MIMO-PLC channeBrbc. IEEE ISPLC
and optimum convergence states is upper-bounded by the 2012 pp. 316-321, 2012.

L [27] J. M. Cioffi, G. D. Dudevoir, M. V. Eyubouglu, and G. D. Fuay,
cardinality oft/. From both lemmas, we deduce that to obtain * «ymsg decision-feedback equalizers and coding - part Il:diag

b°P, starting fromb" "% the number of bits allocated to a  results; IEEE Trans. Commurvol. 43(10), pp. 2595-2604, 1995.
given subcarrier will be increased or decreased by at most
one bit.
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