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Abstract. Let n ≥ 2 be an integer and denote by θn the real root in (0,1) of the trinomial
Gn(X) =−1+X +Xn. The sequence of Perron numbers (θ−1

n )n≥2 tends to 1. We prove that
the Conjecture of Lehmer is true for {θ−1

n | n≥ 2} by the direct method of Poincaré asymptotic
expansions (divergent formal series of functions) of the roots θn,z j,n, of Gn(X) lying in |z| <
1, as a function of n, j only. This method, not yet applied to Lehmer’s problem up to the
knowledge of the author, is successfully introduced here. It first gives the asymptotic expansion
of the Mahler measures M(Gn) = M(θn) = M(θ−1

n ) of the trinomials Gn as a function of n
only, without invoking Smyth’s Theorem, and their unique limit point above the smallest Pisot
number. Comparison is made with Smyth’s, Boyd’s and Flammang’s previous results. By
this method we obtain a direct proof that the conjecture of Schinzel-Zassenhaus is true for
{θ−1

n | n ≥ 2}, with a minoration of the house θ
−1
n , and a minoration of the Mahler measure

M(Gn) better than Dobrowolski’s one. The angular regularity of the roots of Gn, near the unit
circle, and limit equidistribution of the conjugates, for n tending to infinity (in the sense of Bilu,
Petsche, Pritsker), towards the Haar measure on the unit circle, are described in the context of
the Erdős-Turán-Amoroso-Mignotte theory, with uniformly bounded discrepancy functions.
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Boyd Conjecture, Boyd Conjecture, Erdős-Turán-Mignotte-Amoroso, discrepancy function,
limit equidistribution.

Dedicated to the memory of Pierre Liardet.



2 Jean-Louis Verger-Gaugry

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Factorization of the trinomials −1+X +Xn . . . . . . . . . . . . . . . . 9
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1 Introduction

We consider the family (Gn(X))n≥2 of trinomials Gn(X) = Xn +X − 1 and their re-
ciprocal polynomials G∗n(X) = XnGn(X−1) = −(Xn−Xn−1− 1). Let θn,n ≥ 2, be
the unique real root in (0,1) of the trinomial Gn(X) = −1+X +Xn. By Smyth’s
Theorem [Sy1] (Dubickas [Ds1]), since the trinomials Gn(X) are not reciprocal, the
Mahler measure of Gn satisfies

M(θn) = M(Gn) ≥ Θ = 1.3247 . . . , n≥ 2, (1.1)

where Θ = θ
−1
5 is the smallest Pisot number, dominant root of the Pisot polynomial

X3−X − 1 = −G∗5(X)/(X2−X + 1). Lehmer’s Conjecture [Le] (Smyth [Sy3]) as-
serts that there exists a constant c > 0 such that M(α) ≥ 1+ c for every nonzero
algebraic number α which is not a root of unity (Blansky and Montgomery [ByM],
Dobrowolsky [Do2], Stewart [St]). Since the sequence of Perron numbers θ−1

n ,n≥ 2,
tends to 1 when n tends to infinity (Lemma 2.2), the inequalities (1.1) imply that that
Lehmer’s Conjecture is true for the family {θ−1

n | n≥ 2} with c = Θ−1.
Lehmer’s problem has a long history (Smyth [Sy3]). The search of a proof of

Lehmer’s Conjecture has led many authors to develop various technics for obtaining
a minoration of the Mahler measure, or equivalently the Weil height in the classical
context, or in a generalized context: e.g. polynomials (Amoroso [A1], Borwein, Do-
browolski and Mossinghoff [BDM], Flammang [F], Rhin and Smyth [RS], Rhin and
Wu [RW], Silverman [Sn]), multivariate polynomials (Boyd [Bo2], Schinzel [Sc3],
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Smyth [Sy2]), algebraic numbers (Louboutin [Lt]), in abelian extensions (Amoroso
and Dvornicich [AD], Amoroso and Zannier [AZ2], Baker [Bk]), limit points (Bertin
et al [B-S], Boyd and Mossinghoff [BM], Flammand, Grandcolas and Rhin [FGR]),
using auxiliary functions and interpolation determinants (Cantor and Strauss [CS],
Laurent [La2], Stewart [St], Waldschmidt [W2]), elliptic curves and elliptic Mahler
measures (Galateau and Mahé [GM], Hindry and Silverman [HS], Laurent [La],
Masser [Ma], Ratazzi [Rz]), abelian varieties (David and Hindry [DH], Rémond
[Rd]), p - adic Mahler measures (Besser and Deninger [BD]).

The objective of this note is to give a direct proof of Lehmer’s Conjecture for
the family {θ−1

n | n ≥ 2} by using the (Poincaré) asymptotic expansions of the roots
θn,z j,n, of Gn,n≥ 2 (Borel [Bl], Copson [C], Dingle [Di], Erdélyi [E]), as a function
of n, j only (cf Section 3). Once these asymptotic expansions obtained, other conjec-
tures can readily be investigated (Section 5): (i) we will consider Smyth conjecture
for the trinomials Gn (of height 1) of small Mahler measure, (ii) we will obtain an
effective minoration of the Mahler measures M(Gn), and (iii) we will give a proof
of Schinzel-Zassenhaus conjecture for {θ−1

n | n ≥ 2} with an explicit value of the
constant in the minoration of the house θ

−1
n = θ−1

n .
Namely, we write

θn = D(θn)+ tl(θn),

Re(z j,n) = D(Re(z j,n))+ tl(Re(z j,n)),

Im(z j,n) = D(Im(z j,n))+ tl(Im(z j,n)),

where ”D” stands for “development” (or “limited expansion”, or “lowest order terms”)
and ”tl” for “tail” (or “remainder”, or “terminant” in [Di]), and consider the products

ΠGn := D(M(Gn)) = D(θn)
−1× ∏

z j,n in |z|<1
D(|z j,n|)−2

instead of M(Gn), as approximant value of M(Gn). Ideally each quantity should be
represented by ”D” as an infinite sum, of infinitely many terms, for an exact match-
ing, and then with a tail ”tl” equal to zero; but, in the way they are obtained here
(cf. in the proofs of Proposition 3.1 and Proposition 3.4), these terms ”D”, if they
were infinite, as asymptotic expansions of the variables n and j, were divergent ex-
pansions. Divergence would be a problem. But the terminants are readily obtained by
the method; to overcome the difficulty of divergence, the objective is to show that the
control of the terminants (Dingle [Di] Chap. XXI and XXII, “Theory of Terminants”)
at a sufficiently high order, but not too high, makes sense.

Proving Lehmer’s Conjecture amounts to (i) show that the limited expansions
D(θn), D(Re(z j,n)) and D(Im(z j,n)) can be “given a push” up till an order (i.e. can
be represented as sums of a sufficiently high number of lower order terms) for which
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the tails

tlGn := M(Gn)−ΠGn

satisfy limn→+∞ tlGn = 0, (ii) give an uniform lower bound > 1 to the approximant
values ΠGn . We will show more, namely that the two limits

lim
n→+∞

ΠGn and lim
n→+∞

M(Gn)

exist, are equal and greater than Θ.
Roughly speaking the n roots of Gn are considered as n “bodies” as in celestial

mechanics, not linked by differential equations of mouvement but only by the poly-
nomial equation Gn(z) = 0; and we mimick here the strategy of H. Poincaré [P] to
describe them in a “n-body problem” using a sort or “theory of perturbations”, by di-
vergent asymptotic expansions. It seems that this strategy has never been introduced
as such, though divergent formal series were already shown to play a major role into
many problems [Bl]: cf the remarkable book “Divergent Series” by G.H. Hardy for
instance.

This method of Poincaré asymptotic expansions is a direct attack of the conjec-
tures (Lehmer, Schinzel-Zassenhaus), which does not make use of Smyth’s Theorem
(Amoroso [A2]). It amounts to study the geometry of the set of values of Mahler
measures M(Gn) and its limit points (Amoroso [A1], Boyd and Mossinghoff [BM],
Dixon and Dubickas [DDs], Langevin [Lg], Smyth [Sy3]) by “controlled” approxi-
mants. Theorem 1.1 is obtained by this method of asymptotic expansions (in Section
4.2) and shows that the first derived set of {M(Gn) | n≥ 2} is reduced to one element,
1.38135 . . ..

To confirm the relevance of the present method of asymptotic expansions, with
a control of the tails of the expansions, we prove Theorem 1.1 in two ways: by this
method (Section 4.2) and by using a method initiated by Boyd with bivariate Mahler
measures (Section 4.1). In both cases, we obtain the same value of the limit, called
the limit Mahler measure of the trinomials Gn.

Theorem 1.1. Let χ3 be the uniquely specified odd character of conductor 3 (χ3(m)=
0,1 or −1 according to whether m ≡ 0, 1 or 2 (mod 3), equivalently χ3(m) =

(m
3

)
the Jacobi symbol), and denote L(s,χ3) = ∑m≥1

χ3(m)
ms the Dirichlet L-series for the

character χ3. Then

lim
n→+∞

M(Gn) = exp
(3
√

3
4π

L(2,χ3)
)
= exp

(
−1
π

∫
π/3

0
Log

(
2 sin

( x
2
))

dx
)

= 1.38135 . . .=: Λ. (1.2)

Whether Λ is algebraic or transcendental is unkown (Boyd [Bo1]). Another ques-
tion of Boyd [Bo0] is whether Λ belongs to the second derived set of the set {M(β )}
of Mahler measures of algebraic numbers. The value LogΛ, as Clausen’s integral, is
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obtained by the Bloch-Wigner dilogarithm [BM] [Ln]. In Section 5.1 we obtain the
following asymptotic expansions of M(Gn) in a neighbourhood of the limit Mahler
measure Λ = 1.38135 . . . of Theorem 1.1.

Theorem 1.2. Let n0 be an integer such that π

3 > 2π
Logn0

n0
, and let n≥ n0. Then,

M(Gn) =

(
lim

m→+∞
M(Gm)

)(
1+ r(n)

1
Logn

+O
(

LogLogn
Logn

)2)
(1.3)

with the constant 1/6 involved in the Big O, and with r(n) real, |r(n)| ≤ 1/6.

In the sequel, we take n0 = 18. Whether the coefficients r(n),n≥ n0, are negative
or positive would allow to prove Smyth’s Conjecture for the trinomials Gn; we recall
Smyth’s Conjecture below, for general trinomials of (naı̈ve) height 1 (Flammang [F]).
However the coefficients r(n) do not seem to be easily computed by this method. We
report in Theorem 1.3 the distribution of the values M(Gn) in a neighbourhood of Λ

provided by the original method introduced by Smyth and Boyd in [Bo3], in which the
signs of the coefficients s(n) of the second-order terms are accessible and computed.

Conjecture (Smyth). For all integers n≥ 4, k ≥ 1 such that gcd(n,k) = 1, k < n/2,
• M(zn + zk +1)< Λ if and only if 3 divides n+ k,

• M(zn− zk +1)< Λ with n odd if and only if 3 does not divide n+ k,

• M(zn− zk−1)< Λ with n even if and only if 3 does not divide n+ k.

Smyth’s conjecture was recently proved by Flammang [F] for large n, using sim-
ilar techniques; see also Borwein and Straub [BS]. Even though the Lerch transcen-
dent function (or other transcendental functions) is used in the proof of Theorem 1.3,
the values M(Gn) are all Perron numbers (Adler and Marcus [AM], Dubickas [Ds5]).

Theorem 1.3 is obtained by a method dedicated to the trinomials Gn while Theo-
rem 1.2, obtained by a totally different type of proof, independently, can be general-
ized to other families of polynomials than {Gn}.

Theorem 1.3. Let n≥ 2 be an integer. Then,

M(−1+X +Xn) =

(
lim

m→+∞
M(Gm)

)(
1+

s(n)
n2 +O(n−3)

)
(1.4)

with, for n odd:

s(n) =
{ √

3π/18 =+0.3023 . . . if n≡ 1 or 3 (mod 6),
−
√

3π/6 =−0.9069 . . . if n≡ 5 (mod 6),

for n even:

s(n) =
{
−
√

3π/36 =−0.1511 . . . if n≡ 0 or 4 (mod 6),
+
√

3π/12 =+0.4534 . . . if n≡ 2 (mod 6).
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In the search of smallest limit Mahler measures, Smyth [Sy4] obtained that the
set of Mahler measures {M(α) | α 6= 0 nonreciprocal algebraic number} admits Θ

as isolated infimum. Comparatively, the distribution of values of Mahler’s measure
for polynomials having coefficients in Z of bounded Mahler measure is in general
spread over larger intervals than a neighbourhood of an unique limit point (Chern and
Vaaler [CV], Dixon and Dubickas [DDs], Sinclair [Si]). Corollary 1.4, obtained by
Smyth and Boyd’s method i.e. as deduced from Theorem 1.3, or by the method of
asymptotic expansions, shows that the constant of Lehmer c = Θ−1 is reached only
once.

Corollary 1.4. M(G2) = δ
−1
2 = 1+

√
5

2 = 1.618 . . ., M(Gn)≥M(G5) = θ
−1
5 = Θ for

all n≥ 3, with equality if and only if n = 5.

Corollary 1.5. Smyth’s conjecture is true for {Gn | n≥ 4}.

The method of asymptotic expansions does not seem to be powerful enough for
solving Smyth’s conjecture (i.e. Flammang’s Theorem) for k = 1, neither probably
for the generic three cases “n, k” in its statement (covering all cases of trinomials
of height 1). Comparing (1.3) and (1.4), these two methods surprisingly give rise
to very different speeds of convergence towards the limit, simply meaning that (1.3)
underestimates it.

However the method of asymptotic expansions gives a new insight into the prob-
lem of the minoration of the Mahler measure M(Gn). In 1979 Dobrowolski [Do2]
proved that

M(α) > 1+(1− ε)

(
LogLogd

Logd

)3

, d > d1(ε). (1.5)

for any nonzero algebraic number α of degree d. From Theorem 1.2 we obtain the
following minoration of M(θ−1

n ) which is better than (1.5).

Corollary 1.6.

M(θ−1
n ) > Λ− Λ

6

(
1

Logn

)
, n≥ n1 = 2. (1.6)

The value of n1 is effective: for the small values of n, a numerical comparison be-
tween Theorem 1.3 and the inequality (1.6) gives n1 = 2. In (1.6) the exponent of the
denominator “Logn” is now “1” instead of “3”, where n = degθ−1

n if n 6≡ 5 (mod 6),
and n = degθ−1

n + 2 if n ≡ 5 (mod 6). That n is closely related to the degree, but
different in some cases, is common: quoting Waldschmidt in [W2], p. 90, “we in-
sist that n is only an upper bound for the degree of θ−1

n , and not the actual degree”.
Minorations of the Mahler measure obtained by several authors (Waldschmidt [W2]
§3.6) are discussed in Section 5.2.

Assume that L is a totally real algebraic number field, or a CM field (a totally
complex quadratic extension of a totally real number field); then for any nonzero
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algebraic integer α ∈L, of degree d, not being a root of unity, Schinzel [Sc2] obtained
the minoration

M(α) ≥ δ
−d/2
2 . (1.7)

Here, from Theorem 1.2 and the following theorem of Zagier [Za] which claims

M(α)M(α−1)≥ δ
−d/2
2

for algebraic numbers α , of degree d, α 6= 0, α 6= 1, α 6= 1+
√
−3

2 , we readily obtain
the following minoration.

Corollary 1.7. Let u = 0 except if n≡ 5 mod 6 in which case u =−2. Then,

M(θ−1
n −1) ≥

δ
−(n+u)/2
2

Λ

(
1− 1

6Logn

)
, n≥ 2. (1.8)

The method of asymptotic expansions also gives a direct proof of the conjecture
of Schinzel-Zassenhaus (Section 5.3; Dubickas [Ds1], Schinzel-Zassenhaus [SZ]) for
{θ−1

n | n≥ 2} as follows:

Theorem 1.8. For all n≥ 2,

θ
−1
n = θ

−1
n ≥ 1+

c
n
, (1.9)

with c = 2(θ−1
2 −1) = 1.2360 . . . reached only for n = 2, and,

θ
−1
n = θ

−1
n > 1+

(Logn)
(

1− LogLogn
Logn

)
n

. (1.10)

The proof (Section 5.3) of Theorem 1.8 is a consequence of the asymptotic ex-
pansion of θn and does not invoke Smyth’s Theorem [Sy1], which claims:

β > 1+
LogΘ

n
for any nonreciprocal algebraic integer β , of degree n. For n large enough, assuming
true Lind-Boyd’s conjecture and Boyd’s conjecture (recalled in Section 5.3), we show
that θ−1

n is a nonextremal Perron number: the minimum m(n) of the houses of the
algebraic integers of degree n is certainly smaller than the lower bound given by
(1.10), and the inequality (1.10) corresponds to the asymptotic excess of θ−1

n off
extremality in some sense. Another way for obtaining a minoration of (the house of)
θ−1

n , more classical, consists in deducing it from the Mahler measure (1.6) and the
inequality: M(θ−1

n )≤
(
θ−1

n
)n; we obtain the following:

θ
−1
n = θ

−1
n > 1− 1

6

(
1

Logn

)
1
n
, n > n2. (1.11)
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The inequality (1.11) but less good than (1.9) and (1.10) in Theorem 1.8.
In Section 6, we consider the angular distribution of the conjugates of the Perron

numbers θ−1
n ,n≥ 2, and their limit distribution on the unit circle.

For any Salem number α < 1.3, of degree 2d, of conjugates α(i), having positive
imaginary part, M.-J. Bertin [Bn] showed

1
d−1

d−1

∑
j=1

arg(α( j)) ≥ 0.96, d > d2.

In Subsection 6.1 we show that the same type of slight angular dissymmetry may
occur for the conjugates z−1

j,n of θ−1
n which lie in the first quadrant, but in fact it

disappears when n tends to infinity.

Theorem 1.9.

lim
n→+∞

1
b n−1

4 c

b n−1
4 c

∑
j=1

arg(z j,n) =
π

4
, (1.12)

with

1
b n−1

4 c

b n−1
4 c

∑
j=1

arg(z j,n) ≥
π

4
− 2π

n

(
LogLogn

Logn

)2

n≥ 5. (1.13)

For limit distributions of conjugates, we show that the method of bivariate Mahler
measures, or equivalently the method of asymptotic expansions of the roots of Gn, as
a function of n, j, allows to determine the limsup of Mignotte’s discrepancy functions
for the trinomials Gn in the Erdős-Turán-Amoroso-Mignotte (ETAM) theory (The-
orem 6.1). On the other hand, from Theorem 1.1 and Theorem 1.2, we deduce the
asymptotic expansion of the Weil height of θ−1

n as

h(θ−1
n ) =

1
n

(
3
√

3
4π

L(2,χ3)+O
(

1
Logn

))
(1.14)

and therefore limn→∞ h(θ−1
n ) = 0. As a consequence the limit distribution of the

conjugates of θ−1
n is given by Theorem 6.2, as an analogue of Bilu’s equidistribution

Theorem of small points on the 1-dimensional torus.

Notations :
Let P(z) be a polynomial ∈ Z[z], and n = deg(P). The reciprocal polynomial of

P(z) is P∗(z) = znP( 1
z ). A polynomial P is a reciprocal polynomial if P∗(z) = P(z).

The opposite of the reciprocal polynomial: −G∗n, of Gn, is the Parry polynomial of
θ−1

n (Verger-Gaugry [VG]). If P(X) = a0 ∏
n
j=1(X −α j) is a polynomial of degree
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n≥ 1 with coefficients in C, and roots α j, the Mahler measure of P is

M(P) := |a0|
n

∏
j=1

max{1, |α j|}.

The Mahler measure of an algebraic number is the Mahler of its minimal poly-
nomial. Related to the Mahler measure of an algebraic integer α is α , the house of
α , defined as the maximum modulus of its conjugates, including α itself. A Perron
number is either 1 or a real algebraic integer θ > 1 such that the Galois conjugates
θ (i), i 6= 0, of θ (0) := θ satisfy: |θ (i)| < θ . A Pisot number is a Perron number > 1
for which |θ (i)|< 1 for all i 6= 0.

Let A be a countable subset of the line. The first derived set of A is by definition
the set of the limit points of nonstationary infinite sequences of elements of A. The
second derived set of A is the first derived set of the first derived of A. Recall that
the smallest element in the first derived set of the set of Pisot numbers is the golden
mean θ

−1
2 = (1+

√
5)/2 (Bertin et al [B-S]). In particular, if A is the set of Mahler

measures of algebraic numbers (in the algebraic closure Q⊂C of Q), then Lehmer’s
Conjecture implies that 1 does not belong to the first derived set of A.

2 Factorization of the trinomials −1+X +Xn

The factorization of Gn(X) is more or less known since Selmer [Sr]. For fixing the
notation and a simple, convenient, and coherent indexation of the roots, it is needed
under the form (2.1) in the sequel. The form (2.1) is justified below by the Lemmas
2.1, 2.2 and the Propositions 2.3, 3.1, 3.4 and 3.7. Summing in pairs over complex
conjugate imaginary roots, we write the factorization of Gn(X) as

Gn(X) = (X−θn)

(b n
6 c

∏
j=1

(X− z j,n)(X− z j,n)

)
×qn(X), (2.1)

where θn is the only (real) root of Gn(X) in the interval (0,1), where

qn(X) =



 n−2
2

∏
j=1+b n

6 c
(X− z j,n)(X− z j,n)

× (X− z n
2 ,n

) if n is even, with

z n
2 ,n

real <−1,
n−1

2

∏
j=1+b n

6 c
(X− z j,n)(X− z j,n) if n is odd,

where the index j = 1,2, . . . is such that z j,n is a (nonreal) complex zero of Gn(X),
except if n is even and j = n/2, such that the argument arg(z j,n) of z j,n is roughly
equal to 2π j/n and that the family of arguments (arg(z j,n))1≤ j<bn/2c forms a strictly
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1

Figure 1. The roots (black bullets) of G∗n(X) (represented here with n = 51) are
uniformly distributed near |z| = 1 according to the theory of Erdős-Turán-Amoroso-
Mignotte. A slight bump appears in the half-plane ℜ(z)> 1/2 in the neighbourhood of
1, at the origin of the different regimes of asymptotic expansions. The dominant root of
G∗n(X) is the Perron number θ−1

n > 1.

increasing sequence with j:

0 < arg(z1,n)< arg(z2,n)< .. . < arg(zb n
2 c,n)≤ π.

For n≥ 2 all the roots of Gn(X) are simple, and the roots of G∗n(X), as inverses of the
roots of Gn(X), are classified in the reversed order (Figure 1).

Lemma 2.1. For all n ≥ 2, all zeros z j,n and θn of the polynomials Gn(X) have a
modulus in the interval [

1− 2Logn
n

, 1+
2Log2

n

]
. (2.2)

Proof. Selmer [Sr], pp 291–292.

The zeros of the trinomials Gn(X) lie at a distance of the unit circle |z|= 1 which
tends to zero with n tending to infinity due to the bounds (2.2). The lower bound is
further improved in Proposition 3.1 and Proposition 3.4, as a function of n and the
index j of the root only, for those roots lying in the unit disc. The coherency of the
indexation of the roots of Gn(X) is made clearer by Proposition 3.7.

Lemma 2.2. (i) The trinomial Gn(X) admits an unique real root θn in the interval
(0,1). The sequence (θn)n≥2 is strictly increasing, with θ2 =

2
1+
√

5
= 0.618 . . ., and

lim
n→+∞

θn = 1.

(ii) The root θn is the unique root of smallest modulus among all the roots of Gn(X).
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Proof. (i) For all n≥ 2, the derivative G′n(x) is strictly positive on [0,1] and the values
Gn(0) = −1 and Gn(1) = 1 are of opposite sign. Now θn+1 > θn since Gn+1(θn) =
(θn)

n+1 +θn−1 =−(θn−1)2 < 0.
(ii) Among the moduli of the roots of Gn(X) θn is the smallest one: indeed, for

all n ≥ 2 and all z such that |z| < θn, |Gn(z)| ≥ 1− |z| − |z|n = −Gn(|z|) > 0. The
uniqueness comes from Selmer [Sr] pp 291–292.

As a consequence of Lemma 2.2 the dominant root of the reciprocal polynomial
G∗n(X) of Gn(X),n≥ 2, is θ−1

n > 1: the other roots z−1
j,n ,z

−1
j,n of G∗n(X) satisfy |z−1

j,n |<
θ−1

n for j ∈ {1,2, . . . ,b n
2c}. Therefore θ−1

n is a Perron number.

From Flatto, Lagarias and Poonen [FLP] the roots z−1
1,n and z−1

1,n are the roots 6= 1
the closest to 1 and the alone second-largest roots of G∗n(X).

Proposition 3.8 extends Lemma 2.2 (ii) and [FLP] by providing a complete clas-
sification of the roots of Gn, lying in |z|< 1, by strictly increasing modulus.

The Pisot number (golden mean) θ
−1
2 = 1+

√
5

2 = 1.618 . . . is the largest Perron
number in the family (θ−1

n )n≥2.

Proposition 2.3. Let n ≥ 2. If n 6≡ 5 (mod 6), then Gn(X) is irreducible. If n ≡
5 (mod 6), then the polynomial Gn(X) admits X2−X +1 as irreducible factor in its
factorization and Gn(X)/(X2−X +1) is irreducible.

Proof. Theorem 3 in Selmer [Sr] shows that either Gn(X) is irreducible, or is the
product of two irreducible factors, whose one is necessarily of the type X2−X +1 =
(X− eiπ/3)(X− e−iπ/3). A modulus equal to 1 for the roots of Gn(X) can occur only
for z= e±iπ/3. It is easily seen that this is possible only in the case n≡ 5 (mod 6).

3 Poincaré asymptotic expansions of the roots

In the calculation of the Mahler measure of the trinomial Gn, n≥ 2, only one part of
the roots of Gn is required, since M(Gn) = M(θ−1

n ) = M(θn) : those which lie inside
the closed unit disc, or, equivalently, those which lie outside the closed unit disc. We
will consider those which lie inside the closed unit disc: they will be characterized
by a real part greater than 1/2 (Proposition 3.7). The idea followed here consists
in expanding asymptotically θn and those roots z j,n of Gn(X) for which ℜ(z j,n) is
strictly greater than 1/2 as a function of n, and j, at an order which is sufficiently
high, in order to make precise calculations with approximant values. The others roots
z j,n for which 0 < ℜ(z j,n) ≤ 1/2 will also be considered, in particular for studying
how {z j,n} are dispatched in the neighbourhood of eiπ/3.

The expressions of the asymptotic expansions given below come from the it-
erative resolution of the equation Gn(z) = 0, starting from the coefficient vector
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(−1,1,0,0, . . . ,1) of Gn, with common height equal to 1 (for all n ≥ 2), of length
n+1: cf Remark 3.3 for precise statements.

The terminology order in a given asymptotic expansion comes from the general
theory (Borel [Bl], Copson [C], Dingle [Di], Erdélyi[E]); the approximant solutions
of Gn(z) = 0 which arise naturally correspond to order 1. The solutions correspond-
ing to order 2 are obtained by inserting the order 1 approximant solutions into the
equation Gn(z) = 0, for getting order 2 approximant solutions. And so on. The order
is defined as the number of steps in this iterative convergence process. Ideally, exact
expressions of the roots of Gn, as (infinite) asymptotic expansions of the variables n
and j, can be obtained by iterating indefinitely this process. However, it would be
a formidable task to do so, and stopping at an order sufficiently high is suitable for
making calculations, increasing relevance of this iteration over a few steps.

The theory of terminants has a long history, refers to the use of divergent series,
at least since Euler, and Poincaré for the many-body problem in celestial mechanics,
and to asymptotic expansions of many various types (Borel [Bl], Dingle [Di] Chap.
XXI).

For the roots of Gn which lie in |z| < 1, we generically write their asymptotic
expansions under the following form:

θn = D(θn)+ tl(θn), (3.1)

Re(z j,n) = D(Re(z j,n))+ tl(Re(z j,n)), (3.2)

Im(z j,n) = D(Im(z j,n))+ tl(Im(z j,n)), (3.3)

where ”D” and ”tl” have the meaning given in the introduction. Instead of considering
the “exact” product

M(Gn) = θ
−1
n

bn/6c

∏
j=1
|z j,n|−2

we consider the approximant products

ΠGn := D(θn)
−1×

bn/6c

∏
j=1

D(|z j,n|)−2 (3.4)

in which the Ds’ are expanded at a sufficiently high order, and where the index j
allowing the enumeration of the roots, and its maximal value bn/6c, is justified by
Proposition 3.7. We are bound to work with expressions of D(θn), D(Re(z j,n)) and
D(Im(z j,n)), limited to sums of a few terms. Reaching an high order in the expansions
is somehow lengthy but allows to control better the smallness of the tail

tlGn := M(Gn)−ΠGn

in the asymptotic expansion of the Mahler measure. Table 1 reports the state of the
art for the expressions “D” and “tl”.
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D tail

D(θn) = 1− Logn
n not given [Sr] p 292

D(θn) = 1− 1
n (Logn−LogLogn) 1

n O
(

LogLogn
Logn

)
[FLP] Lemma 5.1 (i)

D(ℜ(z1,n)) = θn +
2π2

nLog2n
O
(

LogLogn
nLog3n

)
[FLP] Lemma 5.3 (ii)

D(ℑ(z1,n)) =
2π

n o
( 1

n

)
[FLP] Lemma 5.3 (ii)

Table 1. Expressions of D(θn), D(ℜ(z j,n)) and D(ℑ(z j,n)) in Selmer [Sr] and Flatto,
Lagarias and Poonen [FLP]. They are limited to first order terms, with focus on θn

and the root z1,n the closest to θn. The interest for the other roots z j,n,2≤ j ≤ bn/6c,
seems to have been negligible since no result has been found by the author.

The basic questions are the following:
(i) whether the family (ΠGn)n≥2 is such that there exists b > 1 such that

b < ΠGn for all n≥ 2, (3.5)

(ii) whether liminf
n→+∞

ΠGn exists, (iii) whether the limit limn→+∞ tl(Gn) is equal to zero.

The expansions of the roots given by Proposition 3.1 and Proposition 3.4 allow to
answer positively to these questions (in Section 4.2 and Section 5).

Expanding θn, n ≥ 2, by the method of Poincaré (in Proposition 3.1) leads to
asymptotic expansions of θn as divergent formal series of functions of only one vari-
able: which is “n”, the degree of Gn.

Proposition 3.1. Let n ≥ 2. The root θn can be expressed as: θn = D(θn)+ tl(θn)
with D(θn) =

1− Logn
n

(
1−
(

n−Logn
nLogn+n−Logn

)(
LogLogn−nLog

(
1− Logn

n

)
−Logn

))
(3.6)

and

tl(θn) =
1
n

O

((
LogLogn

Logn

)2
)
, (3.7)

with the constant 1/2 involved in O( ).

Proof. Let us put θn = 1− t
n with 0 < t < n. Then

t
n
= (1− t

n
)n. (3.8)
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Let us show that t < Logn. Let g(x) = xex be the increasing function of the variable
x on R. The equation (3.8) implies t

n = (1− t
n )

n < e−t ⇔ g(t)< n. Since n < nLogn
for n≥ 3 and g(Logn) = nLogn, we deduce the claim.

Taking the logarithm of (3.8) we obtain

Log t−Logn = nLog(1− t
n
) = − t− 1

2
t2

n
− 1

3
t3

n2 − . . . .

The identity

t +Log t +
1
2

t2

n
+

1
3

t3

n2 + . . . = Logn (3.9)

has now to be inversed in order to obtain t as a function of n. For doing this, we put
t = Logn+w. Equation (3.9) transforms into the following equation in w:

(Logn+w)+Log(Logn+w)+
1
2
(Logn+w)2

n
+

1
3
(Logn+w)3

n2 + . . .= Logn.

We deduce

w+Log(Logn)+Log(1+
w

Logn
)+

1
2

Log 2n
n

(
1+

w
Logn

)2

+
1
3

Log 3

n2

(
1+

w
Logn

)3
+ . . . = 0.

Since

nLog(1− Logn
n

)+Logn =−1
2

Log 2n
n
− 1

3
Log 3n

n2 − . . .

and that

Log(1+
w

Logn
) =

w
Logn

− w2

2Log 2n
+

w3

3Log 3n
− . . .

we have:

LogLogn−nLog(1− Logn
n

)−Logn

= w
[
−1− 1

Logn
− Logn

n
− Log 2n

n2 − Log 3n
n3 − . . .

]

+w2
[

1
2Log 2n

− 1
2n
− Logn

n2 − 6
4

Log 2n
n3 − . . .

]
+ . . . . (3.10)



Conjecture of Lehmer, asymptotic expansions and Mahler measure of trinomials 15

The coefficient coeff(w) of w is

−1− 1
Logn

− Logn
n

(
1+

Logn
n

+

(
Logn

n

)2

+ . . .

)
=
−nLogn−n+Logn
(Logn)(n−Logn)

.

We deduce

w =
(Logn)(n−Logn)(LogLogn−nLog(1− Logn

n )−Logn)
−nLogn−n+Logn

+ . . . , (3.11)

which gives the expression of D(θn).
Let us write w in (3.11) as D(w) + u, where u denotes the remainding terms.

Putting w = D(w)+u in (3.10) we obtain, for large n,

0 = ucoeff(w)+D(w)2 1
2Log 2n

+ . . . .

Since, for large n, coeff(w)∼=−1 and D(w)∼=−LogLogn, we deduce:

u∼= O

((
LogLogn

Logn

)2
)
,

with a constant 1/2 involved in O( ). We deduce the tail tl(θn) of θn.

Lemma 3.2. Given the limited expansion D(θn) of θn as in (3.6), denote

λn := 1− (1−D(θn))
n

Logn
.

Then λn = D(λn)+ tl(λn), with

D(λn) =
LogLogn

Logn

(
1

1+ 1
Logn

)
, tl(λn) = O

(
LogLogn

n

)
(3.12)

with the constant 1 in the Big O.

Proof. Indeed, the identity D(θn) = 1− Logn
n (1−λn), from (3.6), readily gives the

result.

In the sequel, for short, we write λn instead of D(λn), which amounts to the same
in the limited asymptotic expansions.

Remark 3.3. Angular sectorization of the roots z j,n, transition regions and notations
used in Proposition 3.4:

For the roots z j,n lying in the first quadrant, the Poincaré asymptotic expansions
of z j,n will be obtained below as divergent formal series of functions of the couple of
two variables which is:

•
(
n,

j
n

)
, in the angular sector:

π

2
> argz > 2π

Logn
n

,
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•
(
n,

j
Logn

)
, in the angular sector (“bump” sector): 2π

Logn
n

> argz ≥ 0.

Moreover expanding the roots at the fourth order has for consequence to dispatch the
roots z j,n lying in the bump sector into the two subsectors:

• 2π

√
(Logn)(LogLogn)

n > argz > 0,

• 2π
Logn

n > argz > 2π

√
(Logn)(LogLogn)

n .

As compared with the (full) sector π

3 > argz > 0, the relative size of the bump
sector is negligible, as soon as n is large enough. By transition region, we mean a
small neighbourhood of the argument :

argz = 2π
Logn

n
or of 2π

√
(Logn)(LogLogn)

n
.

Outside these two transition regions, one unique dominant asymptotic expansion of
z j,n exists. In a transition region an asymptotic expansion contains more second-
or third- or fourth- order terms, of the same order of magnitude, which should be
taken into account together. Let us define more precisely these neighbourhoods. Let
ε ∈ (0,1). We introduce two strictly increasing sequences of real numbers (un),(vn)
which satisfy:

bn/6c > vn > Logn, Logn > un >
√

(Logn)(LogLogn), for n≥ n0 = 18,

such that

lim
n→∞

vn

n
= lim

n→∞

√
(Logn)(LogLogn)

un
= lim

n→∞

un

Logn
= lim

n→∞

Logn
vn

= 0

and

vn−un = O((Logn)1+ε) (3.13)

with the constant 1 involved in the big O.
The roots z j,n lying in the first transition region about 2π(Logn)/n are such that:

2π
vn

n
> argz j,n > 2π

(2Logn− vn)

n
.

The roots z j,n lying in the second transition region about 2π
√
(Logn)(LogLogn)/n

are such that:

2π
un

n
> argz j,n > 2π

2
√
(Logn)(LogLogn)−un

n
.

In Proposition 3.4, for simplicity’s sake, these two transition regions are schemat-
ically denoted by

argz� 2π
(Logn)

n
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resp.

argz� 2π

√
(Logn)(LogLogn)

n
.

By complementarity, the other sectors are schematically written:

2π

√
(Logn)(LogLogn)

n
> argz > 0

instead of

2π
2
√
(Logn)(LogLogn)−un

n
> argz > 0;

resp.

2π
Logn

n
> argz > 2π

√
(Logn)(LogLogn)

n
instead of

2π
2Logn− vn

n
> argz > 2π

un

n
;

resp.

π

2
> argz > 2π

Logn
n

instead of
π

2
> argz > 2π

vn

n
.

The asymptotic expansions of the roots z j,n lying in the transition region argz �
2π

Logn
n are not reported in Proposition 3.4; they are left to the reader, and can easily

be obtained by superimposition of those of the two cases (i) and (ii) in Proposition
3.4.

In the following asymptotic expansions, the values of n which will be considered
are greater than a critical value n0 for which 2π

Logn
n , is small enough compared to

π/3 for all n≥ n0. Arbitrarily we take n0 = 18 in the sequel and in Theorem 1.2 (cf
Figure 1 to visualize the geometry of the roots of G∗51).

Proposition 3.4. Let n ≥ n0 = 18 and 1 ≤ j ≤ b n−1
4 c. The roots z j,n of Gn(X) have

the following asymptotic expansions: z j,n = D(z j,n)+ tl(z j,n) in the following angular
sectors:

(i) “Bump” sector 2π
Logn

n > argz > 0 :

• Subsector 2π

√
(Logn)(LogLogn)

n > argz > 0:

D(ℜ(z j,n)) = θn +
2π2

n

(
j

Logn

)2 (
1+2λn

)
,

D(ℑ(z j,n)) =
2πLogn

n

(
j

Logn

)[
1− 1

Logn
(1+λn)

]
,



18 Jean-Louis Verger-Gaugry

with

tl(ℜ(z j,n)) =
1

nLogn

(
j

Logn

)2

O

((
LogLogn

Logn

)2
)
,

tl(ℑ(z j,n)) =
1

nLogn

(
j

Logn

)
O

((
LogLogn

Logn

)2
)
,

• Subsector 2π
Logn

n > argz > 2π

√
(Logn)(LogLogn)

n :

D(ℜ(z j,n)) = θn +
2π2

n

(
j

Logn

)2
(

1+
2π2

3

(
j

Logn

)2

(1+λn)

)

D(ℑ(z j,n)) =
2πLogn

n

(
j

Logn

)[
1− 1

Logn

(
1− 4π2

3

(
j

Logn

)2(
1− 1

Logn
(1−λn)

))]
,

with

tl(ℜ(z j,n)) =
1
n

O

((
j

Logn

)6
)
, tl(ℑ(z j,n)) =

1
n

O

((
j

Logn

)5
)
,

• Transition region argz� 2π

√
(Logn)(LogLogn)

n :

D(ℜ(z j,n)) = θn +
2π2

n

(
j

Logn

)2
(

1+2λn +
2π2

3

(
j

Logn

)2

(1+λn)

)
,

D(ℑ(z j,n)) =
2πLogn

n

(
j

Logn

)[
1− 1

Logn

(
1+λn−

4π2

3

(
j

Logn

)2(
1− 1

Logn
(1−λn)

))]
,

with

tl(ℜ(z j,n)) =
1
n

O

((
LogLogn

Logn

)3
)
,

tl(ℑ(z j,n)) =
1
n

O

((
LogLogn

Logn

)5/2
)
,

(ii) Sector π

2 > argz > 2π
Logn

n :

D(ℜ(z j,n)) = cos
(
2π

j
n

)
+

Log
(
2 sin

(
π

j
n

))
n

,
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D(ℑ(z j,n)) = sin
(
2π

j
n

)
+ tan

(
π

j
n

) Log
(
2 sin

(
π

j
n

))
n

,

with

tl(ℜ(z j,n)) = tl(ℑ(z j,n)) =
1
n

O

((
LogLogn

Logn

)2
)
.

Proof. Let us write the expression of the jth-root z j,n as

z j,n = θn e2iπ( j
n+φ j,n) (3.14)

where φ j,n a complex number which is assumed to be of small modulus. This assump-
tion on φ j,n will be confirmed in each case. Let us denote, for short, by ℜ the real part
of φ j,n, resp. by ℑ, the imaginary part of φ j,n. The determination of φ j,n will be done
in the sequel by giving expressions of D(ℜ) and D(ℑ) and of their corresponding
tails tl(ℜ) and tl(ℑ).

Since θ n
n = 1−θn the equation Gn(z j,n) = 0 implies

0 = 1−θne2iπ( j
n+ℜ+iℑ)− (1−θn)e2inπ(ℜ+iℑ).

Then

0 = 1−θn cos
(
2π(

j
n
+ℜ)

)
e−2πℑ− (1−θn)cos(2πnℜ)e−2πnℑ, (3.15)

and

0 =−θn sin
(
2π(

j
n
+ℜ)

)
e−2πℑ− (1−θn)sin(2πnℜ)e−2πnℑ. (3.16)

We will assume throughout the rest of the proof that ℜ = o(1) and ℑ = o(1) when
n tends to infinity, whatever the value of j in {1,2, . . . ,b n−1

2 c}; hence sin(2πℜ) ∼=
2πℜ and cos(2πℜ)∼= 1−2π2ℜ2 for large n. Then (3.16) implies

θn

1−θn

(
sin(

2π j
n

)(1−2π
2
ℜ

2)+2πℜcos(
2π j

n
)
)
=−sin(2πnℜ)e−2π(n−1)ℑ. (3.17)

“Bump” Sector 2π
Logn

n > argz > 0 :

In this case j/Logn = o(1), for all j with z j,n in this sector, and then nℜ = o(1)
and nℑ = o(1). In fact, we will consider these two last conditions as assumptions in
making the expansions and will show that they are checked at the end. For large n,
sin(2πnℜ) ∼= 2πnℜ− 4π3

3 n3ℜ3 and e−2π(n−1)ℑ ∼= 1− 2π(n− 1)ℑ+ 2π2(n− 1)2ℑ2.
From (3.17) we deduce, up the third-order terms,

θn

2π(1−θn)
sin(

2π j
n

) = ℜ

[
− θn

1−θn
cos(

2π j
n

) − n
]
+ℜ

2
[
π

θn

1−θn
sin(

2π j
n

)
]
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+ℜℑ
[
2πn(n−1)

]
+ℜℑ

2[2π
2n(n−1)2]+ℜ

3
[2π2

3
θn

1−θn
cos(

2π j
n

) +
2π2

3
n3
]
+. . . .

(3.18)
In the rhs of (3.18) only the first term is the dominant one. Then

ℜ = −
sin( 2π j

n )

2π

(
cos( 2π j

n ) + n 1−θn
θn

) +u, (3.19)

where u represents the remaining terms. For large n, since sin( 2π j
n ) ∼= 2π j

n and
D(θn)

n(1−D(θn))
∼= 1

Logn , using (3.6), we obtain the following approximant expression

D

− sin( 2π j
n )

2π

(
cos( 2π j

n ) + n 1−θn
θn

)
 = D(ℜ) =

− j
nLogn

, (3.20)

with

tl

− sin( 2π j
n )

2π

(
cos( 2π j

n ) + n 1−θn
θn

)
 =

− j
nLogn

λn +
j

nLog 2n
O

((
LogLogn

Logn

)2
)
. (3.21)

From (3.20) we readily deduce that the approximation conditions ℜ = o(1) and nℜ =
o(1) we have taken are valid.

Let us now turn to the imaginary part of φ j,n. Multiplying (3.15) by e2πℑ, with the
same assumptions as above: nℜ = o(1) and nℑ = o(1), we obtain

0 = (1+2πℑ+2π
2
ℑ

2 +
4π3

3
ℑ

3)

−θn

[
cos(

2π j
n

)(1−2π
2
ℜ

2 +(2π
4/3)ℜ4)− sin(

2π j
n

)(2πℜ− 4π3

3
ℜ

3)

]

−(1−θn)(1−2π
2n2

ℜ
2+

2π4

3
n4

ℜ
4)(1−2π(n−1)ℑ+2π

2(n−1)2
ℑ

2− 4π3

3
(n−1)3

ℑ
3)+. . . .

(3.22)
Then

0=−θn
(
cos(

2π j
n

)−1
)
+ℜ

[
2πθn sin(

2π j
n

)

]
+ℜ

2
[

2π
2
θn cos(

2π j
n

)+2π
2n2(1−θn)

]

+ℑ [2π +2π(n−1)(1−θn)]+ℑ
2 [2π

2−2π
2(n−1)2(1−θn)

]
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+ℜ
3
[
−4π3

3
θn sin(

2π j
n

)

]
+ℜ

2
ℑ
[
−4π

3(1−θn)n2(n−1)
]
+ℑ

3
[

4π3

3
+

4π3

3
(1−θn)(n−1)3

]

+ℜ
4
[
−2π4

3
θn cos(

2π j
n

)− 2π4

3
n4(1−θn)

]
+ . . . (3.23)

Among the first four terms in the rhs in (3.23), the 3rd and 4th terms are the dominant
ones for large n. Except these two dominant terms, all the other terms of order≥ 2 are
negligible for a first-order approximation. Then, replacing ℜ as obtained in (3.19),
we deduce

ℑ = − 1
4π

(
sin2( 2π j

n )
) (

cos( 2π j
n )+n2 1−θn

θn

)
(

cos( 2π j
n ) + n 1−θn

θn

)2(
1+ n 1−θn

θn

) + v, (3.24)

where v represents the remaining terms. For large n, using (3.6), we obtain the fol-
lowing approximant expression

D

− 1
4π

(
sin2( 2π j

n )
) (

cos( 2π j
n )+n2 1−θn

θn

)
(

cos( 2π j
n ) + n 1−θn

θn

)2(
1+ n 1−θn

θn

)
= D(ℑ) =

−π j2

nLog 2n
, (3.25)

with

tl

− 1
4π

(
sin2( 2π j

n )
) (

cos( 2π j
n )+n2 1−θn

θn

)
(

cos( 2π j
n ) + n 1−θn

θn

)2(
1+ n 1−θn

θn

)
 =

−2π j2

nLog 2n
λn +

j2

nLog 3n
O

((
LogLogn

Logn

)2
)
. (3.26)

The expression (3.25) implies that the approximation conditions ℑ = o(1) and
nℑ = o(1) are valid, and (3.20) together with (3.25) both imply the negligibility of
above-mentioned higher-order terms in (3.18) and (3.23). Thus the approximations
made are a posteriori justified. Let us now improve the limited expansions D(ℜ) and
D(ℑ) given by (3.20) and (3.25) with higher-order terms, namely with some (limited)
expansions D(u) and D(v) of u and v.

In the rhs of (3.18), except the first one, the 3rd term and the 5th term are the
dominant terms among all the others. Replacing the expression (3.19) of ℜ in (3.18)
gives

0 = u
(
− θn

1−θn
cos
(2π j

n

)
−n
)
+

4π2

3
j3

Log 3n
+O

(
j5

Log 5n

)
. (3.27)
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Therefore

u =
4π2

3
j3

nLog 3n

(
1− n

Log 2n

(
1−D(θn)

))
+

1
n

O

((
j

Logn

)5
)
. (3.28)

Denote D(tlℜ) := − j
nLogn λn the first term in the rhs of (3.21) and D(u) := 4π2

3
j3

nLog3n

(
1−

1
Logn (1−λn)

)
. According to the range of values taken by j, the expressions D(u) and

D(tlℜ) for large n are either of similar orders of magnitude, or one is completely dom-
inant over the other. The comparison between both is easy and, with D(θn) given by
(3.6), readily implies the following expression of D(ℜ).

(i) Subsector 2π

√
(Logn)(LogLogn)

n > argz > 0:

in this case, j/
√
(Logn)(LogLogn) = o(1) for all j such that z j,n belongs to

this subsector; D(tlℜ) is dominant over D(u) and the new (limited) expansion
of ℜ = ℜ(φ j,n) is

D(ℜ)=− j
nLogn

(
1+λn

)
with tl(ℜ)=

j
nLog 2n

O

((
LogLogn

Logn

)2
)
.

(3.29)

(ii) Subsector 2π
Logn

n > argz > 2π

√
(Logn)(LogLogn)

n :

in this case,
(√

(Logn)(LogLogn)
)
/ j = o(1), for all j such that z j,n belongs

to this subsector; D(u) is dominant over D(tlℜ), and then

D(ℜ) = − j
nLogn

(
1− 4π2

3
j2

Log 2n

(
1− 1

Logn
(1−λn)

))
(3.30)

with

tl(ℜ) =
1
n

O

((
j

Logn

)5
)
. (3.31)

(iii) Transition region j �
√
(Logn)(LogLogn):

both expansions have to be considered and

D(ℜ) =
− j

nLogn

(
1+λn−

4π2

3
j2

Log 2n

(
1− 1

Logn
(1−λn)

))
with

tl(ℜ) =
1
n

O

((
LogLogn

Logn

)5/2
)
.
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In the rhs of (3.23) the 5th, 7th and 9th terms are the dominant remaining terms
among all the others. Replacing the expressions (3.20) of ℜ and (3.25) of ℑ in (3.23)
gives

0 = 2πv [1+(n−1)(1−θn)]+
j4

nLog 3n

[
−2π

4 +4π
4− 2π4

3
]
+ . . . . (3.32)

Then

v =
−2π3

3
j4

nLog 4n

(
2− (1−D(θn))

n
Logn

)
+

1
n

O

((
j

Logn

)6
)
. (3.33)

Denote D(tlℑ) := −2π j2

nLog2n
λn the first term in the rhs of (3.26) and D(v) := −2π3

4
j4

nLog4n
(1+

λn). We now compare the expressions D(v) and D(tlℑ) for large n to check which
one is dominant over the other. It readily implies the following expression of D(ℑ).

(i) Subsector 2π

√
(Logn)(LogLogn)

n > argz > 0:

D(tlℑ) is dominant over D(v) and the new (limited) expansion of ℑ = ℑ(φ j,n)
is

D(ℑ)=
−π j2

nLog 2n

(
1+2λn

)
with tl(ℑ) =

j2

nLog 3n
O

((
LogLogn

Logn

)2
)
.

(ii) Subsector 2π
Logn

n > argz > 2π

√
(Logn)(LogLogn)

n :

D(v) is dominant over D(tlℑ), and then

D(ℑ) = − π j2

nLog 2n

(
1+

2π2

3
j2

Log 2n
(1+λn)

)
with

tl(ℑ) =
1
n

O

((
j

Logn

)6
)
.

(iii) Transition region j �
√
(Logn)(LogLogn):

both expansions have to be considered and

D(ℑ) = − π j2

nLog 2n

[
1+2λn +

2π2

3
j2

Log 2n
(1+λn)

]
with

tl(ℑ) =
1
n

O

((
LogLogn

Logn

)3
)
.
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Sector π

2 > argz > 2π
Logn

n :

In this case, (Logn)/ j = o(1) for all j such that z j,n belongs to this sector. Taking
the squares of (3.15) and of (3.16) and summing them up lead to the removal of the
terms sin(2πnℜ) and cos(2πnℜ). We obtain

(θn−1)2e−4πnℑ = θ
2
n e−4πℑ

−2θne−2πℑ

[
cos
(2π j

n

)
cos(2πℜ)− sin

(2π j
n

)
sin(2πℜ)

]
+1. (3.34)

Then, with the assumptions ℜ = o(1) and ℑ = o(1), (3.34) becomes

e−4πnℑ = 1+
2θn

(θn−1)2

[
−2πℑ

(
θn− cos

(2π j
n

))

+2πℜsin
(2π j

n

)
+
(

1− cos
(2π j

n

))]
+ . . . (3.35)

Let us observe that limn→+∞ θn/(θn−1)2 =+∞, and that the term within brackets is
positive and less than (say) 3 in modulus. Then, by taking the logarithm of (3.35), we
deduce

ℑ =
−1
4πn

[
Log

(
θn

(θn−1)2

)
+Log(2(1− cos

(2π j
n

)
))

+Log

(
1−2πℑ

(
θn− cos

( 2π j
n

)
1− cos

( 2π j
n

) )+2πℜ

(
sin
( 2π j

n

)
1− cos

( 2π j
n

)))]+ . . . . (3.36)

Let us give a first-order expansion of D(ℑ) from (3.36) under the assumption that the

quantities 2πℑ

(
θn−cos

(
2π j

n

)
1−cos

(
2π j

n

) ) are = o(1) for all j. This assumption will imply that

the quantities 2πℜ

(
sin
(

2π j
n

)
1−cos

(
2π j

n

)) also have the same property. We will check below

that these assumptions are valid. First, by (3.12), we have

Log
(

θn

(θn−1)2

)
=Logθn−2Log(1−θn)=−

Logn
n

(1−λn)−2Log
(Logn

n
(1−λn)

)
+. . .

= (2Logn)
[

1− LogLogn
Logn

+
λn

Logn

]
+λ

2
n +

2
3

λ
3
n + . . . (3.37)

= (2Logn)
[
1− LogLogn

Logn
+

LogLogn
(Logn)(1+Logn)

]
+O

((
LogLogn

Logn

)2
)
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= (2Logn)
[
1−λn

]
+O

((
LogLogn

Logn

)2
)

(3.38)

with the constant 1 involved in the Big O. Expanding the last Logarithm at the first-
order in (3.36) implies that the solution of (3.36) is ℑ = D(ℑ)+ tl(ℑ) with

D(ℑ) =
−1
2πn

[
(Logn)(1−λn)+Log

(
2 sin

(π j
n

))]
(3.39)

and

tl(ℑ) = +
1
n

O

((
LogLogn

Logn

)2
)
, (3.40)

such that the constant involved in the Big O in (3.40) is equal to 1/4π (and does not

depend upon j). Let us show that the assumption about −2πD(ℑ)

(
θn− cos

( 2π j
n

)
1− cos

( 2π j
n

) )

=
1
n

[
(Logn)(1−D(λn))+Log

(
2 sin

(π j
n

))]( θn−1

1− cos
( 2π j

n

) +1

)
(3.41)

is valid. Indeed, the function F(x) := (Log(2sinx))/(1− cos(2x)) takes negative
values on [π(Logn)/n,π/6] with positive derivative on this interval. Then checking
at x = π(Logn)/n is sufficient to obtain an upper bound of the quantity (3.41) in
modulus. Taking for π j/n the quantity π(Logn)/n, assuming n large enough, it is
easy to check that (3.41) is equivalent to

∼= − 1
2π2

LogLogn
(Logn)2 (3.42)

uniformly in j, for all the roots z j,n in this sector.
By truncating the power series Log(1−λn) = −λn− 1

2 λ 2
n − 1

3 λ 3
n − . . . in (3.37)

into the sum of a polynomial section in λn and a remainder, let us observe that, what-
ever the degree of this polynomial section is, the resulting tail in (3.38) is always the
same, as a function of n, and the term Logθn in (3.36) asymptotically negligible. This
observation allows to restore (3.36), using only the dominant terms and (3.37) with
the full series, as:

ℑ =
−1
4πn

[
Log

( 1
(θn−1)2

)
+2Log

(
2 sin

(π j
n

))]
+

1
n

O

((
LogLogn

Logn

)2
)
.

(3.43)
From (3.43) and from the expansion of the term within brackets

[ ]
in (3.36), we

deduce that the following summation

Logθn−2πℑ

(
θn− cos

( 2π j
n

)
1− cos

( 2π j
n

) )+2πℜ

(
sin
( 2π j

n

)
1− cos

( 2π j
n

)) (3.44)
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should be equal to zero, up to second-order terms. Then, from (3.6), (3.43) and (3.44),

D(ℜ) = − 1
2πn

[
1− cos

( 2π j
n

)
sin
( 2π j

n

) Log
(
2 sin

(π j
n

))]
(3.45)

with

tl(ℜ) = +
1
n

O

((
LogLogn

Logn

)2
)
, (3.46)

and with the constant tan(π j/n) in the Big O. An uniform upper bound of all tan(π j/n)
is tan(π/4) = 1.

Let us now check the validity of the assumption on 2πℜ sin
( 2π j

n )/(1−cos
( 2π j

n )):
using (3.42) in the summation (3.44) set equal to 0, we readily obtain

+2πℜ

(
sin
( 2π j

n

)
1− cos

( 2π j
n

))∼=+
1

2π2
LogLogn
(Logn)2

for n large enough, uniformly in j, for all the roots z j,n in this sector.
To finish up the proof of Proposition 3.4 we have to provide the expansions of the

real and imaginary parts of the roots z j,n as functions of ℜ and ℑ. From (3.14), taking
the expansions of ℜ and ℑ, we deduce

ℜ(z j,n) = cos(
2π j

n
)
[
θn−2πD(ℑ)

]
− sin(

2π j
n

)
(
2πD(ℜ)

)
+ . . . (3.47)

and

ℑ(z j,n) = sin(
2π j

n
)
[
θn−2πD(ℑ)

]
+ cos(

2π j
n

)
(
2πD(ℜ)

)
+ . . . . (3.48)

We now replace D(ℜ) and D(ℑ) by their respective expressions in (3.47) and (3.48).
The expressions of D(ℜ(z j,n)) and D(ℑ(z j,n)) follow as functions of the two variables
n and j/n.

Proposition 3.5. The roots z j,n of Gn(X), n≥ n0 = 18, which belong to the angular
sector (with the convention taken in Remark 3.3) π

2 > argz > 2π
Logn

n , have a
modulus whose asymptotic expansion is

|z j,n|= 1+
1
n

Log
(
2 sin

(π j
n

))
+

1
n

O

((
LogLogn

Logn

)2
)
, (3.49)

where the constant involved in O( ) in the tail does not depend upon j.

Proof. For the roots z j,n in this sector, since

|z j,n|= θn−2πD(ℑ)+ . . .

by (3.14) and that (Logn)
[
1− λn

]
= n(1−D(θn)) we readily obtain (3.49), from

(3.6), (3.7), (3.39) and (3.40).
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Proposition 3.5 will be used in particular to study the geometry of the roots which
lie in a small neighbourhood of eiπ/3.

Corollary 3.6. Let ψ j,n := arg(z j,n)∈ (0,π/3) for 1≤ j≤bn/6c. Then, for j/n close
to 1/6 and n large enough, ψ j,n admits the following (two variables-) asymptotic
expansion

ψ j,n =
π

3
−2π(1− 1

2n
)

(
1
6
− j

n

)
− 2
√

3π2

3n

(
1
6
− j

n

)2

+
1
n

O

((
1
6
− j

n

)3
)

+
1
n

O

((
LogLogn

Logn

)2
)
. (3.50)

Proof. By Proposition 3.4 (ii), more precisely using (3.14), (3.45), (3.46), since

Log
(
2 sin

(π j
n

))
=−
√

3π(
1
6
− j

n
)−2π

2(
1
6
− j

n
)2 +O

(
(

1
6
− j

n
)3
)
, (3.51)

we readily obtain the asymptotic expansion of ψ j,n in the two variables “ j/n” and
“n”:

ψ j,n = 2π

(
j
n
− 1

2πn
sin(π j

n )

cos(π j
n )

Log(2sin(
π j
n
))

)
+

1
n

O

((
LogLogn

Logn

)2
)

=
2π j

n

+
π

n

(
1
6
− j

n

)
− 2
√

3π2

3n

(
1
6
− j

n

)2

+
1
n

O

((
1
6
− j

n

)3
)
+

1
n

O

((
LogLogn

Logn

)2
)
.

(3.52)
Up to the error terms ψ j,n behaves as 2π j

n . From (3.52) we deduce (3.50).

Proposition 3.7. Let n≥ 2. Then (i) the number pn of roots of Gn(X) which lie inside
the open sector S = {z | |arg(z)|< π/3} is equal to

1+2bn
6
c, (3.53)

(ii) the correlation between the geometry of the roots of Gn(X) which lie inside
the unit disc and the upper half-plane and their indexation is given by:

j ∈ {1,2, . . . ,bn
6
c} ⇐⇒ ℜ(z j,n)>

1
2
⇐⇒ |z j,n|< 1, (3.54)

and the Mahler measure M(Gn) of the trinomial Gn(X) is

M(Gn) = M(G∗n) = θ
−1
n

bn/6c

∏
j=1
|z j,n|−2. (3.55)
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Proof. The formula pn = 1+2b n
6c is true for n = 2 to 51 as it can easily be checked.

For larger n we now prove it recursively.
First let us observe that the open unit disc {z∈C | |z−1|< 1} centred at 1 contains

all the roots of Gn(X) of modulus < 1 since

|z j,n|< 1⇐⇒ |z j,n|n = |1− z j,n|< 1. (3.56)

Then it suffices to understand the geometry of the roots in a neighbourhood of eiπ/3.
The integer j is ≥ 1 in the sequel. Let us show the following equivalences

arg(z j,n)< π/3⇐⇒ |z j,n|< 1⇐⇒ℜ(z j,n)>
1
2
. (3.57)

For proving (3.57) we make use of the expansions D(ℜ(z j,n)) and D(ℑ(z j,n)) for z j,n

in a neighbourhood of eiπ/3, belonging to the main sector “π/2 > argz > 2πLogn/n”
(Proposition 3.4 (ii)): since

ℜ(z j,n) = cos
(2π j

n

)
+

Log
(
2 sin

(
π j
n

))
n

+ . . .

= cos
((2π j

n
− π

3
)
+

π

3
))

+
Log

(
2 sin

((
π j
n −

π

6

)
+ π

6

)))
n

+ . . .

=
1
2
−
√

3
2

(
2π j

n
− π

3

)
+ . . . ,

we obtain the equivalence

arg(z j,n)< π/3⇐⇒ℜ(z j,n)>
1
2

when n 6≡ 0 (mod 6), and it holds, in this case, if and only if 2π j
n −

π

3 < 0, that is
j ≤ bn/6c. By Proposition 3.5,

|z j,n|= 1+
1
n

Log
(
2 sin

(π j
n

))
+

1
n

O

((
LogLogn

Logn

)2
)
.

Since, for x∈ [−1/2,+1/2], Log
(
2 |sin(πx)|

)
< 0⇐⇒ |x|< 1/6, we deduce that the

inequality |z j,n|< 1 is approximately equivalent to π j
n < π

6 , i.e. j approximately less
than n/6. Obviously it is equivalent to j ≤ bn/6c when n 6≡ 0 (mod 6), and therefore
(3.57) holds if and only if 1≤ j ≤ bn/6c when n 6≡ 0 (mod 6). Let us now prove that
(3.57) is equivalent to 1≤ j ≤ bn/6c for all integers n≥ 2.

By Proposition 2.3 the trinomial Gn(X) admits e±iπ/3 = 1
2 ± i

√
3

2 as roots if and
only if n≡ 5 (mod 6). For n≡ 5 (mod 6) the root eiπ/3 is necessarily one of the roots
z j,n for which j is close to n/6, by Proposition 3.4 (ii), whose real part is

D(ℜ(z j,n)) = cos
(2π j

n

)
+

Log
(
2 sin

(
π j
n

))
n

.
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Therefore, if n = 6q+5, with q≥ 1, the corresponding value of j is q+1, so that

zq+1,6q+5 = zq+2,6q+11 = eiπ/3 for all q≥ 0.

Let us assume that p6q+5 = 1+ 2b 6q+5
6 c (with q ≥ 1) holds and let us prove that

the formula p6q+6 = 1+ 2b 6q+6
6 c also holds. From Proposition 3.4 (see (3.52)) the

distance between two successive roots of Gn(X) in ℜ(z) > 0 is = 2π/n+ . . ., and
therefore, when j is fixed, the jth root z j,n “rotates to the right towards 1 along the
unit circle”, to become the jth root z j,n+1 of Gn+1(X). Thus the number of roots of
G6q+5+1(X) within the sector S is the number of roots of G6q+5(X) within S plus
2, and p6q+6 = 1+2b 6q+6

6 c= 1+2b 6q+5
6 c+2 is also true.

Let us continue the recursion. For n= 6q+m and m= 6 to 11, when n is increased
by 1 to n+ 1, the collection of roots {z j,n} which lie near eiπ/3 slightly rotates to
the right to become the collection {z j,n+1}. Using the expressions of D(ℜ(z j,n)) in
Proposition 3.4, for j close to n/6, we deduce

ℜ(zq+2,6q+5)< ℜ(zq+2,6q+6)< ℜ(zq+2,6q+7)< ℜ(zq+2,6q+8)< ℜ(zq+2,6q+9)

< ℜ(zq+2,6q+10)<
1
2
= ℜ(zq+2,6q+11) = ℜ(zq+1,6q+5)< ℜ(zq+1,6q+6)

< ℜ(zq+1,6q+7)< ℜ(zq+1,6q+8)< ℜ(zq+1,6q+9)< ℜ(zq+1,6q+10).

Counting the complex conjugates, these inequalities show that p6q+6 = p6q+7 =
p6q+8 = p6q+9 = p6q+10 = p6q+11. We deduce the general formula (3.53) for pn,
and the equivalences (3.54) and (3.57), for all integers n≥ 2.

To obtain (3.55) we first invoke the general fact that M(G∗n) = M(Gn) for n ≥ 2.
Then the roots of G∗n(X) which possess a real part > 1/2 are those which lie outside
the closed unit disc. These roots are the inverses of those of Gn(X) which lie inside
the unit disc, characterized by (3.54). The expression (3.55) of M(Gn) follows; it is
valid for n odd or n even, whatever the form (2.1) the trinomial Gn(X) takes.

Proposition 3.8. Let n ≥ 6. The roots of modulus < 1 of Gn(z) in the closed upper
half-plane have the following properties:

(i) θn < |z1,n|,

(ii) for any pair of successive indices j, j+1 in {1,2, . . . ,bn/6c},

|z j,n| < |z j+1,n|.

Proof. (i) is proved in [FLP]. Let us prove (ii). Assume the contrary: |z j+1,n|< |z j,n|
for a certain j in {1,2, . . . ,bn/6c−1}. Then

−1+ z j,n + zn
j,n = −1+ z j+1,n + zn

j+1,n.
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We deduce

|z j+1,n|
|z j,n|

=
|1+ zn−1

j,n |
|1+ zn−1

j+1,n|
. (3.58)

The assumption |z j+1,n|< |z j,n| implies that the ratio |z j+1,n|
|z j,n| is < 1.

Now there are two cases: either (ii-a) j and j+1 together are such that z j,n and
z j+1,n belong to the “bump” sector (i.e. for which j/Logn = o(1)) or to the “main
sector” (i.e. for which (Logn)/ j = o(1)), (the two cases (i) and (ii) of Proposition
3.4), or (ii-b) j and j + 1 are both such that z j,n and z j+1,n in the transition region
j � Logn.

In the first case (ii-a), from Proposition 3.4, we deduce from the asymptotic ex-
pansion of z j,n that arg(z j,n) is equal to 2iπ j

n + . . .. Therefore arg(zn−1
j,n )∼=−arg(z j,n) =

arg(z− j,n) and zn−1
j,n
∼= |z j,n|n−1e−2iπ j/n. The enumeration of the roots (z− j,n) j by the

index − j is clockwise and, by Proposition 3.7, both real parts ℜ(|z j,n|n−1e−2iπ j/n)

and ℜ(|z j+1,n|n−1e−2iπ( j+1)/n) are > 1/2. Moreover the assumption |z j+1,n| < |z j,n|
implies |zn−1

j+1,n| < |z
n−1
j,n |. Therefore, assuming |z j+1,n| < |z j,n| implies that the dis-

tance |1+ zn−1
j,n | between −1 and zn−1

j,n is larger than the distance |1+ zn−1
j+1,n| between

−1 and zn−1
j+1,n. Contradiction with (3.58) since the ratio |1+ zn−1

j,n |/|1+ zn−1
j+1,n| is < 1.

In the second case (ii-b), using the notations of Remark 3.3, the two successive
roots z j,n and z j+1,n are such that j � Logn, i.e.

2iπun

n
< arg(z j,n) < arg(z j+1,n) <

2iπ(vn +1)
n

with ℜ(z j,n)> 1/2 and ℜ(z j+1,n)> 1/2. Therefore

−2iπun

n
> arg(zn−1

j,n ) > arg(zn−1
j+1,n) >

−2iπ(vn +1)
n

for which limn→∞ un/n = limn→∞ vn/n = 0. Hence ℜ(zn−1
j,n ) > 1/2 and ℜ(zn−1

j+1,n) >

1/2. We can now conclude as in (ii-a). Assuming |z j+1,n| < |z j,n| implies that the
distance |1+ zn−1

j,n | between −1 and zn−1
j,n is larger than the distance |1+ zn−1

j+1,n| be-
tween −1 and zn−1

j+1,n. Therefore we would have |1+ zn−1
j,n |/|1+ zn−1

j+1,n| > 1, which is
a contradiction with (3.58).
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4 Limit Mahler measure : proof of Theorem 1.1

4.1 Using bivariate Mahler measures

The Mahler measure of a polynomial f (X ,Y ) in two variables is defined by

M( f (X ,Y )) = exp
(∫ 1

0

∫ 1

0
Log | f (e2πis,e2πit)|dsdt

)
.

Boyd [Bo3] [Lw] ([Bo1] p 130; Lemma 1 in [Bo2]) proves that the Mahler measure
of a polynomial in two variables f (X ,Y ) is the limit of the Mahler measures of poly-
nomials in one variable obtained by replacing the second variable by a power of the
first one:

M( f (X ,Y )) = lim
n→∞

M( f (X ,Xn)).

Since M(Gn) = exp
(

1
2π

∫ 2π

0 Log |−1+ eit + eint |dt
)

,

lim
n→+∞

Log(M(Gn)) =

(
1

2π

)2 ∫ 2π

0
ds
∫ 2π

0
Log |eit + eis−1|dt.

From Theorem 2 in Smyth [Sy2] and by Jensen’s formula,

3
√

3
4π

L(2,χ3) = LogM(−1+X +Y ) = LogM(max{|−1+X |,1})

=
1
π

∫
π

0
Log+|−1+ eit |dt =

−1
π

∫
π/3

0
Log(2 sin(t/2))dt = Log(1.38135 . . .).

This value is given by the Bloch-Wigner dilogarithm [BM] [Ln].

4.2 Using asymptotic expansions

In the case where Gn is not irreducible, i.e. for n ≡ 5 mod 6, the Mahler measure
M(Gn) of Gn(X) is equal to the Mahler measure M(Gn(X)/(X2−X +1)) by Proposi-
tion 2.3. We will consider the two cases “Gn irreducible” and “Gn reducible” simulta-
neously, not taking care of reducibility. Indeed, the roots of X2−X +1 lie on the unit
circle, and the indexation of the roots of Gn which is chosen, with j, in Proposition
3.7, is such that the maximal value bn/6c of the index j involves both cases.

First let us observe that the Riemann-Stieljes sum

S( f ,n) :=−2
bn/6c

∑
j=1

1
n

Log
(
2 sin

(π j
n

))
=
−1
π

bn/6c

∑
j=1

(x j− x j−1) f (x j)
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with x j =
2π j

n and f (x) := Log
(
2 sin

( x
2

))
converges to the limit

lim
n→∞

S( f ,n) =
−1
π

∫
π/3

0
f (x)dx = Log Λ = Log(1.38135 . . .).

From Proposition 3.7 we have

LogM(Gn) =−Log(θn)−2
bn/6c

∑
j=1

Log |z j,n|. (4.1)

Since limn∞
θn = 1, by Proposition 3.1, then limn∞

Logθn = 0. Therefore we will just
show that

lim
n→∞

S( f ,n) = lim
n→∞

LogM(Gn) =−2 lim
n→∞

bn/6c

∑
j=1

Log |z j,n|. (4.2)

by a suitable decomposition of the summation in (4.1). In this summation the asymp-
totic expansion of Log |z j,n| takes different forms, by Proposition 3.4 and Proposition
3.5, according to the angular sector to which z j,n belongs, i.e. to the asymptotic be-
haviour of j/n or j/Logn (cf Remark 3.3).

For n ≥ n0 = 18, the decomposition into angular sectors between π/3 and 0 fol-
lows from Remark 3.3, as:

π

3
≥ 2π

vn

n
> 2π

2Logn− vn

n
> 2π

un

n
> 2π

2
√
(Logn)(LogLogn)−un

n
> 0.

The corresponding decomposition of the summation ∑
bn/6c
j=1 in (4.2) is:

=

b2
√

(Logn)(LogLogn)−unc

∑
j=1

+
bunc

∑
d2
√

(Logn)(LogLogn)−une

+
b2Logn−vnc

∑
j=dune

+
bvnc

∑
d2Logn−vne

+
bn/6c

∑
j=dvne

(4.3)
We now show that, in (4.3), the last summation ∑

bn/6c
j=dvne is asymptotically the domi-

nant one and that the other summations tend to zero when n goes to infinity.

Main sector, dominant contribution: π/3 > argz > 2π
Logn

n :
From (3.49) we have

bn/6c

∑
j=dvne

Log |z j,n|=
bn/6c

∑
j=dvne

Log
(

1+
1
n

Log
(
2 sin

(π j
n

))
+

1
n

O

((
LogLogn

Logn

)2
))

.

By the remainder Theorem of alternating series let us recall that, for x a real number,
|x|< 1, the inequality |Log(1+ x)− x| ≤ x2

2 holds. Then∣∣∣∣∣ bn/6c

∑
j=dvne

Log |z j,n|−
bn/6c

∑
j=dvne

1
n

Log
(
2 sin

(π j
n

))∣∣∣∣∣≤ bn/6c

∑
j=dvne

1
n

∣∣∣∣∣O
((

LogLogn
Logn

)2
)∣∣∣∣∣
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+
1
2

bn/6c

∑
j=dvne

1
n2

[
Log

(
2 sin

(π j
n

))
+O

((
LogLogn

Logn

)2
)]2

. (4.4)

For 1 ≤ j ≤ bn/6c, the inequalities 0 < 2sin(π j/n) ≤ 1 and Log(2sin(π j/n)) < 0
hold. Then |Log(2sin(π j/n))| ≤ |Log(2sin(π/n))|= O(Logn). On the other hand,
by Proposition 3.5 the two O( )s in the rhs of the inequality (4.4) involve a constant
which does not depend upon j. Therefore the rhs of (4.4) is

= O

((
LogLogn

Logn

)2
)
+O

(
Log 2n

n

)
= O

((
LogLogn

Logn

)2
)
.

From (4.4), using (3.13), we deduce∣∣∣∣∣ bn/6c

∑
j=dvne

Log |z j,n|−
bn/6c

∑
j=1

1
n

Log
(
2 sin

(π j
n

))∣∣∣∣∣≤
bunc

∑
j=1

1
n

∣∣Log
(
2 sin

(π j
n

))∣∣+ bvnc

∑
j=dune

1
n

∣∣Log
(
2 sin

(π j
n

))∣∣+O

((
LogLogn

Logn

)2
)

= O
(

Log 2n
n

)
+O

(
Log 2+ε n

n

)
+O

((
LogLogn

Logn

)2
)

= O

((
LogLogn

Logn

)2
)
.

Moreover, let us observe that: limn→+∞
2π

n b
n
6c= π/3. Hence

lim
n→∞

S( f ,n) = lim
n→∞

(−2)
bn/6c

∑
j=dvne

Log |z j,n|.

“Bump sector”, the other contributions in (4.3):
Instead of considering the four other summations of (4.3) independently, it will be

sufficient to gather the roots involved into these summations into the following two
subcollections indexed by j, as:

• 1≤ j ≤ bunc, and

• dune ≤ j ≤ bvnc.

Case (i): for all j satisfying 1≤ j ≤ bunc, by taking the first terms in the asymptotic
expansions of the roots z j,n, Proposition 3.4 shows that

D(ℑ(z j,n)) =
2π j

n
+

1
n

O
(

un

Logn

)
,

with a j-independent constant involved in O( ). From Proposition 3.5 the asymptotic
expansions of the moduli |z j,n| are given by: |z j,n|= θn−2πD(ℑ(z j,n))+ . . .. By the
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remainder Theorem of alternating series and Proposition 3.1 we deduce: Log |z j,n| =

(θn−1)−2πD(ℑ(z j,n))+
1
n

O
(

un

Logn

)
+O

((
(θn−1)−2πD(ℑ(z j,n))

)2
)

=−Logn
n
− 4π2 j

n
+O

(
LogLogn

n

)
+

1
n

O
(

un

Logn

)
+O

((Logn
n

)2
)
.

Hence
bunc

∑
j=1

Log |z j,n| = −
buncLogn

n
− bunc(bunc)2π2

n
+O

(
bunc(LogLogn)

n

)
=O

(
Log 2n

n

)
.

Therefore

lim
n→∞

bunc

∑
j=1

Log |z j,n| = 0.

Case (ii):
for all j satisfying “dune ≤ j ≤ bvnc”, Proposition 3.4 does not provide an unique

limited expansion of z j,n but the inequalities 1−|z j,n| ≤ 2(Logn)/n hold by Lemma
2.1. We deduce

|
bvnc

∑
j=dune

Log |z j,n|| ≤ (vn−un)
2Logn

n
+O

(
(vn−un)

Log 2n
n2

)
= O

(
Log 2+ε n

n

)
,

and the limit

lim
n→∞

bvnc

∑
j=dune

Log |z j,n| = 0.

To finish up the proof of Theorem 1.1 we take the exponential of (4.2).

5 Asymptotics of the Mahler measure

5.1 Second-order terms for the moduli of the roots

The second-order terms in the asymptotic expansions of the moduli |z j,n| of the
roots z j,n of Gn are required for obtaining the asymptotic speed of convergence of
the Mahler measure M(Gn) towards the limit Mahler measure Λ. From Subsec-
tion 4.2 it is sufficient to obtain them for the roots lying in the main sector: π/3 >

argz > 2π
Logn

n , the other roots lying in the “bump” sector contributing negligibly
to the Mahler measure. The expansions used for obtaining (3.49) have to be im-
proved; the first step is to expand further (3.37) by taking into account the term
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λ 2
n
∼=
(

LogLogn
Logn

)2(
1− 2

Logn

)
, from (3.12). Then (3.39) and (3.40) are replaced by

D(ℑ) =
−1
2πn

[
(Logn)(1−λn)+

1
2

(
LogLogn

Logn

)2

+Log
(
2 sin

(π j
n

))]
(5.1)

with

tl(ℑ) = +
1
n

O
(
(LogLogn)2

(Logn)3

)
, (5.2)

with the constant 1/(2π) involved in the Big O, independently of j. Then, for π/3≥
argz j,n > 2π

dvne
n , (3.49) is expanded further as |z j,n|= D(|z j,n|)+ tl(|z j,n|), with

D(|z j,n|) = 1+
1
n

Log
(
2 sin

(π j
n

))
+

1
2n

(
LogLogn

Logn

)2

(5.3)

and

tl(|z j,n|) =
1
n

O
(
(LogLogn)2

(Logn)3

)
(5.4)

where the constant involved in O( ) is 1 (does not depend upon j).

5.2 Minoration of the Mahler measure and proof of Theorem 1.2

In 1933, in the search of big prime numbers, Lehmer [Le] asked the following prob-
lem: if ε is a positive quantity, to find a polynomial of the form

f (x) = xr +a1xr−1 + . . .+ar

where the a’s are integers, such that the absolute value of the product of those roots
of f which lie outside the unit circle, lies between 1 and 1+ ε ... Whether or not the
problem has a solution for ε < 0.176 we do not know.

Lehmer’s Conjecture was initially addressed to nonzero algebraic integers which
are not roots of unity. Today (2015), the smallest known Mahler measure of nonzero
algebraic numbers which are not roots of unity is the one discovered by Lehmer [Le],
a Salem number (Lehmer’s number):

M(X10 +X9−X7−X6−X5−X4−X3 +X +1) = 1.1762 . . . .

Exhaustive search [Sy3] for the smallest Mahler measures was carried out by Boyd,
Poulet, Mossinghoff, Lisonek, Flammang, Grandcolas, Rhin, Sac-Epée. The list of
Mossinghoff [MfL] gives primitive, irreducible, noncyclotomic integer polynomials
with degree at most 180 having Mahler measure less than 1.3, and this list is complete
through degree 40.
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For α an algebraic integer of degree d > 1, not a root of unity, Blansky and Mont-
gomery [ByM] showed, with multivariate Fourier series,

m(α)> 1+
1
52

1
dLog(6d)

.

By a different approach, using an auxiliary function and a proof of transcendence
(Thue’s method), Stewart [St] obtained in 1977 the same minoration but with a con-
stant c 6= 1/52 instead of 1/52. In 1979, Dobrowolski [Do2], using an auxiliary
function, obtained the asymptotic minoration

M(α)> 1+(1− ε)

(
LogLogd

Logd

)3

, d > d5,

with the constant 1− ε replaced by 1/1200 for any d ≥ 2, for an effective version of
the minoration. For sufficiently large degree d, Waldschmidt [W2], Theorem 3.17,
showed that the constant 1−ε could be replaced by 1/250 with a transcendence proof
which uses an interpolation determinant. If α is a nonzero algebraic number of degree
d ≥ 2, Voutier [V] obtained the effective minorations:

M(α)> 1+
1
4

(
LogLogd

Logd

)3

and M(α)> 1+
2

(Log(3d))3 .

For algebraic integers α , of degree d, of norm N(α), which are totally real, Schinzel’s
minoration (1.7) was improved by Bertin [Bn] as:

M(α)≥max

{
δ
−d/2
2 ,

√
|N(α)|δ

− d
2|N(α)|1/d

2

}
.

Further, following Bertin [Bn], if a ν-Salem is by definition an algebraic integer α

having ν conjugates outside the closed unit disc and at least one conjugate of modulus
1, then the measure M(α) of such an algebraic integer, of degree 2ν +2k, totally real,
satisfies:

M(α)≥ δ
− ν

2k/ν

2 .

Zaimi [Zi] also obtained minorations for the Mahler measures of algebraic integers
named K-Pisot numbers.

Lehmer’s Conjecture is solved in some cases. If α is an algebraic number of
degree d such that there exists a prime number p ≤ d Logd that is not ramified in
the field Q(α), then Mignotte [Mt0] showed: M(α) ≥ 1.2. For any noncyclotomic
irreducible polynomial P with all odd coefficients, Borwein, Dobrowolski and Moss-
inghoff [BDM] showed

M(P)≥ 51/4 = 1.4953 . . .

In terms of the Weil height, Amoroso and David [ADd2] proved that there exists a
constant c > 0 such that, for all nonzero algebraic number α , of degree d, not being
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a root of unity, under the assumption that the extension Q(α)/Q is Galois, then

h(α)≥ c
d
.

If L/Q is an abelian extension of number fields, Amoroso and Dvornicich [AD]
proved

h(α)≥ Log5
12

for any nonzero α ∈ L which is not a root of unity. Later, given an abelian extension
L/Q of number fileds and a nonzero algebraic number α which is not a root of unity,
with D := [L(α) : L], Amoroso and Zannier [AZ1] proved the relative result, which
makes use of Dobrowolski’s minoration and the previous minoration:

h(α)≥ c(K)

D

(
LogLog5D

Log2D

)13

,

where c(K)> 0. Amoroso and Delsinne [ADn] computed a lower bound, depending
upon the degree and the discriminant of the number field K, for the constant c(K). In
2010, given K/Q an extension of algebraic number fields, of degree d, Amoroso and
Zannier [AZ2] showed

h(α)≥ 3−d2−2d−6

for any nonzero algebraic number α which is not a root of unity such that K(α)/K is
abelian. As a corollary they obtained

h(α)≥ 3−14

for any dihedral extension L/Q and any nonzero α ∈ L which is not a root of unity.
For cyclotomic extensions, they obtained sharper results: (i) if K is a number field
of degree d, there exists an absolute constant c2 > 0 such that, with L denoting the
number field generated by K and any given root of unity, then

h(α)≥ c2

d
(LogLog5d)3

(Log2d)4 ,

for any nonzero α ∈ L which is not a root of unity; (ii) if K is a number field of
degree d, and α any nonzero algebraic number, not a root of unity, such that αn ∈K
for some integer n under the assumption that K(α)/K is an abelian extension, then

h(α)≥ c3

d
(LogLog5d)2

(Log2d)4 ,

for some constant c3 > 0.

Proof of Theorem 1.2:
We now extend the asymptotic expansions of Section 4.2 with the second-order

terms obtained in Section 5.1, inserting them in (4.1).
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First, with the new expansions of the moduli of the roots z j,n, we have
bn/6c

∑
j=dvne

Log |z j,n|=

bn/6c

∑
j=dvne

Log
(

1+
1
n

Log
(
2 sin

(π j
n

))
+

1
2n

(
LogLogn

Logn

)2

+
1
n

O
(
(LogLogn)2

(Logn)3

))
with the constant 1 involved in the Big O. Let us apply the remainder Theorem of
alternating series: for x real, |x|< 1, the inequality |Log(1+ x)− x| ≤ x2

2 holds. Then∣∣∣∣∣ bn/6c

∑
j=dvne

Log |z j,n|−
bn/6c

∑
j=dvne

1
n

Log
(
2 sin

(π j
n

))
−
bn/6c

∑
j=dvne

1
2n

(
LogLogn

Logn

)2
∣∣∣∣∣

≤
bn/6c

∑
j=dvne

1
n

∣∣∣∣O( (LogLogn)2

(Logn)3

)∣∣∣∣

+
1
2

bn/6c

∑
j=dvne

1
n2

[
Log

(
2 sin

(π j
n

))
+

1
2

(
LogLogn

Logn

)2

+O
(
(LogLogn)2

(Logn)3

)]2

. (5.5)

Similarly as the upper bound in (4.4), we deduce that the upper bound in (5.5) is

O
(
(LogLogn)2

(Logn)3

)
.

Therefore

(−2)
bn/6c

∑
j=dvne

Log |z j,n|+
bn/6c

∑
j=dvne

2
n

Log
(
2 sin

(π j
n

))
= O

((
LogLogn

Logn

)2
)

with the constant 1/6 involved in the Big O. Since Logθn = O
(

Logn
n

)
and

bvnc

∑
j=dune

Log |z j,n|= O
(
(Logn)2+ε

n

)
,
bunc

∑
j=1

Log |z j,n|= O
(
(Logn)2

n

)
,

we deduce

LogM(Gn)−LogΛ+
(

LogΛ+
bn/6c

∑
j=dvne

2
n

Log
(
2 sin

(π j
n

)))
= O

((
LogLogn

Logn

)2
)

(5.6)
with the constant 1/6 involved in the Big O.
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In (5.6) the summation ∑
bn/6c
j=dvne can be replaced by ∑

bn/6c
j=dLogne. Indeed, using Re-

mark 3.3,

dvne

∑
j=dLogne

2
n

Log
(
2 sin

(π j
n

))
= O

(
(Logn)2+ε

n

)
.

Let us now estimate and give an upper bound of∣∣∣∣∣−1
π

∫
π/3

0
Log

(
2sin(x/2)

)
dx−

bn/6c

∑
j=dLogne

−2
n

Log
(
2 sin

(π j
n

))∣∣∣∣∣ . (5.7)

In (5.7) the sums are truncated Riemann-Stieltjes sums of LogΛ, the integral being
LogΛ. Referring to Stoer and Bulirsch ([SB], pp 126–128) we now replace LogΛ

by an approximate value obtained by integration of an interpolation polynomial by
the methods of Newton-Cotes; we just need to know this approximate value up to

O
((

LogLogn
Logn

)2
)

.

Up to O
((

LogLogn
Logn

)2
)

, we will show that: (i) an upper bound of (5.7) is 1
6 Logn ,

and (ii) the approximate value of LogΛ is independent of the integer m (i.e. step
length) used in the Newton-Cotes formulas, assuming the weights (αq)q=0,1,...,m asso-
ciated with m all positive. Indeed, if m is arbitrarily large, the estimate of the integral
should be very good by these methods, ideally exact at the limit (m“ = ”+∞).

(i) We consider the decomposition of the integration interval as

(
0,

π

3
]
=
(
0,

2πdLogne
n

]
∪
( bn/6c−1⋃

j=dLogne

[2π j
n

,
2π( j+1)

n

])
∪
[2π

n
bn

6
c, π

3
]

and proceed by calcutating the estimations of∣∣∣∣∣−1
π

∫ 2π( j+1)
n

2π j
n

Log
(

2sin(x/2)
)
− −2

n
Log

(
2 sin

(π j
n

))∣∣∣∣∣ (5.8)

on the intervals L j :=
[ 2π j

n , 2π( j+1)
n

]
, j = dLogne,dLogne+ 1, . . . ,bn/6c− 1. On

each such L j, the function f (x) is approximated by its interpolation polynomial
Pm(x), where m ≥ 1 is the number of subintervals forming an uniform partition of
L j given by

yq =
2π j

n
+q

2π

n
1
m
, q = 0,1, . . . ,m,

of step length h := 2π

nm , and Pm the interpolating polynomial of degree m or less with

Pm(yq) = f (yq), for q = 0,1, . . . ,m.
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The Newton-Cotes formulas∫ 2π( j+1)
n

2π j
n

Pm(x)dx = h
m

∑
q=0

αq f (yq)

provide approximate values of
∫ 2π( j+1)

n
2π j

n
f (x), where the αq are the weights obtained by

integrating the Lagrange’s interpolation polynomials. Steffensen [Sff] ([SB], p 127)
showed that the approximation error may be expressed as follows:∫ 2π( j+1)

n

2π j
n

Pm(x)dx−
∫ 2π( j+1)

n

2π j
n

f (x) = hp+1 ·K · f (p+1)(ξ ), ξ ∈
o

L j,

where p≥ 2 is an integer related to m, and K a constant.
Using [SB], p. 128, and m = 1, the method being the “Trapezoidal rule”, we have:

p = 2, K = 1/12,α0 = α1 = 1/2. Then (5.8) is estimated by∣∣∣∣12 2π

n

[
−1
π

Log
(
2 sin

(π j
n

))
+
−1
π

Log
(
2 sin

(π( j+1)
n

))]
− −2

n
Log

(
2 sin

(π j
n

))∣∣∣∣
=

1
n

∣∣∣∣Log
(
2 sin

(π j
n

))
− Log

(
2 sin

(π( j+1)
n

))
)

∣∣∣∣= 2π

n2

∣∣∣∣ cos(ξ/2)
2sin(ξ/2)

∣∣∣∣≤ 1
n

1
Logn

(5.9)

for some ξ ∈
o

L j, for large n. The (Steffensen’s) approximation error “h3 · (1/12) ·
f (2)(ξ )” is

1
π

(
2π

n

)3 1
12

∣∣∣∣ −1
4sin2(ξ/2)

∣∣∣∣≤ 1
6n

1
(Logn)2 .

Summing up the contributions of all the intervals L j, we obtain the following upper
bound of (5.7) ∣∣∣∣−1

π

∫ (2πLogn)/n

0
Log

(
2sin(x/2)

)
dx
∣∣∣∣+ 1

6Logn
. (5.10)

with global (Steffensen’s) approximation error

1
36

1
(Logn)2 which is a O

((
LogLogn

Logn

)2
)
.

By integrating by parts the integral in (5.10), for large n, it is easy to show that this
integral is = O

(
(Logn)2

n

)
. We deduce the claim.

(ii) Let us show that the upper bound 1/(6Logn) is independent of the integer
m used, once assumed the positivity of the weights (αq)q=0,1,...,m. For m ≥ 1 fixed,
this is merely a consequence of the relation between the weights in the Newton-Cotes
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formulas. Indeed, we have ∑
m
q=0 αq = m, and therefore∣∣∣∣∣

∫ 2π( j+1)
n

2π j
n

Pm(x)dx−hm f (y0)

∣∣∣∣∣= h

∣∣∣∣∣ m

∑
q=0

αq( f (yq)− f (y0))

∣∣∣∣∣≤ h
( m

∑
q=0
|αq|

)
sup

ξ∈L j

∣∣ f ′(ξ )∣∣ .
Since hm = 2π

n and that the inequality supξ∈L j
| f ′(ξ )| ≤ | f ′((2πLogn)/n)| holds

uniformly for all j, we deduce the same upper bound as in (5.9) for the Trapezoidal
rule. Summing up the contributions over all the intervals L j, we obtain the same
upper bound (5.10) of (5.7) as before.

As for the (Steffensen’s) approximation errors, they make use of the successive
derivatives of the function f (x) = Log(2sin(x/2)). We have:

f ′(x) =
cos(x/2)
2sin(x/2)

, f ′′(x) =− 1
4sin2(x/2)

, f ′′′(x) =
cos(x/2)

4sin3(x/2)
. . .

Recursively, it is easy to show that the q-th derivative of f (x), q ≥ 1, is a rational
function of the two quantities cos(x/2) and sin(x/2) with bounded numerator on the
interval (0,π/3], and a denominator which is sinq(x/2). For the needs of majora-
tion in the Newton-Cotes formulas over each interval of the collection (L j), this
denominator takes its smallest value at ξ = (2πdLogne)/n. Therefore, for large n,
the (Steffensen’s) approximation error “hp+1 ·K · f (p)(ξ )” on one interval L j is

O
(( 2π

nm

)p+1
·K · np

(π Logn)p

)
= O

(
1

n(Logn)p

)
.

By summing up over the intervals L j, we obtain the global (Steffensen’s) approxi-
mation error (p≥ 2)

O
(

1
(Logn)p

)
which is a O

((
LogLogn

Logn

)2
)
.

5.3 Minoration of the house θ
−1
n = θ−1

n , Schinzel-Zassenhaus
Conjecture and proof of Theorem 1.8

Denote by m(n) the minimum of the houses of the algebraic integers of degree n
which are not a root of unity. An algebraic integer α , of degree n, is said extremal if
α = m(n). An extremal algebraic integer is not necessarily a Perron number.

In 1965 Schinzel and Zassenhaus [SZ] conjectured that

m(n)≥ 1+
c1

n
(5.11)

for a constant c1 > 0 (i.e. independent of n). The first result in this direction they
obtained is: when α 6= 0 is an algebraic integer of degree n≥ 2 which is not a root of
unity, then α > 1+4−(s+2), where 2s is the number of nonreal conjugates of α .
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For a nonreciprocal algebraic integer α of degree n, Cassels [Ca] obtained the
inequality:

α > 1+
c2

n
, with c2 = 0.1; (5.12)

Breusch [Br], independently and previously, showed that c2 =Log (1.179)= 0.165 . . .
could be taken; Schinzel [Sc1] noticed that the constant c2 = 0.2 could also be taken.
Finally, from Smyth’s Theorem [Sy1] which claims that M(α)≥Θ, Smyth improved
the minoration in 1971, with: c2 = LogΘ = 0.2811 . . .. On the other hand, Boyd
[Bo4] has shown that c2 cannot exceed 3

2 LogΘ = 0.4217 . . .. In 1997 Dubickas [Ds3]
showed that c2 = ω − ε with ω = 0.3096 . . . the smallest root of an equation in the
interval (LogΘ,+∞), with ε > 0, n0(ε) an effective constant, and for all n > n0(ε).

In 1857, for nonzero algebraic integers α , Kronecker showed that α = 1 if and
only if α is a root of unity. The sufficient condition was weakened by Blansky and
Montgomery [ByM] who showed that α , with degα = n, is a root of unity provided

α ≤ 1+
1

30n2Log(6n)
.

Dobrowolsky [Do1] sharpened this condition by: if

α < 1+
Logn
6n2 ,

then α is a root of unity.
For algebraic integers α , of degree n, Dobrowolski [Do2] showed the inequality

(1.5) in 1979. Since M(α)≤ α
n, (1.5) implies:

α > 1+(1− ε)

(
LogLogn

Logn

)3 1
n
, n > n3(ε). (5.13)

The constant coefficient 1− ε in (5.13) has been improved successively by Cantor
and Strauss [CS], and Rausch [Ra], to 2− ε , Louboutin [Lt], and Meyer [Me], to
9
4 − ε , Voutier [V] to 1

4 , Dubickas [Ds1] to 64
π2 − ε . Waldschmidt [W2] showed that

this constant 1− ε could be replaced by 1/250, with a proof of transcendence using
an interpolation determinant.

Dobrowolski’s result is effective [Do2]: he showed that the inequality (5.13) is
valid for all n ≥ 3 with 1− ε replaced by 1/1200. In 1991, Matveev [Mv] obtained
a minoration which revealed to be better for the small degrees: if α is an algebraic
integer, not a root of unity, with deg(α) = n≥ 2, then

α ≥ exp
Log(n+ 1

2 )

n2 . (5.14)

In 2007, Rhin and Wu [RW] verified the conjecture of Schinzel-Zassenhaus up to
n= 28 and improved Matveev’s inequality (5.14) to the following: if α is an algebraic
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integer, not a root of unity, with deg(α) = n, then, for 4≤ n≤ 12,

α = exp
3Log( n

3 )

n2 , (5.15)

and, for n≥ 13,

α = exp
3Log( n

2 )

n2 . (5.16)

The lower bound (5.14) is better than Voutier’s bound

m(n)≥

(
1+

1
4

(
LogLogn

Logn

)3
)1/n

. (5.17)

for n≤ 1434, and (5.16) is better than (5.17) for n≤ 6380. The two numerical values
1434 and 6380 can be improved if Dubickas’s constant [Ds1] 64

π2 − ε replaces 1/4 in
Voutier’s bound (5.17).

For reciprocal nonzero algebraic integers α , of degree n≥ 2, which are not roots
of unity, the lower bounds of α deduced from the Mahler measure M(α) have a
factor 2 in the coefficient since M(α)≤ α

n/2 holds, instead of the general inequality:
M(α)≤ α

n. Namely, Dobrowolski’s lower bound becomes:

α > 1+(2− ε)

(
LogLogn

Logn

)3 1
n
, n > n4(ε), (5.18)

the constant 2− ε could be replaced by 9
2 − ε from Louboutin [Lt], or better by

Dubickas’s constant. Actually, the constant 64
π2 − ε obtained by Dubickas [Ds1] is

indifferently valid for reciprocal and nonreciprocal algebraic integers.
For totally real algebraic integers α , of degree n, either the house α lies in (1,2],

in which case there exists a root of unity ω such that α = ω + 1/ω from a theorem
of Kronecker (1857) [Sy3], or, for α > 2 and α 6= 2cos(πr) for some r ∈ Q, the
following lower bound were obtained by Dubickas [Ds2]

α > 2+3.8
(
(LogLogn)3

(Logn)4

)
1
n
, n > n4(ε),

where the constant 3.8 can be replaced by 4.6 (Dubickas [Ds3]).
In Boyd [Bo4] the following conjectures are formulated:

Conjecture (Lind - Boyd). The smallest Perron number of degree n≥ 2 has minimal
polynomial

Xn−X−1 if n 6≡ 3,5 mod 6,
(Xn+2−X4−1)/(X2−X +1) if n≡ 3 mod 6,
(Xn+2−X2−1)/(X2−X +1) if n≡ 5 mod 6.

Conjecture (Boyd). (i) If α is extremal, then it is always nonreciprocal,
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(ii) if n = 3k, then the extremal α has minimal polynomial

X3k +X2k−1, or X3k−X2k−1,

(iii) the extremal α of degree n has asymptotically a number of conjugates α(i)

outside the closed unit disc equal to

∼=
2
3

n, n→ ∞.

Proposition 5.1. Assuming Lind-Boyd’s conjecture and Boyd’s conjecture true, the
Perron number θ−1

n , n≥ 2, is not extremal, except if n = 2,3.

Proof. First, by Proposition 3.7 (i), the number of conjugates of θ−1
n , n ≥ 2, lying

outside the closed unit disc, is equal to 1+2bn/6c. Asymptotically it is equal to n/3
and not to 2n/3 as expected from Boyd’s conjecture. Second, for the small values of
n, the minimal polynomials of θ−1

n , n ≥ 2, are Xn−Xn−1− 1 if n 6≡ 5 mod 6, and
(Xn−Xn−1−1)/(X2−X +1) if n≡ 5 mod 6 (Section 2). Then, from Lind-Boyd’s
conjecture, the only cases of extremality are reached for n = 2,3.

Let n 6= 2,3. How far is θ−1
n from extremality ?

Proof of Theorem 1.8:
Let n ≥ 2. From Proposition 3.1 and Lemma 3.2, the Perron number θ−1

n can be
expressed as: θ−1

n = D(θ−1
n )+ tl(θ−1

n ) with tl(θ−1
n ) = tl(θn), and

D(θ−1
n ) = 1+

Logn
n

(1−λn) = 1+
Logn

n

(
1− LogLogn

Logn

(
1

1+ 1
Logn

))
so that, for sufficiently large n,

θ
−1
n > 1+

Logn(1− LogLogn
Logn )

n
.

From this strict inequality we deduce (1.10); the Schinzel-Zassenhaus lower bound
(1.9) is obtained by computing the values of n(θ−1

n −1) for 2≤ n≤ 200.

5.4 Proofs of Theorem 1.3, Corollary 1.4 and Corollary 1.5

Proof of Theorem 1.3:
We will use the method introduced by Smyth and Boyd in [Bo3], Appendix 2, to

deduce the expansions (1.4). The case “n odd” is merely a consequence of Appendix
2 in [Bo3], since M(Gn) = M(−1+X +Xn) = M(−1−X−Xn) = M(1+X +Xn) in
this case. Let us now assume that n is even. Let z = eit for −π < t < π . Then

Log(1+ z− zn) =

{
Log(1+ z)−∑

∞
m=1

1
m

(
zn

1+z

)m
if |t|< 2π

3 ,

Log(−zn)−∑
∞
m=1

1
m

( 1+z
zn

)m
if |t|> 2π

3 .
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We have:

LogM(−1+ z+ zn) = LogM(1− z− zn) = LogM(1+ z− zn)

=
1
π

∫
π

0
Log |1+ eit − eint |dt =

1
π

∫
π

0
ℜ
(
Log(1+ eit − eint)

)
dt

and, by Jensen’s formula and Appendix 1 in Boyd [Bo3],

LogM(1+ z1− z2) = LogM(max{|1+ z1|,1})

=
1
π

∫
π

0
Log+|1+ eit |dt =

1
π

∫ 2π/3

0
Log |1+ eit |dt =

1
π

∫ 2π/3

0
ℜ
(
Log(1+ eit)

)
dt.

Then the difference ∆ := LogM(1+ z− zn)−LogM(1+ z1− z2) is

∆ =
−1
π

ℜ

[
∞

∑
m=1

1
m
(c1(m)+ c2(m))

]
with

c1(m) =
∫ 2π/3

0
(1+ eit)−meinmt dt, c2(m) =

∫
π

2π/3
(1+ eit)me−inmt dt.

Let ω = eiπ/3. Using 1+ω2 = ω , we now integrate by parts three times. Then

c1(m) =
ωm(2n−1)−2−m

inm
+

ω−m(1−2n)+1−2−m−1

in(nm+1)
+O(

1
n3m

)

and c2(m) =
ωm(1−2n)

inm
+

ωm(1−2n)+1

in(nm−1)
+O(

1
n3m

). We deduce

ℜ(c1(m)+ c2(m)) =
1

n2m
ℜ [(−i)ω 2cos(m(1−2n)π/3)]+O(

1
n3m

)

and

∆ =−
√

3
πn2

∞

∑
m=1

1
m2 cos(m(1−2n)π/3)+O(n−3).

Since exp(∆) = 1−
√

3
πn2 ∑

∞
m=1

1
m2 cos(m(1−2n)π/3)+O(n−3), the coefficient s(n) is

s(n) =−
√

3
π

∞

∑
m=1

1
m2 cos(m(1−2n)π/3).

Obviously s(n+6) = s(n) for all (even) integer n≥ 2, and s(4) = s(6). Denote by

Φ(z,s,a) =
∞

∑
m=0

zm

(m+a)s
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the Lerch transcendent function [Al] [Ln], and by ζ (2) =∑m≥1 m−2 = π2/6 the value
of the Riemann zeta function at z = 2. Let us compute s(4) and s(8). For n = 4,

s(4) =−
√

3
π

∞

∑
m=1

1
m2 cos(mπ/3)

The sum ∑
∞
m=1

1
m2 cos(mπ/3) is equal to

∞

∑
m=1

m∈6Z

1
m2 −

∞

∑
m=1

m∈6Z+3

1
m2 +

1
2

 ∞

∑
m=1

m∈6Z+1

1
m2 +

∞

∑
m=1

m∈6Z+5

1
m2

− 1
2

 ∞

∑
m=1

m∈6Z+4

1
m2 +

∞

∑
m=1

m∈6Z+2

1
m2


=

1
36

(
ζ (2)−Φ(1,2,

1
2
)+

1
2

[
Φ(1,2,

1
6
)+Φ(1,2,

5
6
)

]
− 1

2

[
Φ(1,2,

1
3
)+Φ(1,2,

2
3
)

])
.

The decomposition ∑m≥1 m−2 = π2/6=∑
∞
m=1

m even
m−2+∑

∞
m=1
m odd

m−2 implies: Φ(1,2, 1
2 )=

3ζ (2) = π2/2. Then the decomposition

π2

8
=

∞

∑
m=1
m odd

1
m2 =

∞

∑
q=0

q∈3Z+1

1
(2q+1)2 +

∞

∑
q=0

q∈3Z

1
(2q+1)2 +

∞

∑
q=0

q∈3Z+2

1
(2q+1)2

implies

Φ(1,2,
1
6
)+Φ(1,2,

5
6
) = 36

(
π2

8
− 1

36
Φ(1,2,

1
2
)

)
= 4π

2.

Finally, the decomposition

π2

6
= ∑

m≥1

1
m2 =

∞

∑
q=0

1
(3q+3)2 +

∞

∑
q=0

1
(3q+2)2 +

∞

∑
q=0

1
(3q+1)2

implies

Φ(1,2,
1
3
)+Φ(1,2,

2
3
) = 9

(π2

6
− 1

9
ζ (2)

)
=

4π2

3
.

Summing up the contributions, we obtain: s(4) =−
√

3π/36.
For n = 8,

s(8) =−
√

3
π

∞

∑
m=1

1
m2 cos(mπ) =−

√
3

π

( ∞

∑
m=1

m even

m−2−
∞

∑
m=1
m odd

m−2
)

=−
√

3
4π

(
ζ (2)−Φ(1,2,

1
2
)

)
=

√
3π

12
.

Proof of Corollary 1.4:
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The expansion of M(Gn) in Theorem 1.3, is such that the coefficient s(n) is
bounded by 1 in modulus for all integers n ≥ 2, that is uniformly in n. We deduce
the existence of some integer n0 such that M(Gn)≥ 1.35 for all n≥ n0 (take n0 = 51
for instance, which corresponds to Figure 1) since limm→+∞ M(Gm)= 1.38 . . . > 1.35.
The claim of the uniqueness, for n= 5, comes from the checking of the values M(Gn),
for all the integers n between 3 and n0, by hand and on the computer. The similar
claim can also be obtained using (1.3) with a larger value of n0 (which underesti-
mates the speed of convergence in some sense).

Proof of Corollary 1.5:
From Theorem 1.3 the function s(n) takes a negative sign in the two cases:

(i) n≥ 2 odd and n≡ 5 (mod6); in this case, 3 divides n+1 and M(−1+z+zn) =
M(1+ z+ zn)< Λ as soon as n is large enough,

(ii) n ≥ 2 even and n ≡ 0 or 4 (mod6); in this case, 3 does not divide n+ 1 and
M(−1+ z+ zn) = M(−1− z+ zn)< Λ as soon as n is large enough.

The conditions are necessary and sufficient since the coefficients s(n) take positive
signs in the other respective cases. In the statement of Smyth’s conjecture the tri-
nomials Gn only refer to the cases k = 1 of the first and third items. To finish up
the proof of Corollary 1.5 we observe that the coefficient s(n) is uniformly bounded
by 1 in modulus for all integers n ≥ 4. We deduce the existence of some integer n0
such that M(Gn)≥ 1.35 for all n≥ n0 (take n0 = 51 for instance, as in Figure 1), and
compute the values of M(Gn) for 4≤ n≤ 51 for comparison with Λ.

6 Erdős-Turán-Amoroso-Mignotte Theory and distribution
of conjugates

The purpose of the Erdős-Turán-Amoroso-Mignotte (ETAM) theory is to study the
angular regularity of the geometry of the roots of a given polynomial, in sectors all
centered at the origin, by establishing best discrepancy functions (Erdős-Turán [ET],
Ganelius [G], Amoroso and Mignotte [AM], Mignotte [Mt1] [Mt2]). The ETAM
theory is one of the basic ingredient of recent limit equidistribution theorems of con-
jugates on the unit circle: in Bilu [Bu], Petsche [Pe] and Pritsker [Pr].

6.1 Proof of Theorem 1.9

Let n≥ n0 = 18 and 1≤ j ≤ b n−1
4 c.

(i) First, let us prove (1.12). Let us decompose the summation in (1.12) as:

b n−1
4 c

∑
j=1

arg(z j,n) =
bvnc

∑
j=1

arg(z j,n)+
b n−1

4 c

∑
j=dvne

arg(z j,n).
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Using (3.14), (3.45) and (3.46), the roots z j,n of Gn lying in the main Sector “ π

2 >

argz > 2π
Logn

n ” have the following arguments:

arg(z j,n) = 2π(
j
n
+ℜ) with ℜ = − 1

2πn

[
1− cos

( 2π j
n

)
sin
( 2π j

n

) Log
(
2 sin

(π j
n

))]
with

tl(arg(z j,n)) = +
1
n

O

((
LogLogn

Logn

)2
)

with the constant 2π involved in the Big O. Second, using (3.29), (3.30) and (3.31),
the roots which lie in the “Bump Sector”, in the first quadrant, are such that∣∣∣∣∣ 1

b n−1
4 c

bvnc

∑
j=1

arg(z j,n)

∣∣∣∣∣=
∣∣∣∣∣2π(1− 1

Logn )

nb n−1
4 c

bvnc

∑
j=1

j+ . . .

∣∣∣∣∣= O
(
(Logn)2+ε

n2

)
.

Then

lim
n→+∞

1
b n−1

4 c

b n−1
4 c

∑
j=1

arg(z j,n) = lim
n→∞

2π

nb n−1
4 c

b n−1
4 c

∑
j=dLogne

j =
π

4
.

(ii) Now, to prove (1.13), let us observe that the Riemann-Stieljes sum

S(a,n) :=−
b(n−1)/4c

∑
j=1

1
n

tan
(π j

n

)
Log

(
2 sin

(π j
n

))
=
−1
2π

b(n−1)/4c

∑
j=1

(x j− x j−1)a(x j)

with x j =
2π j

n and a(x) := tan
( x

2

)
Log

(
2 sin

( x
2

))
converges to the limit

lim
n→∞

S(a,n) =
−1
2π

∫
π/2

0
a(x)dx = 0.07994 . . .

To estimate the second-order terms, we proceed as in Subsection 5.2 to give an upper
bound of∣∣∣∣∣−1

2π

∫
π/2

0
tan
( x

2
)
Log

(
2 sin

( x
2
))

dx−
b(n−1)/4c

∑
j=dLogne

−1
n

tan
(π j

n

)
Log

(
2 sin

(π j
n

))
.

∣∣∣∣∣
(6.1)

with Newton-Cotes methods applied to the integral. We apply the Trapezoidal rule
with the error terms in the tail tl(∑arg(z j,n)) controlled by Steffensen’s approximation

error and 1
n O
((

LogLogn
Logn

)2
)

. Let us prove that these terms are here negligible. The

derivative

a′(x) =
1
2
(1+

Log(2sin(x/2))
cos2(x/2)

) satisfies sup
y∈[ 2πLogn

n , π
2 ]

|a′(y)| ≤ Logn.
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Hence an upper bound of (6.1) is

n
4

1
2n

π

n
Logn+

∣∣∣∣ 1
2π

∫ (2πLogn)/n

0
tan(x/2)Log(2sin(x/2))dx

∣∣∣∣
which is negligible, as for (5.10) (by integration by parts for the integral). Therefore

1
b n−1

4 c

b n−1
4 c

∑
j=1

arg(z j,n)−
π

4
= O

(
1
n

(
LogLogn

Logn

)2
)

with the constant 2π in the Big O. We deduce the claim.

6.2 An upper bound for Mignotte’s discrepancy functions

Let κ := ∑
∞
0

(−1)m−1

(2m+1)2 = 0.916 . . . be the constant of Catalan. Denote

C :=
∫ 2π

0
(
∫ 2π

0
Log+|eit + eis−1| dt

2π
)

ds
2π

= 0.42627 . . .

Mignotte [Mt1] [Mt2] and Amoroso and Mignotte [AM] have improved the dis-
crepancy function previously given by Erdős and Turán in [ET]. Let us recall Mignotte’s
discrepancy function for a polynomial R in Z[X ] [Mt2]: the “radial” operator defined
as (r) : Z[X ]→ R[X ],

R(X) = a0

m

∏
j=1

(X−α j) → R(r)(X) =
m

∏
j=1

(
X−

α j

|α j|

)
,

transforms the polynomial R(X) given in its factored form (m ≥ 1 being its degree,
a0 6= 0 its leading coefficient and (αi) its roots in C) to another polynomial R(r)(X),
which is monic, of the same degree, and has all its roots on |z| = 1. Mignotte’s
discrepancy function of the polynomial R is defined by

h̃(R) =
1

2π

∫ 2π

0
Log+|R(r)(eiθ )|dθ (6.2)

and satisfies the inequality, for all 0≤ a < b≤ 2π ,∣∣∣∣∣ 1
m
×

(
∑

αi,a<arg(αi)<b
1

)
− b−a

2π

∣∣∣∣∣
2

≤ 2π

κ
× h̃(R)

m
. (6.3)

Theorem 6.1.

limsup
n→∞

h̃(Gn) ≤ C. (6.4)
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Proof. On one hand, from Erdős-Turán [ET] p 112 (Schur’s remark), we deduce the
following inequality for the moduli:

|G(r)
n (eiθ )| ≤ |Gn(eiθ )| for all n≥ 2 (6.5)

on [0,2π]. On the other hand,

1
2π

∫ 2π

0
Log+|Gn(eiθ )|dθ =

1
2π

∫ 2π

0
Log+|eint + eit −1|dt.

But Lemma 1 in Boyd [Bo2] implies that the following limit holds

lim
n→+∞

1
2π

∫ 2π

0
Log+|eint +eit−1|dt =

∫ 2π

0
(
∫ 2π

0
Log+|eis+eit−1| dt

2π
)

ds
2π

) (6.6)

using bivariate Mahler measures. We deduce (6.4) from (6.2), (6.5) and (6.6).

As a consequence, we deduce from (6.3) the following inequalities relative to the
trinomials Gn: for all ε > 0, for all 0≤ a < b≤ 2π , there exists n0 such that∣∣∣∣∣1n ×

(
∑

αi root of Gn,a<arg(αi)<b
1

)
− b−a

2π

∣∣∣∣∣
2

≤ 2π(C+ ε)

κ
× 1

n
for all n≥ n0. (6.7)

The proof of Theorem 6.1 relies upon the limit properties of bivariate Mahler
measures in the method developped by Smyth and Boyd [Bo2]. Comparatively, the
method of asymptotic expansions of the roots θn,z j,n, of Gn can also be applied di-
rectly to obtain the analogue of (6.4) with a constant C′ ≥C instead of C: it suffices
to deduce the asymptotic expansions of the complex numbers z j,n/|z j,n| of modulus 1
from those of z j,n, resp.|z j,n|, i.e. from Proposition 3.4, resp. ..., and insert them into
the discrepancy functions h̃(Gn) of Mignotte (6.2). Though this method works, the
upper bound of the limsup in (6.4) is less good. We leave the details of the calcula-
tions to the reader.

6.3 Limit equidistribution of conjugates on the unit circle

Let h : Q→ [0,+∞) denote the logarithmic Weil height (the notation h is traditional
and presents no ambiguity with Mignotte’s discrepancy function h̃). We denote by
C×, resp. Q×, the multiplicative group of nonzero elements of C, resp. Q. The
unit Dirac measure supported at ω ∈ C is denoted by δω and µT denotes the Haar
measure (unit Borel measure), invariant by rotation, that is supported on the unit
circle T = {z ∈ C | |z| = 1}, compact subgroup of C×. Given a point α ∈ Q×, of
degree d = [Q(α) : Q], we define the unit Borel measure (probability)

µα =
1
d ∑

σ

δσ(α)
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on C×, the sum being taken over all d embeddings σ : Q(α)→ C. A sequence {αk}
of points in Q× is said to be strict if any proper algebraic subgroup of Q× contains
αk for only finitely many values of k. Theorem 6.2 below is stated as a theorem, but
is merely a corollary of Theorem 1.1 in Bilu [Bu], or Theorem 1.2 in Petsche [Pe].

Theorem 6.2. Let {θ−1
n | n = 2,3,4, . . .} be the infinite sequence of Perron numbers

in C× which are the dominant roots of the trinomials G∗n. Then

µ
θ
−1
n
→ µT, n→+∞, weakly,

or equivalently

µθn → µT, n→+∞, weakly,

i.e. for all bounded, continuous functions f : C×→ C,∫
f dµ

θ
−1
n
→

∫
f dµT, n→+∞. (6.8)

Proof. The roots of the trinomials Gn,n ≥ n0 = 18, all belong to a fixed compact
which contains the unit circle, which is the compact annulus {z ∈ C | 1− 2Logn0

n0
≤

|z| ≤ 1+ 2Log2
n0
}. The supports of µ

θ
−1
n

all tend to the unit circle if n tends to infinity,
by Lemma 2.1. Let us show that the sequence is strict: by Proposition 2.3, the degree
deg(θn) is respectively equal to n if n 6≡ 5 mod 6, and to n− 2 if n ≡ 5 mod 6.
Hence, lim deg(θn) =+∞. The Weil heights are respectively h(θn) =

1
n×LogM(Gn)

if n 6≡ 5 mod 6, and h(θn) =
1

n−2 ×LogM(Gn(X)/(X2−X + 1)) if n ≡ 5 mod 6,
and can be written (1.14) asymptotically. We have lim h(θn) = 0. By Theorem 6.1,
Mignotte’s discrepancy functions are uniformly bounded. These conditions ensure
that by Bilu’s Theorem [Bu] can be applied.
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Séminaire Delange-Pisot-Poitou, 19e année: 1977/78, Théorie des Nombres, Fasc. 2,
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[Re] A. RÉNYI, Representations for real numbers and their ergodic properties, Acta Math.
Acad. Sci. Hungar. 8 (1957), 477–493.

[RS] G. RHIN and C.J. SMYTH, On the absolute Mahler measure of polynomials having all
zeros in a sector, Math. Comp. 64 (1995), 295–304.

[RW] G. RHIN and Q. WU, On the absolute Mahler measure of polynomials having all zeros
in a sector II, Math. Comp. 74 (2005), 383–388.

[Sc1] A. SCHINZEL, Reducibility of lacunary polynomials, Acta Arith. 16 (1969), 123–159.

[Sc2] A. SCHINZEL, On the product of the conjugates outside the unit circle of an algebraic
number, Acta Arith. 24 (1973), 385–399. Addendum: ibid. 26 (1974/75), 329–331.

[Sc3] A. SCHINZEL, On the Mahler measure of polynomials in many variables, Acta Arith.
79 (1997), 77–81.

[SZ] A. SCHINZEL and H. ZASSENHAUS, A refinment of two theorems of Kronecker, Michi-
gan Math. J. 12 (1965), 81–85.

[Sr] E.S. SELMER, On the irreducibility of certain trinomials, Math. Scand. 4 (1956), 287–
302.

[Sn] J.H. SILVERMAN, Lehmer’s Conjecture for Polynomials Satisfying a Congruence Di-
visibility Condition and an Analogue for Elliptic Curves, J. Théorie Nombres Bordeaux
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