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Foreword

The fourth edition of Gesture and Speech in Interaction(GESPIN) was held in Nantes, France. After
Poznan in Poland, Bielefeld in Germany and Tilburg in the Netherlands, it has been our pleasure to host
this international conference. With more than 40 papers, these proceedings show just what a ourishing
eld of enquiry gesture studies continues to be. Although the majority of the participants were Euro-
pean, we were delighted that non European countries were represented as well. This shows the will of
researchers both junior and senior to come together to present the ndings of their research in what

is a very exciting and thriving domain.

The keynote speeches of the conference addressed three di erent aspects of multimodal interaction:
gesture and grammar, gesture acquisition, and gesture and social interaction. In a talk entitledualities
of event construal in speech and gesture: Aspect and tensilan Cienki presented an ongoing research
project on narratives in French, German and Russian, a project that focuses especially on the verbal and
gestural expression of grammatical tense and aspect in narratives in the three languagedean-Marc
Colletta 's talk, entitled Gesture and Language Development: towards a unied theoretical framework
described the joint acquisition and development of speech and early conventional and representational
gestures. InGrammar, deixis, and multimodality between code-manifestation and code-integration or why
Kendon's Continuum should be transformed into a gestural circle Ellen Fricke proposed a revisited
grammar of noun phrases that integrates gestures as part of the semiotic and typological codes of in-
dividual languages. From a pragmatic and cognitive perspectiveJudith Holler  explored the use of
gaze and hand gestures as means of organizing turns at talk as well as establishing common ground in a
presentation entitled On the pragmatics of multi-modal face-to-face communication: Gesture, speech and
gaze in the coordination of mental states and social interaction

Among the talks and posters presented at the conference, the vast majority of topics related, quite
naturally, to gesture and speech in interaction understood both in terms of mapping of units in di erent
semiotic modes and of the use of gesture and speech in social interaction. Although it would be too long to
quote every single author and paper in this short foreword, we will give the reader an outline of the variety
of approaches presented at GESPIN this year. Several presentations explored the e ects of impairments
(such as diseases or the natural ageing process) on gesture and speech. The communicative relevance of
gesture and speech and audience-design in natural interactions, as well as in more controlled settings like
television debates and reports, was another topic addressed during the conference. Some participants
also presented research on rst and second language learning, while others discussed the relationship
between gesture and intonation. While most participants presented research on gesture and speech from
an observer's perspective, be it in semiotics or pragmatics, some nevertheless focused on another impor-
tant aspect: the cognitive processes involved in language production and perception. Last but not least,
participants also presented talks and posters on the computational analysis of gestures, whether involving
external devices (e.g. mocap, kinect) or concerning the use of specially-designed computer software for
the post-treatment of gestural data. Importantly, new links were made between semiotics and mocap data.

Finally, we would like to take this opportunity to acknowledge the work of a certain number of people
at the University of Nantes who were crucial to the successful hosting of this conference. Firstly there
is Myriam Lecoz, the secretary of our research laboratory (LLING), who provided us with continuous
advice and support and dealt with many key administrative tasks. Secondly, there are our wonderful
student volunteers: Anne-Laure Besnard, Quentin Brisson, Manon Lelandais, and Benjamin Lourenco,
without whose help the logistical organization of the three conference days would have been impossible.
Many thanks also go to the members of the scienti c committee, who did a very ne job in ensuring the
reviewing process went as smoothly as possible. We are also grateful to thénguistics Laboratory of
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Nantes (LLING) , the English Department of our university, the University of Nantes itself, as well as to
the Infrastructure de Recherche pour les Corpus Oraux et Multimodaux (IRCOM) all of whom granted

us funding. In doing so, they enabled this conference to take place. We sincerely hope that is has been
as enjoyable for every participant as it has been for us.

September 2015
Gaélle Ferré & Mark Tutton
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Qualities of event construal in speech and gesture: Aspect and
tense

Alan Cienki

a.cienki@vu.nl

This talk will present preliminary results of an international project on verbal and co-verbal means of
"event construal" (understood as per Langacker 1987 and Croft 2012). The project is based at Moscow
State Linguistic University but involving teams of colleagues from France and Germany as well as Rus-
sia. The choice of French, German, and Russian as languages for analysis was motivated by the di ering
morphological and/or lexical means that are used, or not, in the three languages (and in some other
members of the Romance, Germanic, and Slavic language families) for talking about di erent types of
events. Whereas French and German rely on a variety of tense forms, particularly to talk about events in
the past, German pre xes on verbs additionally highlight numerous distinctions of manner of action (Ak-
tionsart or "lexical aspect"), while Russian's simple tense system (past, present, future) is complemented
by a distinction of two grammatical aspect categories as well as categories of Aktionsarten marked by
verbal a xes.

The results reported on here will focus on the relations of grammatical aspect and tense to the qual-
ities of speakers' coverbal gestures. In previous research, Duncan (2002) showed that the duration of
gesture strokes tends to be longer and more agitated with event descriptions in the "imperfective" than
with those using "perfective" verb forms in English and in Mandarin Chinese, ndings that were further
con rmed for English by McNeill (2003) and Parrill et al. (2013). In the present study, narratives about
di erent types of events were elicited using a protocol from Becker et al. (2011) with native speakers of
French, German, and Russian. Coverbal gestures were analyzed using a system of "boundary schemas
developed for this project, based on (Mller 2000). These have to do with whether the stroke of a given
gesture phrase involves a pulse of e ort ("bounded") or not ("unbounded"). Bounded gestures, hypoth-
esized to correlate more with perfective aspect and perfect tenses, show greater e ort markedly exerted
at the onset of the stroke, the o set, both, or repeated throughout the stroke. Unbounded gestures, by
contrast, involve e ort spread evenly over the stroke. The analysis of e ort involves attention to kine-
siological parameters (Boutet 2010) based on physiological features, e.g., the relation of the form of the
movement to the structure of the hand, wrist, arm, etc. Initial ndings suggest that certain grammatical
distinctions concern qualities of event structure that are also expressed in patterns of speakers' coverbal
motoric behavior. The results will be compared to ndings from PhD research by Wang (VU Amsterdam
& Xiamen U.) on the use of gesture in Mandarin Chinese with clauses with aspectual particles (e.gle
marking actualization of an action, zai marking progressives,zhe marking duration).

While the categories customarily used to characterize event construal in grammar, such as di erent
aspectual distinctions, show certain connections to speakers' use of gesture, they do not carry over to
gesture in a straightforward way. We see from these studies how research on gesture from a linguistic
perspective (Muller et al. 2013) can provide more nuanced insights into a process Slobin (1987) charac-
terized as "thinking for speaking”, investigated here in terms of how the construal of events appears in
embodied expression while speaking.

Abbreviated references:

Becker, R., Cienki, A., Bennett, A., Cudina, C., et al. 2011. Aktionsarten, speech and gesture.
Boutet, D. 2010. Structuration physiologique de la gestuelle: Modéle et tests.

Croft, W. 2012. Verbs: Aspect and causal structure.

Duncan, S. 2002. Gesture, verb aspect, and the nature of iconic imagery in natural discourse.
Langacker, R. 1987. Foundations of cognitive grammar. Volume 1. Theoretical prerequisites.
McNeill, D. 2003. Aspects of aspect.

Mdller, C. 2000. Zeit als Raum.
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Mdller, C., Ladewig, S., & Bressem, J. 2013. Gestures and speech from a linguistic perspective.
Parrill, F., Bergen, B., & Lichtenstein, P. 2013. Grammatical aspect, gesture, and conceptualization.

Slobin, D. 1987. Thinking for speaking.

Gesture and Language Development: towards a uni ed theoretical
framework

Jean-Marc Colletta
jean-marc.colletta@u-grenoble3.fr

Children communicate their needs through bodily behavior and begin to gesture way before talking. To-
gether with expressions of emotions, gestures, such as pointing or waving goodbye, constitute the principal
means of interacting with others before the emergence of the rst words. Children continue to gesture
during their second year as they start talking and gesturing in bimodal language production. Older chil-
dren carry on using speech associated gestures through to adulthood as their language repertoire ful lls
new social-interactional needs and incorporates new discourse genres. Thus, as a number of studies have
demonstrated over the past twenty years, verbal language does not replace gestures as children grow up.
Rather, language is to be considered as a compound of audio-linguistic signs and visual-kinesic signs
whose use and forms evolve together in the course of age.

To present an overview of early and later gesture and language acquisition is too big a scope for this
presentation, considering today's vast literature on the subject. In this presentation, | will rather present
a set of a priori unrelated observations and results on early emblems and representational gestures, ges-
tures of the abstract, changes in gesture production and in the relation between speech and gesture during
childhood, gesture variation in situational and discourse context, as well as teacher's gestures during lan-
guage and maths class. | will then discuss these results within a uni ed theoretical framework that builds
on "mimesis theory" as introduced by Marcel Jousse in his "Anthropologie du geste" (Calbris, 2011), René
Girard's mimetic theory and Jordan Zlatev and collaborators's work on mimesis (Zlatev, 2002; Zlatev et
al., 2008). Language acquisition is then to be seen as an embodied process fully embedded into sensory
and motoric experience of both the physical and the social world, and gesture as a shared representa-
tion mechanism that both grounds and extends linguistic means for communication among human beings.

References:

Calbris, G. (2011). Elements of Meaning in Gesture Amsterdam/Philadelphia: John Benjamins
Publishing Company.

Zlatev, J. (2002). Mimesis: the "missing link" between signals and symbols in phylogeny and
ontogeny? A. Pajunen (Ed.), Mimesis, Sign and Language Evolutionpp.93-122). Publications in
General Linguistics, 3. Turku: University of Turku Press.

Zlatev, J., Racine, T.P., Sinha, C. Itkonen, E. (2008). The Shared Mind. Perspectives on intersub-
jectivity . Amsterdam/Philadelphia, John Benjamins Publishing Company.

Grammar, deixis, and multimodality between code-manifestation
and code-integration or why Kendon's Continuum should be trans-
formed into a gestural circle

Ellen Fricke
ellen.fricke@phil.tu-chemnitz.de

Until recently, the idea that a multimodal approach to grammar is necessary was by no means evident.
Most grammarians so far focused their grammatical analyses on written and spoken language without
considering co-speech gestures. Yet the progress in gesture studies o ers a new perspective on the gram-
matical capacity of gestures accompanying speech (Fricke 2008, 2012, 2013, 2014a, b, c; Harrison 2008,
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2009; Ladewig 2011; Bressem 2012). Not only is human speech composed of articulations of the mouth,
primarily perceived by ear, but also of visible articulations of other body parts a ecting the eye (e.g.,
Kendon 2004; Muller 1998, McNeill 1992, 2005, for an overview see Miiller, Cienki, Fricke et al. 2013
and 2014). In this regard, the movements of the hands play a special role: the sign languages of the deaf
show that movements of the hand alone can function as articulators of fully established languages (Wundt
[1900] 1904). If it is the case that movements of the hand inherently have the potential for establishing
a grammar, what are the grammatical implications of all those hand movements that accompany the
speech of hearing people?

Are single languages like French, English, or German partially multimodal? How far is the faculty of
language bound to a particular mode of manifestation? If we conceive multimodality as a global dimen-
sion of linguistic and semiotic analysis which is generally applicable to language and other systems of signs
then we have to broaden our perspective by also including grammars of single languages and the human
faculty of language. With respect to linguistics and by focusing on the example of noun phrases, | will
show that this extension of perspective on multimodality reveals two basic principles: Firstly, multimodal
code-integration of gestures within grammars of single languages on the level of the language system; sec-
ondly, processes of multimodal code-manifestation of certain structural and typological aspects on the
verbal and gestural level provided by the codes of single languages as well as the general human faculty
of language.

With regard to gesture studies, evidence of multimodal grammatical structures and functions (e.g.,
multimodal modication in noun phrases or constituency and recursion in syntax (Fricke 2012, 2013))
could challenge the current view of Kendon's Continuum (McNeill 1992) as a straight line from left to
right. If spoken langages are conceived of as being basically multimodal, then it is necessary to take into
consideration speech and co-speech gestures as a uni ed whole when comparing them to sign languages.
In the light of these ndings, we propose transforming the straight line that joins them in Kendon's
Continuum into a gestural circle, which may more adequately represent their close relation.

References:

Bressem, Jana (2012). Repetitions in Gesture: Structures, Functions, and Cognitive Aspects.
Dissertation, Europa-Universitat Viadrina, Frankfurt (Oder).

Fricke, Ellen (2008). Grundlagen einer multimodalen Grammatik: Syntaktische Strukturen und
Funktionen. [Foundations of a Multimodal Grammar: Syntactic Structures and Functions]. Habil-
itation, Europa-Universitat Viadrina, Frankfurt (Oder).

Fricke, Ellen (2012). Grammatik multimodal: Wie Worter und Gesten zusammenwirken Berlin
and Boston.

Fricke, Ellen (2013). Towards a uni ed grammar of gesture and speech: A multimodal approach.
In: Cornelia Miiller, Alan Cienki, Ellen Fricke et al. (eds.), 733-754.

Fricke, Ellen (2014a). Deixis, gesture, and embodiment from a linguistic point of view. In: Cornelia
Miiller, Alan Cienki, Ellen Fricke et al. (eds.), 1803-1823.

Fricke, Ellen (2014b). Between reference and meaning: Object-related and interpretant-related
gestures in face-to-face interaction. In: Cornelia Miiller, Alan Cienki, Ellen Fricke et al. (eds.),
1788-1802.

Fricke, Ellen (2014c). Syntactic complexity in co-speech gestures: Constituency and recursion. In:
Cornelia Mdller, Alan Cienki, Ellen Fricke et al. (eds.), 1650-1661.

Harrison, Simon (2009). Grammar, Gesture, and Cognition: The Case of Negation in English.
Dissertation, Université Bordeaux 3.

Kendon, Adam (2004). Gesture: Visible Action as Utterance Cambridge, CUP.

Ladewig, Silva H. (2011). Syntactic and Semantic Integration of Gestures into Speech: Structural,
Cognitive, and Conceptual Aspects. Dissertation, Europa-Universitat Viadrina, Frankfurt (Oder).
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McNeill, David (1992). Hand and Mind: What Gestures Reveal about ThoughtChicago.
McNeill, David (2005). Gesture and Thought Chicago.

Miiller, Cornelia (1998). Redebegleitende Gesten: Kulturgeschichte Theorie Sprachvergleich.
Berlin.

Mdller, Cornelia, Jana Bressem, Silva H. Ladewig (2013). Towards a grammar of gesture: A form-
based view. In: Cornelia Muller, Alan Cienki, Ellen Fricke et al. (eds.), 707-733.

Mdiller, Cornelia, Alan Cienki, Ellen Fricke, Silva H. Ladewig, David McNeill and Sedinha Teyendorf
(eds.) (2013). Body Language Communication. An International Handbook on Multimodality
in Human Interaction (HSK 38.1). Berlin and Boston.

Muiller, Cornelia, Alan Cienki, Ellen Fricke, Silva H. Ladewig, David McNeill and Jana Bressem
(eds.) (2014). Body Language Communication. An International Handbook on Multimodality
in Human Interaction (HSK 38.2). Berlin and Boston.

Wundt, Wilhelm ([1900] 1904). Vélkerpsychologie. Eine Untersuchung der Entwicklungsgesetze von
Sprache, Mythus und Sitte Vol. 1: Die Sprache. Leipzig.

On the pragmatics of multi-modal face-to-face communication:
Gesture, speech and gaze in the coordination of mental states and
social interaction

Judith Holler
Judith.Holler@mpi.nl

Coordination is at the heart of human conversation. In order to interact with one another through
talk, we must coordinate at many levels, rst and foremost at the level of our mental states, intentions
and conversational contributions. In this talk, | will present ndings on the pragmatics of multi-modal
communication from both production and comprehension studies. In terms of production, | will throw
light on (1) how co-speech gestures are used in the coordination of meaning to allow interactants to
arrive at a shared understanding of the things we talk about, as well as on (2) how gesture and gaze
are employed in the coordination of speaking turns in spontaneous conversation, with special reference
to the psycholinguistic and cognitive challenges that turn-taking poses. In terms of comprehension, |
will focus on communicative intentions and the interplay of ostensive and semantic multi-modal signals
in triadic communication contexts. My talk will bring these dierent ndings together to make the
argument for richer research paradigms that capture more of the complexities and sociality of face-to-
face conversational interaction. Advancing the eld of multi-modal communication in this way will allow

us to more fully understand the psycholinguistic processes that underlie human language use and language
comprehension.
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Polyfocal classinteractions and teaching gestures. An analysis aonverbal
orchestration

Brahim Azaoui

Aix-Marseille Université, CNRS, LPL UMR 7309 Aign-ProvenceFrance

brahim.azaoui@ univ - amu.fr

Abstract specific language errocorrection gestures and general
foreign language classroom gestures.
While a growingbody of esearch suggests that gestures Y€t despitethis impressive body of research, it seems that
have an impact in the teaching/learning procéss have few studies have been interested in considering the gestures
explored gestures produced by teachers to understand how @s @ wayfor teachersto organize class turtaking and deal
instructors cope with the intrinsically polyfocal dimension  With overlapping talkg[18], [19], [20]) rather than a means

of class interactionsThis paperreportson anempirically to enhance learning$ ] D R Xempivical study[20] is based
grounded account of both how and in what circumstances On @ mimo-gesturalanalysis ofboth a corpus of filmed
teachers conductmultimodal orchestration, and the classroominteractions led by the same teacher in two

interactional issues it raises. Because it is based on-video different instructional contexts (French mative students
recorded corpora of twdnstructors each teaching both ~ and to nonnative§ and videerecordings of students
French to natig and to nomative students, my study also ~ confrontedwith extracts of lessonthey participated inHe

tackles the issue of the contextsensitivity of teaching sought to understaritbow, whenand whythe teacher reast
gestures WR WKH VWXGHQWVY GLVUXSWLRQ RI WKH

) also howand whythe students leak this conversational
Index Terms: teaching gestures, twoandedness, €o organization [21]. The results showWKDW WKH WHDFKH !

enunciative ubiquitycontext nonverbalrchestration motivations are twofold: WKH L Q V WetbdIF W&k U 1V
) nonverbal ations contribute both to the progress of the
1. Theoretical framework lesson plan andhe prevenion of WKUHDWYV WR WKH VWX
face[22].

1.1 Teachinggestures

. . . 1.2 Classoom polyfocal interactio
A growing body of research has tackled the topic of teaching oy ns

gestures in instructional and norstructional contexts. Coping with nultiple simultaneous actions the reality of

These studies have mostly shown the impact of teaching many teachers in clas®m Thus, itseems more accurate to

gestures in different areas of the learning procé&ss. FRQVLGHU FODVVURRP LQWHUDOBWLRQV DV \
example we can consider the role of gesturing ithe (i.e., more than three persons usually speak at the same time
comprehension ofath instructions omath problems [1], consequentlyinterventions may overlap) - rather than

[2], [3], [4]). Alibali et al.[3] for instance provided a math looking at themas if they followed a regularthree-part

teacher with a tutorial about ways to use gestures in pattern[24]. ,1 3W U L &d& gotdtially more conflicting

connecting ideas in instruction. The résalemonstratéhat organiations than G L D O R2bXH becauseparticipants

students benefit more from the teacher who expresses linked may struggle even more for the floor, one can easily imagine
ideas using both gestures and speech than from a teacherwhat the situationmay belike during polylogueswhere

who does not. In language teaching corgest range of intrusions and overlapping turns may occunore
researchhas examined the impact of gestures in L1 or L2  spontaneously andfrequently In addition, clas®om
teachng andlearning (5], [6], [7], [8]. [9], [10], [11], [12]). interactionscan be said to bpolyfocal as several foci of

In an empirical studysime[10] sought to understand what interaction may simultaneously take placi6:66].
OHDUQHUV PDGH RI WK HBieshowddtbaf K H UGofhsebdently, Xhete \isarely a momenh when teachers do
they made a distinctionbetween relevant and irrelevant  not produce several gesturas the same tim¢head/hand

gestureamong thosehattheir teaches produced andthey gestures, right hand/left hand gestures). So, as muuale as

were able toattribute the relevance othese nonverbal can say that students have a polyfocal attentmthe extent

actions within the learning processas they enhanced that they very rarelydirect their attention in a focal

comprehension and prowd feedbacks Others have FRQFHQWUDWHG ZD\ WR DQ\ VLQJOH WH[W
considered more specific aspects, likerole of gesturgin al, citedin [27:28] WHDFKH U tafi dbobe/digified R Q
memorization [3], [14], [15]) or error correction [16], as being polyfocal. Since they have to manage various

[17]). For example, Tellie[13] experimentallyexamined actions at the same timeKress propose the term

the impact of gesture on second language memorization in SRUFKHVWUDWLRQ’ WR QDPH W KH

teaching vocabulary to 5 yeald learners. She showed how  assembling/organizing/designing a plurality of signs in
WKH WHDFKHUYTV JHVWXUHV DQG HYV SiffieFenDrao0es iM& H [partiduley SSonRgBrationy to Ragm &\
the learnershelped the latter remember the words they were FRKHUHQW D 28164 I kv iday attention to the
taught. Muramoto [16] considered the role of gestures in  way this orchestration is condwuet, we can noticéhat it
providing error correction so as tt RQWULEXWH W Rakesv Xa@ed® Vioxhfs and has implicationfer the
successfuelf-correction. Heanalyzed the gestures ihfree interactioral process.

instructors in a university Japanese second language These are the issues this papeposes to tackle. fets out
classroom andlistinguished two sts of gestres in class: to provide an empirically grounded account of both how and
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in what circumstanceteachers conduct this orchestration,
andwhat theinteractonalissues are

I will first present the methodology of this research. Then, |
will examine the resulté two separate but complementary
sections: | will explore the notion ofwo-handedness
understood as the production of twwanded independent
gestures and thatof co-enunciative ubiquitywhich refers
hereto the teachef Yonverbal abilityto be theco-utterer
with at least twastudentsimultaneously

2. Methodology

2.1Participants

My research is based on the analysis of hative French
secondary school teachefsom the South of France
(Toulouse and Montpellier)They both teach Frencho
native learners(FL1) and Frenchto nornative students
(FL2). The initial idea was to analyze how these teachers
dealt with school norms .é, linguistic and interactional
norms) according to the contexts and studtreyg taught

The Toulouse W H D F RrinidH] ¥tudents weraged 14
whereas the MdpH O O L H Us Weété DLE. BoiHJ Ifad 28

3. Results

It is possible to distinguish two aspect§ nonverbal
orchestration two-handedness and -@munciative ubiquity
Both will be studiedn the following lines

3.1 Two-handednessone mode yet two functions

Two-handednessvill not be understoodhereas the use of
the two hands to produ@esinglegestureserving oneof the
three previously mentioneftinctiors [38]. Rather, a each
hand may generate gestures occurring within separate
gesture unitsthe two handamay produce two different
dimensionsto serve two independent and complementary
functions.

In the first example the class is talking about the 2012
JUHQFK HOHFWLRQV IRU SUHVLGHQF\
come up during the discussion andn-native students are
trying to define the wordThis episodeillustrates howin
less than 4 secondsvo-handednessan be used to assess
VWXGHQW YV ahdaNudadte thel Qew tuR)another
student

students per clasen average As for their nomrnative CorpusM-FL2
students, the classes theyteach gather students from 1 | T debate +++ what doehkis word meanC
different origins and age$n Toulouse, the class consisted 2 | Nolan , GRQIW NQRZ
of 12 different nationities. The average agef the non 3 | T \RX GRQYW NQRZ
native studentsvas 125 while 0 R Q W S HRRZxlaskWdsV .
composed ofion nativesaged 13 or savho camefrom 4 4 | Antonio | | know
different countries S |T youknowGC RN ZHfUH OLVWHQ
6 | Antonio | like uhm::
2.2The corpora and the coding 7 | Nolan | two persons
To carry out this study the dateere gathered empirically 8 | Antonio | thethe persons speak
(1291, [30], [31]) by filming eachteacher in action ihertwo 9 | T persmsspeakC
classes. | recorded some 20 hours of classroom interactions 10 | Nolan | some++ somesome
among which 6h30 wertilly transcribed and coded using 11| T AR X flhbist therggjood \R XTYH JRW
Ew}l Eiszo]l'th transcribing of th hof the teachers and = | o2" | Laamesome
included the transcribing of the speech of the teachers an ; ; ;
the students on separate%iehf ann%tating oWKH WHDFK HjJ \?ﬁtonlo mgmmngm.onethmgx
. . ; - 1 but more precisely go aheadto Nolan) C
gesture dimensionsand the annotating of thhemimics. |
designedny typology of gesture and mimic dimensions and ~ 1° | Nolan | when ++ two ++ personsspeak about a
functions based on various work83], [34], [35]). topic
As far as gestures were concernédinnotatedemblems 16| T exactly++ exactlytwo personsalking about
deictics, metaphorics, beats, and iconigs for the facial the SAME topic
mimics,| codedthe following dimensions: orientation of the
gaze, frown raise eyebrows, smile, nod, ti€ombinations
of two or threeof thesefacial movement dimensions were
possible.FollowL QJ 7HOOLHUS3$Y, IVWasKHeeR J\
three main teaching gestures functions: informing, managing
and assessing. | adapted thedter considering that it also
concerned assessing the way students tib@k floor in
compliance or not with schoalles[36].
2.3 The analysis tools
I mostly draw my analysis tools from thalk-in-interaction
framework espousedby KerbratOrecchioni [37]. The
author emphasizes on tmeedto analyze interactienby
merging theoretical tools proposed byliscourse and
converstonal analysis, which implies calling upon
*RINPDQYV LOQWHUDFWLRQDO DSSURDFK HWKQRJUDSKN\ R

communication and languageet theory This stancemay
seem tocombineincompatible theoriege.g. language act
theory and conversational analykisyet according to the
author only the combination of these approaches will
facilitate a thorough understanding of thembodied
(inter)actionsThis approach generated the following results.

Figurel: Two-handedness in Rcontextturns 1215.

7KH
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Framesa to d illustrate the teaber producing an emblem
with her right hand to assess the intervamtof Antonio
(turn 13) who isinterruptedin turn 10by Nolanat whom
the teacheneverthelespoints her left hand to give the floor
(framese-g). Interestingly, the teachéeepsher right hand
oriented toward#\ntonio as if not to break the interaction
initiated with him. This enables hdpoth to build an
interpersonal relationship withhe two studentsand to
accomplish shared undganding She then retracts her right
hand tomime the verbal explanation given hbyolan to
whom she finally paysfull attention as illustrated by the
orientation of hehead gaze body and handdramesi-j).

The second example is extracted from Erench to native
instructional context As the teacher is explaimy the
functioning of endof-term school reports a student
(Loubna) interrupts her.

Corpus MFL1

1| Youssef | Hum::: are we not handed over tead
of-termschool reporafterthe second terrr
W H D FodrifieteYce

2| T No ++ during the meeting th&eachers
give their opinion+ we talk about the
studenfand then//

3 | Loubna | there are thelassreps too

4| T we give

5 | Serge there only is XX

6T Hush, will you please not interven@o
Loubng ++++ and the hda teacher, in
other words mewrites down this + the
decision+ ok

Figure2: Two-handedness in FLcontext turns 26.

Framea showsthe teacheproducing an iconic gestuthat
was meant to accompaniier verbal explanatiomow
postponednturn 6 3ZULWH GRZQ’
verbo-gestural explanation by Loubna, which accounts for
the emblensheproduces with both hands to ask thedstut

to stop speaking (framekbto g). This pragmatic function is
emphasized by théixed gaze illustrated in frame She
holds her left arm extended to literally keep the student at
bay while she resumes her vergakstural explanation
where she hadpreviously left it. The twohandedness
complementary functionareobvious in frame$ andk: her

about the functioning of endf-term school reportgnd her
left arm prevents Loubna from speadi

An interview | had with this teacheopensan enhanced
window ontothis gestural actianShe explained how useful
this two-handedness waboth on a pedagogical level to
organizesimultaneousnteractionsand on a more personal
psychological perspectivesince it helped herelieve her
voice and the inner turmoil she felt.

3.2 Shift of attention and c-enunciative' ubiquity

Nonverbalorchestration is made even more evident when
W HDF KHU 4% abaiy?éd i@ \tombined approach of
deictic gestures and gazén this paragraph Wwill examine
how the interplay ofthese mediaenables the teacher to
3SPXOWLSO o #&to e thedeenunciator of several
students almost simultaneoushhis ability, which| termed
co-enunciative ubiquity39], is illustrated in the following
exampls. They will enable me talemonstrate thatdsides

the interpersonal relationship it helps to buildis ability
has arimpactonthe interaction level.

This first extractof class interactionfollows an excursion
the FL2 class hado the theatreghe previous week. The
teacher is not pleased with the behavior her students had
and shevantsthemto reflect over thie attitude.

CorpusT-FL2
1| 7T the problemalready happened in class
2 | Omar | | know, Miss
3(T yes
4 | Ericka | notquarrel
5 | Maria | no right to[use the cellphofe
6 | Omar | XXX

Figure3: Co-enunciative ubiquity in FL2ontext turns 26.

Three students speak out almost simultaneoulye

L Q VW U MitalVv gakky &ientation (frame) informs us
aboutthe attentionshe paysto the utteranceof a student
(Omar) seated at the back of the clags.the same time
(ULFNDYV RYHUOD 88 teqrhiestiontn®r gageN H V
towards hestudentand produe a deictic gesture to indicate
the interest she gives to hielea (framesb andc). This is
confirmed by thesupemrmposel beat gesturéframesc and
d). Finally, & sheretractsher pointing gesture, she briefly
looks at Mariawho isacknowledgedis a ceparticipant of
the interaction (frame d). This description aims to

) How $hv WAL frer 'c&) H the intrinztyfocal and

polylogal dimensions of class interactions.

Thefollowing exampletakenfrom the FL1 clasenables us

WR SXUVXH WKH GHPRQVWe&hDndidiirQ RI
ubiquity and its implications. Herehe teacher is working

on a short story about totalitariism.

1 7KH QRWHRXQGFRDWLYH’

right hand produces an iconic gesture to inform the students work of both participants of the interactiof0[44].

URJUHVVLYHO\ XQUROO WKHarOWLPRGDO
skH LV LRty il

WKH

LQVLVWY RQ WKH
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First, s1e asksher studentso describehe imagethey have
of the charactersn the story Shethenovertly allocates the
turn toone specific studentis confirmed by these of the
VWXGHQWYV @iénkatibndiher gazidreimea). An
overlapping interventiorcoming from the left side of the
class draws her attention anchakes hetbriefly shift her
headand eye orientationowards another student, Albert
(framesb andc).

Corpus FFL1

1| E so why do you thinkhe characteis about
fifty years oldto Pierre) C

2 | Albert | [KHYV WKH DidthéJdrdadd P D Q

3 | Pierre |no+ , GRQITW abQuRfAty or sixty |
G R Qdye a clue

4 | E XX ++ yes Alberi a little louder

5 | Albert | KHTV WKH DYHUDJH PDQ L

6 | E right KHYV WKH DYHUDJH F

Figure4: Shift of attention and eenunciative ubiquity in
FL1 context

While consideringthe frames,tiis importantto remember
W K Bbonbné woulddispute the close connection between
movements of our eyes and shif®l
matter how restricted it may b@osnef42:26] suldivided
attention into three separabat interrelatedunctiors 3 D
orienting to sensory events; (b) detecting signals for focal
(conscious)processing, and (c) maintaining a vigilant or
alert sW D WhH first one is of somparticular interest for
our understanding of the interaction under studyleed
LamargueHamel[43:10] explains that orienting to sensory
events is implied in the selection and focalization of relevant
piecesof information in a given taskConsequently, it is
possible togive W KH W HdoFéhtatibfi @f her gaze and
head an intentional purposbat serves her pedagogical
interest It also illustrates the ability to divide her auditory
attention: she seems to beonstantly filtering external
stimuli according to their relevance for the current
interaction. Additionally, framesd, e and f illustrate the
almost simultaneous combined gesture/gaze disjuncdien.
her gaze comes back to focusing Brerre she starts a
pointing gesture with her right hand indicating Albattthe
back of the class The beat she produces on her deictic
gesture (framee) informs us about the relevance diis
intervention.

The first analysis we can maketfsat this action exemplifies
the L Q VW U xbiity/ B LpfW attention toat least)two
students at the same timadditionally, the two channels

DW WMIBWhoR Q

DVVHVVHV $0E HsedNd axalysiseahe§ the

instructioral technique the teacherses It corroborates the

divided attention we mentionedince he co-enunciative

ubiquity she perform#ielpsherselect the utterance thiagst

fits her lesson plaring. Note that he handyesture may also

serve as away t6SUR Y L GHHF MEBKLHH QW YV ZL-WK D plRU
undersandingfli.e., an anticipationof what will come next

[44:22€. In other words, itanticipats the following

exchange with Albert;and the other students are thus
informedabout the next locus of interest.

This nonverbal action also has consequences on the
interactional level. Indeedesearclon interactiorhas often

recognized the use of gaae a mean® indicate the ratified

interlocutor [45], [46], [47]). It is here confirmed by the

W H D Fisel offive naméierreto overtly designate her

privileged interlocutor. Yet,the combined analysis of the
JHVWXUH JD]JH GLVMXQFWLRQ DQG WKH WHI
what is really at stake in the extract. An interpretaticat th

can be hypothesized is that thisand gesture/gazaction

entailsa communicationalW U R45:82], i.e,, theinversion

of WKH KLHUDUFK\ RI WKH LQWHUORFXWRUV
its interest, the teacher hardly paying attention to the end of

his sentencéturn 4) Right from the beginningédr attention

LV SRODUL]HG E\ $OEHUWTV LQWHUYHQWL
compliance with what she wanted her students to understand

and keep in mind

4. Conclusion

To summarize, in this paper | have focusechow teachers
resorted to multimodal resourcés cope with polyfocal
classoominteractions which requirerganiang turntaking
informing, and asse#sy severalktudents simultaneously

| first explored the production divo-handed independent
gestures The results show that they sendistinctive yet
complementaryteachingfunctions assessverbal proposal
and allocate turn or inform and assess unauthorized
intervention By producingtwo independent gesturete
teacher is able both to build an interpersonal relationship
and progress in her lesson pldhe WHDFKHUfVW&#RPPHQ WYV
I collected during an intervievenabled to expand this
analysis They drawour attention to thénportance of twe
handedness on aareintrapersonal and psychologidat/el.
Secondly, | have examinetthe nonverbalorchestration a
step further by investigatintdpe production of hand gestures
in collaboration with gaze orientatiohhave paid attention

to what | termed ceenunciative ubiquity, i.e, the
multimodal ability to manage polyfocal and polylogal class
interactions.The interplay of gaze and deictic gestures also
VHUYHG WKH WHDFKHUTV LQWHQWLRQ WR K
next focus of attention. Additionallyeference taattention
theory enabled me to show how this abiltyestedhe fact
thatthe teacher selezd the intervention that best suited her
pedagogical purpose This was confirmed by the
interactional consequence of this multimodal action, namely
areversal inthe hierarchy of the addressetiich follows a
teaching goal:showing interest tothe most appropriate
answer

Interestingly, the resultalso show that the instructional
context has no impact ohow the teacher handles this
nonverbal orchestration. Two-handedness and <o
enunciative ubiquitycomposeeach instructor \Reaching
style” ([48], [36]). This term refers to the fact that while
someteachingactionsmay be adapédto thespecificity of a

have two separate functions: her gaze has a managing given contextothersmay berecurrenfrom one pedagogical

function (attributing the turn) while her pointing gesture

context to anotheboth in the form they take and in their
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pedagogical intentTheseunvaried actions compose the  [16]
Yeaching stylé of some teaco#rs In this perspectivegndas

far asour teachers are concernet matter the instructional
context(FL1 or FL2) there is nodifferenceneitherin the

way they conduct this @hestrationnor in the motivations
behind it | believe these examples of orchestratama not
specific to the language teaching classes and may be
observed also in other instructional contexts.

Finally, this studycorroborates the nedd analyze teaching
gestures in naturaéachingcontexs. It enableshe opering

(17]

(18]

of an enhanced window ontthe complexity of WHDFKHU Ygﬂ
nonverbal actions (19]
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Abstract

The annotation of recordings is related to many Linguistics sub-
elds as Phonetics, Prosody, Gestures or Discourse... Corpora
are annotated with detailed information at various linguistic lev-
els thanks to annotation software. As large multimodal corpora
become prevalent, new annotation and analysis requirements
are emerging. This paper addresses the problem of exploring
annotations in order to extract multimodal data in the linguis-
tic eld ranging from general linguistic to domain speci c in-
formation. The answer choose to ful ll this purpose is a user-
oriented approach: the data can be extracted without any spe-
ci ¢ knowledge or skill. The paper exposes two ways to Iter
the annotations by a predicative approach: 1/ single lters, i.e.
search in one tier depending of the data content, by the extrac-
tion of the time values and the duration; 2/ relation lters, i.e.
search on annotations of a tier in time-relation with annotations
of another one. This system is distributed in SPPAS software,
under the terms of a public license.

Index Terms: software, multi-levels annotations, ltering

1. Introduction

When people communicate: gestures, postural shifts, facial ex-
pression, backchannel continuers such as “mm-hmm”, spoken
turns and many more, all together work in concert to bring about
mutual understanding. Annotating recordings of people com-
municating may therefore involve many Linguistics sub elds

such as Phonetics, Prosody, Gestures or Discourse... As a con-

and behavior much more complex than analysis based solely
on text corpora and an audio signal” [8]. Thus, nowadays one
of the biggest barriers with which the linguists must cope, is not
the storage of data, nor its annotation, but raitseexploration

In addition to annotation, some tools provide statistical analy-
sis capabilities. A minimum capability required is to search for
annotated entities and their relationships [8]. Generally, differ-
ent annotation tools are designed and used to annotate the audio
and video contents of a corpus that can later be merged in query
systems or databases [9]. With the help of multimodal corpora
searches, the investigation of the temporal alignment (synchro-
nized co-occurrence, overlap or consecutivity) of gesture and
speech has become possible [9]. "Obviously, the raisétrel'

of annotation in general is to allow linguists to retrieve all and
only all instances of a particular phenomenon” [10].

The question of multi-levels ltering for linguistic anno-
tated resources covers different aspects. It rstly requires a
representation framework making it possible to compare, and
eventually merge, different annotation schemes from different
annotation tools. The basic structures of speech/video annotated
data are “tiers” or “tracks” of annotations. Thus, speech/video
annotation tools rely on this formalism because Trer repre-
sentation is appropriate to any multimodal annotated data given
its genericity and exibility and that it simply maps the anno-
tations on the timeline. In the context of such toolFjer is a
series ofAnnotationinstances, each one de ned by a temporal
localization (an interval or a point) and a label. Obviously, due
to the diversity of linguistic phenomena, annotation tools lead

sequence, the last ten years or so have witnessed a real increaseto a variety of models, theories and formalisms. This diversity

of linguistic annotated data. Whereas few years ago it was com-
mon to formulate linguistic models on the basis of rather lim-
ited data, today it is becoming more and more expected for lin-
guists to take into account large quantities of empirical data,
often including several hours of recordings. As a consequence,
a number of software for the manual annotation of audio and/or
video recordings have become available, suchrasl [1], Elan
[2], Praat[3], Transcriber[4] or Exmaralda[5], to name just
some of the most popular tools, all of which are both free and
multi-platform. Furthermore, linguists need tools for the auto-
matic annotation, including the alignment of the speech record-
ing with a phonetic transcription of the speech, as SPPAS [6].

As large multimodal corpora become prevalent, new anal-
ysis requirements emerge. Multimodal analysis has become a
crucial part of research, teaching and practice for a wide range
of academic and practical disciplines. The dif culties of multi-
modal analysis are visible in most of the works that explore this
eld. Multimodal annotation requires the possibility to encode
many different information types, from different domains, with
different levels of granularity [7].

"Corpora that include time-based data, such as video and
marking gestures, make annotation and analysis of language

results in heterogeneous description formats, each tool devel-
oping its own framework. Then, even if some are compatible,
none of the annotation tools are directly interoperable, each one
using a native format, some of them on top of XML, some oth-
ers developing aad hocmarkup language. The heterogeneity
of such annotations has been recognized as a key problem lim-
iting the interoperability and re-usability of Natural Language
Processing tools and linguistic data collections.

This paper focuses on the problensefirching and retriev-
ing data from multi-levels annotated corporafter a review of
the main tools allowing to built queries in a multimodal anno-
tated corpus, this paper presents the speci cations of a software
development according to eight criteria it must respect. The
system proposed in this paper is a component named DataFilter
in SPPAS software [6], described in Section 3. The method to
search and retrieve data is based on a predicative approach al-
lowing the de nition of 2 types of lters: 1/ single lters, i.e.
search in one tier depending of the data content, by the extrac-
tion of the time values or the duration (Section 4); 2/ relation
Iters, i.e. search on annotations of a tier in time-relation with
annotations of another one (Section 5). Finally, Section 6 shows
with a concrete study the bene t of the proposed software.



32

Nantes, 2-4 September 2015

2. Background and motivations

A query is a request for a subset of all annotation elements,
given some constraint. A query language (QL) is a program-
ming language allowing to write queries. In the context of
extracting multi-levels annotated data, multi-levels annotations
can quickly become cluttered, so that the user needs query func-
tionality to ef ciently nd relevant information. The following
explores some popular and freely available tools.

Praat allows to paint intervals in green color, labels match-
ing a given pattern with one of the following criteria: is equal
to, is not equal to, contains, does not contain, starts with, does
not start with, ends with, does not end with, matches a regular
expression.

EXAKT (EXMARaLDA Analysis- and Concordance Tool)
is the query and analysis tool for EXMARaLDA corpora, and
can also be used for corpora created with other tools as Tran-
scriber or Elan. Labels of annotations can be search in the cor-
pus using regular expressions. It allows to save query results
(HTML, text) or export them to other applications (e.g. Excel).

Elan proposes an advanced search form. It allows cascading
constraints on the labels of the annotations and/or on relations
between intervals. The relations are: is inside, overlaps, over-
laps only begin time, overlaps only end time, is within...around,
is within...around begin time of, is within...around end time of.
The result is a list of Itered annotations the user can click on
to visualize; it can also be saved as text le.

ANVIL internally maps the user's annotations to a tempo-
rary SQL database that is kept in sync at all times. Constraints
can be formulated in SQL syntax. Labels of annotations can
be queried using regular expressions. ANVIL also implements
seven of the Allen relations [11] to compare intervals: equals,
before, meets, overlaps, starts, nishes and during. In addition,
the user can specify a tolerance limit in seconds. To spare the
user from using long and complex SQL expressions, it imple-
ments a special syntax to ask for annotations from two tiers that
are characterized by a certain temporal relationship.

The ANNIS2 system [12] proposes a query language (QL)
including exact and regular expression matching on words
forms and annotations, together with complex relations between
individual elements, such as all forms of overlapping, contained
or adjacent annotation spans, hierarchical dominance (children,
ancestors, left- or rightmost child etc.) and more. Alternatively
to the QL, data can be accessed using a graphical query builder.
The result can be saved as text le or ARFF le.

To sum-up, the previously mentioned annotation tools offer
the possibility to search or to retrieve annotations given some
constraints. However, none of them ful lls the whole list of the
following speci cations a system should includes:

allowing to import multi-levels annotated data from most
of the existing annotation tools;

providing the ltered result in the form of a new annota-
tion tier;

dealing with interval tiers as well as point tiers;

allowing to export the Iltered tier(s) in most of the exist-
ing annotation tools;

allowing to Iter multiple les at once;

proposing both a scripting language and a Graphical
User Interface (GUI);

being powerful enough to meet the reasonable needs of
end-users;

can be used without requiring any XML-related or QL-
related knowledge or skill;

3. DataFilter in SPPAS

The system proposed in this paper is implemented as a compo-
nent named DataFilter in SPPAS [6], a software for "Automatic
Annotation of Speech” and distributed under the terms of the
GNU Public License. Itis implemented using the programming
language Python. This software ful lls the speci cations listed

in [13]: it is a linguistic tool, free of charge, ready and easy to
use, it runs on any platform and it is easy to install, the mainte-
nance is guaranteed and it is XML-based.

Our proposal is to use the simplest level of representation
, which is independent from the constraints of the coding pro-
cedure and the tools. Requests are based on the common set of
information all tool are currently sharing. Basic operations are
proposed and their combination allows the data to be requested,
even by non-experts. Such a system ful lls the eight speci ca-
tions mentioned in Section 2.

The framework implemented in this software to represent
multi-levels annotated data is particularly suitable in the context
of this paper to compare bounds of intervals or points between
the various tiers: SPPAS solves the problem of the imprecision
of annotations for each domain. Indeed, it allows to represent
a bound as a tupleM; R ), whereM is the midpoint value and
R is aradius value, i.e. the vagueness of the point, as described
in [14]. Consequently, each boundary of the annotations is rep-
resented as an uncertain time value: it makes it possible to ac-
count explicitly for the imprecision of input data. For example,
the radius value can be xed to 40-80ms in case of Gestures
annotations and 5-10ms in case of Phonetics. This representa-
tion allows robust comparisons of multi-levels annotations over
time. SPPAS also allows annotations to contain more than one
label, each one associated with a score: the one with the highest
score is considered as the main label, and the others as alter-
natives. Moreover, labels can be of 3 types: string, number or
Boolean.

Actually, it is also quite easy to read some existing annota-
tion le formats and to instantiate them into the SPPAS frame-
work. Among others, it allows to open and save les fr@maat
[3], Phonedif15], Elan[2]; HTK [16] andSclite[17] and some
subtitles formats. It also allows to import data fraknvil [1]
andTranscriber[4].

The common denominator of most of the le formats con-
sists in the basic building blocks (e.g. labels with start and end
times, or labels and one time point) plus the additional structural
entities (tiers). So, the system proposed in this paper is exploit-
ing only these information: it allows to request all annotations
regardless the input le format or the annotation type.

The exploration method is based on the creation of 2 differ-
ent types of predicates. These latter are then respectively used
in 2 types of lters:

1. single lters (Section 4), i.e. search in a tier depending
on the data content, the time values or the duration of
each annotation;

2. relation lters (Section 5), i.e. search on annotations of
a tier in time-relation with annotations of another one.
4. Filtering annotations of a single tier

The main principle here is to create a predica#s, or a com-
bination of predicates, that will be used as parameters to create
a lter on a tier, namedsingleFilter (predicate;tier ).
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4.1. Filtering on the annotation labels

Pattern selection is an important part to extract data of a corpus
and is obviously an important part of any Itering system, as
shown in Section 2. Thus, if the label of an annotation is a
string, the following predicates are proposed:

exact matchSel(exact = P) is true if the label of an
annotation strictly corresponds to the pattBrm

contains:Sel(contains = P) is true if the label of an
annotation contains the expected pattern

starts with,Sel(startswith = P) is true if the label of
an annotation starts with the expected pattern

ends with,Sel(endswith = P) is true if the label of an
annotation ends with the expected pattern

5.1. Framework: Allen's interval algebra

In 1983 James F. Allen published a paper [11] in which he pro-
posed 13 basic relations between time intervals that are distinct,
exhaustive, and qualitative. They are distinct because no pair of
de nite intervals can be related by more than one of the rela-
tionships; exhaustive because any pair of de nite intervals are
described by one of the relations; qualitative (rather than quan-
titative) because no numeric time spans are considered. These
relations and the operations on them form Allen's interval alge-
bra.

SPPAS extended Allen's work to its framework that can
handle relationships between intervals wittecise as well as
imprecise boundsThis results in a generalization of Allen's 13
interval relations that are also applicable when the bounds of the
intervals are imprecise. Table 1 indicates the Allen's relations
between TimelntervakK = [X ;X*landY =[Y ;Y*],

All these matches can be reversed to represent respectively: not whereX ;X *:Y ;Y* are TimePoint instances, as de ned

exactly match, not contains, not starts with or not ends with.
Moreover, this pattern matching can be case sensitive or not.

For complex search, a selection based on regular expressions is

available for advanced users, @sl(regexp = R), whereR
is the expected regexp. Moreover, in case of numerical labels,
we implemented:Sel(equal = v), Sel(greater = v) and
Sel(lower = v), and in case of BooleanSel(bool = v).
Finally, this pattern matching can be optionally applied either
on the label with the highest score, which is the default, or on all
labels of an annotation (i.e. the better label and its alternatives).

4.2. Filtering on annotations durations or on a time-range

Another important feature for a Itering system is the possibility
to retrieve annotated data of a certain duration, and in a certain
range of time in the timeline. Therefore, the same prediSale

can be used on match duration of an interval, compared to a
valuev, as follow:

lower: Sel(duration _It = v);

lower or equal'Sel(duration _le = v);
greater:Sel(duration _gt = v);
greater or equalSel(duration _ge= v);
equal:Sel(duration _e = v);

Search can also starts and ends at speci ¢ time values in a
tier by usingSel predicate witthegin_geandend._le.

4.3. Multiple selections

A multiple pattern selection as well as duration or time selec-
tions can be expressed with the operatdrtd represent the
logical "or” and the operator "&” to represent the logical "and”,
for example:

Sel(startswith = P;) & Sel(duration _gt = v).

5. Filtering on relations between two tiers

Regarding the searching , linguists are typically interested in
locating patterns on speci c tiers, with the possibility to relate
different annotations a tier to another. The proposed system
offers a powerful way to request/extract data, with the help of
Allen's interval algebra. The main principle here is to create a
predicateRel that will be used as parameter to create a Iter on
atier: RelationFilter (predicate;tier 1;tier 2).

in [14]. This generalization preserves the 3 properties of Allen's
original algebra mentioned above.

X relationY Description

before (X*T <Y )

after X >Y7F)

meets XT=Y)

met by X =Y7)

overlaps X <Y )A"XT>Y )A(XT<YT)
overlappedby (X >Y )~ (X <Y )A(XT>YT)
starts X =Y )"XT<YT)

started by X =Y )AXT>Y")

during X >Y )"(X*<Y™)

contains (X <Y )"X">Y")

nishes X >Y )"(XT=Y")

nished by X <Y )"(XT=Y")

equals X =Y )"XT=Y")

Table 1: Allen's relations between two imprecise intervaly

The proposed framework was also developed to include
time annotations represented by a single TimePoint (mainly
used in the Prosody domain). The relations can be extended to
such time representation, as we propose in Table 2 between two
TimePoint instances. Tables 3 and 4 show relations between a
TimePoint and a Timelnterval. Each table considers all possible
relations (each table forms a complete relation system).

X relationY  Description
before X<Y)
after X>Y)
equal X =Y)

Table 2: Relations between two imprecise poXtandY .

These relations can then be used to search annotations of
any kind in time-aligned tiers. It is particularly favorable in
the context of multimodal annotations, where annotations are
carried out thanks to various annotation tools, each one using
its own representation of time. The proposed framework solves
this problem in a clear, well-suited and well-de ned way.
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X relationY  Description
before X*<Y)
after X <Y)
starts X =Y)
nishes X* =Y)
contains X <Y)A(XT>Y)

Table 3: Relations between an imprecise inte)X/and an im-
precise pointy .

X relationY  Description
before X<y )
after X>Y )
starts X=Y)
nishes X=Y)
during X>Y )"(X<Y ")

Table 4: Relations between an imprecise p&inand an impre-
cise intervalY .

5.2. Filtering with time-relations

For the sake of simplicity, only the 13 relations of the Allen's
algebra are available in the GUI. We withal implemented in
Python the 25 relations proposed by [18] in the INDU model.
This model xes constraints on INtervals with Allen's relations
and on DUration - duration are equals, one is less/greater than
the other.

Moreover, both our experience while using the proposed
system and the user comments and feedback have led us to add
the following options:

1. a maximum delay for the relations "before” and "after”,

2. aminimum delay for the relations "overlaps” and "over-

lapped by”.

Al the above mentioned relations were im-
plemented as predicates. With  this proposal,
a predicate can be for examplepredicate =

Rel(" overlaps") jRel(" overlappedby) to nd witch
syllables stretch across two words, and then by creating the |-
terRelationFilter (predicate; tiersyllables; tiertokens ).

6.

DataFilter of SPPAS has been already used in several studies as
to nd correlations between speech and gestures [19], to nd
which gestures are produced while pausing [20] or to extract
lexical feedback items [21] just to cite some of them.

While using the GUI, the user starts Itering tiers by run-
ning DataFilter and loading les of a corpus. The user selects
the tier of each le that will serve as basis, and click on the ap-
propriate "Filter” button (either Single or Relation). The user
has then to de ne the predicates and to apply such lters. The
program will generate new tiers with the matching annotations;
each one is automatically added to its corresponding le.

In order to illustrate possible queries using SPPAS, the fol-
lowing request is processed in this sectiahat speech and
hand gestures the locutor produces right before, during and
right after the interlocutor produces multimodal feedbacks ver-
sus verbal feedbacks only?

lllustrations

We performed this request on 6 les of a corpus created
by and belonging to the Institut Paoli-Calmettes (Marseille,
France). This corpus is an authentic corpus of training sessions
for doctors involved in role plays with an actor playing the role
of a patient. The corpus is annotated on different levels of gran-
ularity. Tiers contain annotations of vocabulary, hand gestures,
gaze, among other. In the context of this article, we will con-
sider only 3 tiers:

1. P - Feedback: feedback produced by the patient

2. M- IPUs: speech produced by the doctor and segmented
into Inter Pausal-Units

3. M- Dimensions: hand gestures produced by the doctor

To perform the illustration request, the rst stage consists
in ltering the "P - Feedback” tier of each le to create an in-
termediate result with a tier containitgad and oral feedback
("P + T") and oral feedbaclonly ("P").

While using the GUI, this predicates are xed as repre-
sented in Figure 1. It allows to enter multiple patterns at the
same time (separated by commas) to mention the system to re-
trieve either one pattern or the other, etc.

Figure 1: Frame to create a Iter on annotation labels. In that
case, labels that are exactly matching "P + T” or "P” strings.

So, here the patterns are "P + T, P”. Finally, the user has to
select the tier name for the result as shown in Figure 2 and must
click either to "Apply all” or "Apply any”. The user has now
one ltered tier by le, each one containing ontyral feedbacks
andoral and head movements feedbacks

To complete the original request, the previous tiers must be
unchecked. The user must now nd annotations of speech and
hand gestures that occur right before, during and right after the
feedbacks previously ltered. To do so, the newly ltered tiers
must in turn be checked and the user must click on the "Rela-
tionFilter” button. Then, he/she selects "M - IPUs” in the "X”
windows, and the ltered tier previously created in the "Y” win-
dow in the list of proposed tiers, as he/she wants to Iter speech.
Finally, the Allen's relations must be selected: see a glimpse
in Figure 3. Regarding the example, quite every relations are
needed. Though, the relations "Before” and "After” must be
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customized. The user needs to extract IPUs before and after the
feedbacks. Customizing the delay allows the user to chose the

of Language and Literature, University of Amsterdam. ,”
http://www.praat.org/, 2011.

exact delay between the feedback utterance and the nearer IPUs [4] Transcriber, “A tool for segmenting, labeling and tran-

the user wants to take into consideration. To complete the Iter-
ing process, it must be clicked on the "Apply Iter” button and
the new resulting tiers are added in the annotation le(s).

In order to answer the question rstly asked, the user must
complete the lter loop once again. He/she must click again
on the "Relation Filter” button and select "M - Dimensions”
in the "X” windows, and the previously ltered tier in the "Y”
window, as the user wants, this time, to Iter hand gestures in
the list of proposed tiers. Then, the relations must be selected
afresh. As the user does not want hand gestures produced out of
the IPUs window, the user must check: Starts, Started by, Fin-
ishes, Finished by, Contains, During, Overlaps, and Overlapped
by. Then, it must be clicked one last time on the "Apply Iter”
button and the new resulting tiers are added in the annotation
le(s). The last resulting tier therefore contains the annotations
of hand gestures produced by the locutor while speaking, right
before, during and right after the interlocutor produceal or
oral and head movemenfisedback.

The user can keep or delete intermediate tiers and click on
the "Save” button. The les are saved in their original le for-
mat and can therefore be opened in the annotation tool used to
create the les in the rst place. They can also be opened by
"Statistics” component proposed in SPPAS.

7. Conclusions

This paper described a system to Iter multi-levels annotations.
It is based on the de nition of predicates that are used to create
lters. These later are applied on tiers of many kind of input
les (TextGrid, eaf, trs, csv...). The search process results in a
new tier, that can re- ltered and so on. A large list of predicates,
applied on a single tier, is available and allows to Iter annota-
tions of various label types (string, number, Boolean). The full
list of binary relations of the INDU model are also available to
Iter the annotations of a tier in relation with the annotations
of another one. Moreover, this request system can be used ei-
ther on precise or unprecise annotations. It is available as a
Python Application Programming Interface, and with a GUI.

Since the proposed system has been developed in a constant ex-

change with users from various Linguistics elds, we expect it
to be especially intuitive.
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Figure 2: Example of the Single lter frame. For the purpose of an exhaustive illustration, 3 predicates are described here 1/ to select
patterns, 2/ to create a Iter on annotation duration and 3/ on a time-range.

Figure 3: Frame to create a lter on time-relations
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8VH RI JHVWXUH V®OIFFR RBRIIADMWLORLD
&KDUORXNMWM/DULRQ@JLHU
$LPDUVHLOOH RQB56H LB LGP $LH@GURYHQFH )UDQFH

charlotte.bouget@gmail.com, marion.tellier@Ipl-aix.fr

GHSHQG WKHRUBG UHRN &WWID\WIRDW KH L U
$EVWUDFW DGGUHVVHHV

Speakers adapheir speech to their interlocutors and when

they talk toanelderly person, they tend to engagelisherspeak 7KH &RPPXQLFDWLRQ 3UHGLFDPHQW RI $
In this paper we explorewith a new approacthow D UHIHUHQFH LQWHVYBBPQRKIRMLRY @O FRPP
caregivers adapt theinse of gesture spade a vocabulary ZLWK D GRZQZKWHWG&L&EBRAWDQ F DIDWILJR® LS| LQ J
explanation task wittolder andyounger adultsPreliminary VSHMADWRIWHQ ISQ RIGINFPHR&QVH WR DJH VW|
resultson onecaregivershow thatshetends to occupya larger \RXQIHAWXOWY SURGXFH DQ LQD®YKXDWH
gesture spacelven speaking ta senior tharwhenaddressing ROGHAXOWY DED/ZAORWFRKXHMFWEH LQDGHT X
a younger partner.Thus caregiverscould spontaneously UHVSRQVH SHUSHWXDWHV WKHOG@HYB\ VW
accommodatetheir discourse and their gesturés help +RZHYHU WZR LPBERQVEBQMNG BNUKHWN PWGW R
interlocutors when #y have difficulties or when caregivers JLUVW ROGHWD @OQWXHOWDNSEBRBRISQLDIWBGXOW
think seniors have difficulties. SURGXFH DQ LQDGHTXDREWHIQDWKRIFP PARSGHIDWIL |

WKHBHFRQGO\ DGXOWV KDYH ERWK SRV
,QGH[ 7THXPN Rl JHVWNKOB HUSABRHBINLY HUWHUHRW\S HX XSIRWH @ILRBVF\FOH FDQ EH DF
VHQLRWWXUDO DFFRPPRGDWLRQ SDWURIQVBIHHFK FDQ EH UHGXFHG
7KERPPXQLFDWLRQ (QKDQFHPHQW RI $JH
> @®DBHY H O RSSHY MERH ZR &KW LR QPRWBHOK H &3
OLPLWDWKUIRQPRGHO IRFXVHV RQ SRVLWL)
1.  OWURGXFWLRQ DJLQJ W SURSRVHV WKDW ZKH@XD@OOWV
DSSURSULDWH FRPPXQLFDWLRQ VWUDWHJ
SRVLWLYH VWHUHRWGSIFfW ®RR $H G QDQRD Q HEHU |
7KH SURSRUWLRW SRR SXIOHD ¥ RYQSR RN F W HIBY WH WIH 6 WH U QRMUEBRNV 0CR6H@ V
WR GRWEOHDFK ELCOGHR@XPEHU RI SHMPIOH[WYHYBKIFOPRIGBROWY FDQ GHYHORS VYV
RU ROGHU ZLOO KDYH TXDGUXBRWG RAYFHRW QK WDRP 8 HUHVLRDRIBO AR DQULDNF MYHHU . R VS
WKHPRXQW R RIHQHRUPHXO DQG SDIUMKRORYGFDOXDOL®) R IL QRVRIQUICCRAR WRFMWH U LV W |
LQFUHDYREGD\WWXGLHV IRFXV RQKHDWHKIWIHRIORPLF FXHV WR DJH SHDQRQDO D¢
W U D IDQMEKIH L U KHIMDAKK ZH IRFXV RXU U MAKHR Q@ WHKMRNQMRW HUD FWLW B U HRMNBIHY - SRVL\
FRPPXQLFDWLRQ EHWZHHQ FDWHXPLHUQ HIQGROEHQFHGEBWIVHIV DERXW FRPPXQL
W K DAV WH JD & BV8RAH L U WHSWEEEIEH Q DG G U H V\DLGXIOWYV DQG QHJDWLYH VWHUHRW\SHV OH
VHQLRU WKH\ VKRXOG DOVR DGDSW WRMMANOKHHVWXUHY HVSHFLDOO\ LQ WHUPV
RI XRHIHVWXUH VSDFH

1.2. (OGHUVSHDN

LL $FFRPPRGDWLRQ WKHRU\ (OGHUVISSHDNSDUWLFXODU VSHHFK VW\Ol!

6RFLDO LQWHWBREWLRQNYHU\GDQGVLWERMMNON GGUHVVLQE RWG HKDDGRD\M Y L]HC
VSHDNHUV DGDSW WKHRQ GUKAIMRKWOY/RIF FWBMHQIGHQJIJUDPPDU NO®R ZHRUF VBXOIBFK\ KL.
YRU H[DPOBGXOWWSRHDNYDEN ZLOO XS$HWHKDJJHUDWHG LIQFWRQEBEWGABVYV XVH F
VSHFLDOL]H® OCHBDR¥N @, V KHSHMANR D UHSHWLWLRQV HQGHDULO@®@ WHUPV DQG WI
IRUHLYQKIH) ZLOWSK¥HDOL]HG VBHHEKXQFDOQHIEBGGLWLRQ WR YHHEDDO! FBWXDHWHQ R
W DO ® SUH\DHEBM FOXGHFXDHW BXODFN RI H\H FRQ\

&RQFHUQLQJ DFERFPRPREGHD\UL BEKIH/ BQM ROOV RU ZLQNLQJ SUR[HPLFV VXFK DV
GLIIHUHQ W KRG HMIWRWXP S WR Y WIBXO WY BEDSRQ RU VWDQGLQJ RYHU D SHUVRQ ZKF
WKHLU GLVFRXUNHS GWILE QD OLQ@MH VB FWLIR QW H[SUHVVLRQV DQG JHVWXUHV VXF
PRGHOV DUH FORVHO\ UHODWHG WR VR/MLDOH VG K B VG WK B KH FKUVQGRE CEHHKD BWHRU F
VSHDNDIBIDVBW WKHLU $HUBMSMLIWRQYH VWERLEFS/ WIKQHL WRXFK VXFK D MVVSHOMD/GL KD W & H
EHKDYKRY FRPPXQLFDWLRQ VWUDWHJIDHP MRIUVSKEONBWAI O KIINEIBHEDO DFFRPPRGD\V

1:RUOG +HDOWK 2UJDQL]DWLRQ

SKWWS ZZZ ZKR LQW DJHLQJ DERXW IDRWV HIEDOUEH SURIHVVLRQDO RU IDPLOLD
SHUVRQ LQ QHHG

220GHU PRAPMSWXDOL]DWLRQV RI ROG DJH LV GHILQHG E\ WKUHH

VSHFLILFFWURQRORJLFDO DJH PHDVXUHQL® KHD UXWIXRP BMKHPSOR\ WKHVH WHU

GDWH RI ELUWK IXQFWLRQDO DJH SHEKRORSHIIND ¥PWDWRQ LDREI WBHIHFX VHER

DJH UHIOHFWYV WKH LPDJH RI SHRSOHRYHUDRFRMBRSBWI LA ZLOO XVH

DG XWR UMRHIWQGLYLGXDOV DJHG EHWZHHQ DQG
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ZKHQ LQWHUDHQYKRWVEHMIQ VWXGLHG WKE&RBEDRSWDKWWMLBRVLWLRQ RI JHVWXUHV LQ

RI FRYHUE D ORIHSWWKWIGHNPBYEINV[SORUHG VL]H RI JENWXKHM VL]H YDULHY @FRURVV FX
VSRQWDQHRXV VLWXDWLRQ@YIURGQHYRMQGD\
WKDMDOLDQ LPPEODDLIWYWXMKHDQ -HZLVK

1.3. *HVWXOFPBPPRGDWLRQ LPPLQL\I\D/@BQ&-IDYLFFKLR DQG .LWD FRPSDUH

(QJOLVK DQW&S HDDNEQEBKIPMD OATHD NH UV

$V IDU DV JHVWXUHV DUH FRQFHUQH X\i;gﬁ%g%%%% WKDQ (QJ

EHWZHHQ JHVWX\WKUBDRGK VISHBIGKDQ SH iD%E? FRQ‘OH(DJGYBWLWQQZN‘-I[GVM\/KDW W

> @7TKXVZKHQ DGXOWV \UR RESBIRREE DW/HH L.
L QW H U ORWKR OB R WEBS WiV WKURY BV WXUH VSDFRR UM SBOMIIENOLYH 6SDQLY

JHVWXUDO DFH/FSHHFDFR\ICHIDJ\M.LERGDHS’W)V\UN—HDF H Wﬁ UEES YS'JV%NUHD%\\/NERQV FDQ DO
WR ZKWWHKHVUKDUH FRPPRQ N @ R BQHIE IH ® OL® UNE GEV W D P
RU QRAVZKHWKSHDNHUV VHH WKHLU LQ EF%%MS'?A@H VBULRHS YBIN QU HWH D |
WKH\ DUMHRQHSKR@H ZKHQ DGGUHVVLQ HQWD}QLWK&{HQWDHMDWHQ
YHUBXPDFKL@H ZKHQ WKBDW DDHRIDD B

QJ D OQDWLYH LQVWHHBY&RAXWRU
QR@EDWLYH SGRUWNDHAHRRYGLQJ WROW K B WU WH3 P U L SKKHHQ D G GQURQDAWQY H

LQ VSDFRH
ORUH VSHFIHCFDIOHA DQ@K BWH PV W X G 1L 1 LDJUDP LV LOWHUHVWLQJ IRU F
JHVWXWRIZX FHG \EH DEMMUHH[SODLQLQJ &'%?ZRUNV IRU VSHDNHURDFEWLQJ

QDWLYH ©Q\GLYRE DHHA | R X Q X WAKKIBWW H D
DGBISWKHLU GLVFRXUVH OHSH QKHQU R
LQW H U G R AX DREIGN M X UH W\ERURHH Q V L R
GXUDWLWRHDREHVRIXUH VS D FHH GH\DXYD
IXWXUH W H BIGMVHRU \K WM H QI6V \ M UPIR' U W K VURRFHBNHUY EDQ S URG X KW X UH
LOOXV WD B WINEENEQ JH U ZKHQWUGMSQ UHDFK LQWR WKH VSDFH LQ IURQW R
WR QB@/LYH OLVVHMKM\G\EKBYYWL Y H K EFRG WEKH. Q) WKHP FORVHU \
L QW H U O RKELXW PIG\D S WD \§ DRG HWW RH I D F L - B SREBOWHU DG 6w
GHFRGLQJ RI VS KYE\ LGRQHUORFXW R S A W Rl WKH S
PD\ HQFRXQWHU GLIILFXOWLHV LQ RU H ‘ g %l 1L o
WHDFKHUV DGDSW WKHLU JHVWXUHV E} ) HR, R
GLIILFX@WKHY RSDUWQEDV MK R'QFD\Y H
RI H[SHULHQFH Rl FRPPX@QRWDWHRQ ZL Q ERG\ FORVH GLVVXQD\?Vi'fJH\F;\';V?_%
l9<H HPSOR\HG

V WKH GLVSOIM RDMHG DMQ R 1W DC

N 'RUH VHYHUDO UHVHDUFKHUV KDYH
D\J/lIJ(F%PF\ARRQmmeLLGWF}«QVLRQDo XVH RI V!
¥ VWDQGLQJ DQG PRYLQJ VSHDNH

6LQFH VHQLRUYV LQWHUORFXWRUV

FRPSUHKHQVLRQ SUREOHPV GXH WR |_
UHDFWLARMHRGEDFN IRU LQVWDQ_R/HWFRX F UH WKH JHS
ILQG RXW ZKHWKHU WKH VDPH JHVWXHP ﬁmeﬁIKH PRV

FDUHJLYHUV DGGUHVYV ROGHBXSI)]UW)QU@L#\{:D

PLG®QHEXOWYV KSHD 8 WD IH @

,Q VSLWH RI WKHVH FKDQJHV WKH PDLC
OWKLV SB—SI—HIELFS(H/FLIRIQMWHJFR-IIVWXU URFHVV LV WKDW LWLRFRVHVKRIQJI MAKW XU

VSDEKLFK KDV EHHQ KDUGO\ DBGWKY DR | 'QQL@HLW}F%W WKH VWURNH RU WKH Pl

N®'LOQWR DFFRXQW WKH RFF.
DFFRPPRGDWLRQ

D VPDOO JHVWXUH SURGXFHG DW NQHH OH

OF1HEO@ HYH@REHNOV XCHDIIDPHUH i @WK FRGHG W KHWADHPRH ISBIULSKH.

QU EEXSDWLRQ RI JHVWXUH VSDFH

JHVW)SIDEN GLIIHUHQW GHSHPBQQURRY WKH
JHVWXBRQLFV DUH FREMGWHUWRDA oy v UHVADKEWOBE DQ YRWBMR R Q
PHWDSKRULFMMWKHQWEIRHEH L FMW IWHMQ G £ p'aqni - X HHV WX U HH VS BI GWER VW KR WK H

LQWRHULSKRG\EGHD WRW KBWWE DFH FRUSHW FGEHEGWR QG RXW FAKHWEKMHUY DGD
WKHLU JHVWXUHV ARMQ IBENEOBMY RIOGIH D
DGXOW I JHVWXUH DQ ® W SR-DRK HIZU B\ RO & H
> @GWKBRQHQ FDUHJLYHUV DGDSWKWXGGU Gl
D O @ BRIV HI R ¥V WXL @WK H\ WHQG WR DUWLF
DQG VSHDN MDRMGHMSHBMILQHG WKH\ VKR>
PDNH WKHLU JHVWXUHV PRUH YLVLEOH WR
XVLQJ D ODUJHU VSDFH

2. OHWKRGRORJ\

2.1 &RUSXV

7R FROGOMMNBE XWARQWUROOHG PHWKRG
YLIXUMHVWXUHSV SD @H DSSURRERK FRQVLVWHRG RO FRIOMDM FURR &L |
SDUWLEKSDQMFHVDIRE WEWHW UZHFWH RVGIWV IV & G

7KLV DFFRPPRGDWLRQ LV QDPHG )RUHLILBMPUWRINFDOWKH PHDQLQJ XQLW RI JHVWXUFL
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XQGWHWHDPH FRQGRWSRQUMG WR FRQWUR®OH G W DMWNMN PDS S URDFH® FH HIMO®
SDUWLRDSIFRHWWDLQSURGERFURD SSURBER JY IR QYL GHRJ WKD\WS KRIWRIDSKLF HGL
K DR/D Q H B H ILG\A\O X\GUHQ DERRRWRURGXFWLR@IWZDUH 3 KRRV RUAIDAN DB QISPZ BYX GHi R
LGBLIIHUHQW FRRGDWURDBDOE®EWHO\ DHGLWLQJ VRIWZD YHG HRQGH WWRRD VGG V

TXDOLWD®@LYHO\ GUDZW@RKH YTLIGNHRKHPHVW EH WKRWBGRXJKO\ ¢
DQ®U WKDGWEKH XDWHWBD HeO0@ KH ILUVW
211 3SDUWLFLSDQWYV VTXDUH LV SODFHGWK®5 WIKNMHBEH QWH U RFR G

7KHUH DUH WKUHH W\SHV RI SDUWLI—SO ¥ Bg‘/ IW/W§VE)DL$M§C TJNHKVLVS)C(;L
Q

FDUHJIWKMHWDLQ SDUWLFLSEKQWUW KAH WRXQ FROQHV @ +RZHYHU IRU

L QG H S HINEGHRR X Q DIEXAIVRY H FKDUDFWH%*U HPRFK LW LVWHRSRIMVAIOWMER NHH:

WHUPV RI'DJH DUH SUHVHQWHG LQ 7DEOR G \WKH GLDJUDP L\ A HWORIORGRBW LG |
(/1$11RU DQQRMHDWREBDRQJ RI JHVWXUH VSDFt

7DEOHWHDQ DJH DQG PHDQ OHQYHO RIWHKDEDHW PREVMOAVHG R Q WRKR®HLB YW X UH
\HDUWYWDQGDUQ@. @ BDIULIHMMPMRK HVLY RFFXSDWLRQ RI JHVAVRXOHN MOPDARQEYV DUH
FURWYEN HDFK JHVWXUH IURP LWV EHJLQQL

&DUHJL] $GXOV 6HQLR ,JIDJHVWXUH LV SURGXFHG ZLWKVRBH KDC
$JIH VDPH |RER QYR QK[DPSOH

/HYHO
HGXFD

212 '"HVLJQ

,Q WKLV VWXG\ ZH RFFR®OX¥B® HEG WHIOH SR W Q G
6WDP@ LQ*MAKMXUH D QTD GRDXGH Ut W7
FRQVRIMWM[LFDO H[SORIQDWHREKWDW N
QDPHVUEVWHGMHFWLYHV BRWK \UBR HREM UHWH
DQG REWWUDFW FRQFHSW DR b JKDRWRWHJIR U\
UDQGRROVZ WK HIRRERY \DXFF H VN LSYGIDL Q
WKH ZRUGV WR YRR WTBHLE Q W HKW@R F X WR U V
WRXHVV WKH ZRUGYV

7KH RUGHU R 8 OFDRXEMNORQ YRKGW
FDUHJILYUHABV\CDR @ H 2R REXNQ DBXOW DQG WKUHH
FDUHJLYHDW HQUBRAK WS WL UBRIHSD Q@ LQIRUPHG
FRQV}QJW}«SH)UWLEH{H—DQQM/WDUD\GHWKHH\XV 0 H OH I W VB DSDGES KEREXMERW 7K H
LQVWUXRWIKRIGWDKEIH RQO\ RQH FRQ dﬁ\% PEMHFRRQW\ K RIELHY FURVV H G
FDUHJZWMBIVQRWH WDRD\ ZRUGV IURP WK L HQ?@ G X FAMVRA EID WELHP D LO LO WK
IDPLO\ ROHXGBIQYHUED RQ@EGEHD ®\R

H[SODLQ VDPH JRQH
JIDJHVWXUH LV SURGXWHK® VEZ LANRRIRWHK K D C
22 &RGLQJ MEKHP VHYHUDOZHRBERMAMWQ XPEHU RI JRQHV LQFO X!

RQH IURP ZKHUH WKIHDPHBOMXUH VWDUWYV
'DWID¥RGHG DQG DQDROWHEG UH/ IFQDOHG (/$1
> @H WUDQWHUSHHEBEXORMAXWRUYV VHIPHQWHG
JHVWXUHV DQQWRSDEFW H GH YRRIIIRAG SHKGOMHHAWY
DQIHVWXUH GHSWK

2.2.1. $Q QR WRIWIHR/QW X UH V

7KH@H VHHBHMAK FRYHUEDO GEVWXUH SURGXFH
FDUHJLYHUV *HVWXUHV EHUHY \ZKSHRVIMHR@®HDYH WKHLU
DQG HIQM@KHHWXUQ WR WRH ZKNQ \§RMLOH[RQ

JHVWXUH LV LQLWLDWHG

222. $QQRWDWLRQ RI JHVWXUH VSDFH

7KH JRDDVRUHVKIDUFK WWRHVR DIQIDHOAYHX U H
VSDEHSHQGLQJ RQ WKRH ULHDNFK UWRE WRIRWD O

QROMRPBKHWHMHYWXUH IGE XSW RYBREHF AW X U DPSORKHHIK(D QG QRR HARNKHL JKW KDQG OHDY
VSDFH LV RFFXSLHG E\ JHWWKVWHKHVZBR® FRL%P@RE{HJRVN:SJR‘Q\J]RQHYQ WKLV H[DPSO
GR QRW |IRKEKYWRMKIUKHR F D WKIRGZ BEOXDAWU JH WKy v W X U H FAQKGS/MH DHNHHRVKIOM\G KL Q 2W K AKD L U

DURKKXW KRR URQHYV FURNFKHIGVF HIQQ®HRQUN H W\SLFDO SKHQRPHQRQ ZKHQ WKHUH T

\D
SHULSKHU\ D@6 UH[SKWRH ODUJHU RFFXGDW kil MR VWXWATIROW K H BRIQV \E RGN L
JHVWXUH VSDFH QXPEHU RI JRQHV FURVVHG GXULQJ UHWUD
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3. SHVXOWYV
, IDIHW X USIURG X FH G Z L VILKB WIZ IR)RHONG
ZHDGG XS WKH QXPEHU RI JRQHV FURVWHG E\ QW@WDWFQQX§J_@HHPHQW
WKHVDUWLQU BR@HK KDQGV DUHDNQWWHKH VDPH JRQ
EHJLQQLQJ RI WKH JHVWXUH WKLV ]RQ.H VIDMURRWD V¥R ¥ QI BREMERGAM G RXW ZKHW
(IDPSOH VHYHUD @ POWQ\RBWH DPH LGHRAIHEMLRWQ RI FRGL

DQG W KXW XEINSK W LD VWH V VKK IROSEHLLO W \
WZR H[SHUWV DQ® (ROMEWEXYH VL]H (DI
DQQRWDG®FRRQW KRZ PDQ\ ZHVRNIRWW HRBQH V
IRMDFK JHWKXHUVIDIPGRO W KH FRUSXV ZLWK W
JXLGHOKRMWERWIILFLHQW EDVHG RQ WKH W
ZDV  7KNVFRUDFVIXEVWDQW LDIDF PRUBHEHB QV
WPQGLYV .RFMHDUH VDWLVILHG ZLWK WKL\
WKHOXH RILRQQRWDWHH DQG WKLV DIIHFW
RIWKIBSSD YBHDXRPSDUKRHDQ RIKWKH W
DQQRWDWRUV ZLWRXIGE $ARISLIQGILFDQW G
EHWZHHQ WKHP >) S!@ 7KW IIHUHQFH
EHWZHHQ DQQRWDXWRWOR LV SUHVHQW

3.2. SHVXOWYV

7KH UHVXOWYV PXVW EH FRQVLGHUHG DV
([CPSOH/KKIIW KDQG PRYHV \VOOQW KMIKXWVRQ®DK HF RGIFWUQ RQH SDLU RI VSHDNHUV 5H
KDQG GUDXKV,PRWERWGVWRUPYDPHWKKNWXIUMK WKH DQDO\VLYVY RI WKH RWKHU G\DGV
ILURWAHY FRXQWHG RQO\ RQFH JHVWXUH MTRQEHILQ WKWK HIDWIOYHLPSRUWDQW WF
GLIITHUHQFH LQ WHUPV RI GXUDWLRQ RI
2Q WRS RI WKH QXPEHU RIKUMMMPHWVRQABLWGKHG AMWMH WDVN LV HDVLHU ZLWK |
FKDUDFWMWRKIWVWREYQJ RI WKH RFFXSDWRRQA RIWHVWXRDEGEWERQ WKH WDVN ZDV
7KHLUVWRLNVQ GIL B B WW XSUWHR\G PG LRU U RQW HRUOREWWRE@ FRQG
EHKIMIGH VSHDWHHUWHKH YKHWKBHUPV DUH
PRYLIQY |UR @ W DHQBEOH PV PIRYHEHK WxaH  3.2.1. 9HUEDO FKDUDFWHULVWLFV Rl HOC

ERGAKLVV DQ LP SR UMNEBXW W GHWN FAIL\E H

SUHF DWH®R VIWVY KR ® DIWVHUDO JHVWXUH Q H\')’v k&?/JWY UEDOXV'\D/;EF\{/PPRGZ%V&'(‘;F\{/QSI

OHIW D[LV RXWQXPEHU VDJEWRND ®[0M Q %\)ng&&\f

> @ MU U P L Q XRAKHD JAHGWY O WV K H
7KH VHFRIUD FIREXVWDIBOH G erRam s o o "\ B IR0 Rl fa g e o s

ZKHWKHKY VWU B UR G X FRAGH ZK IMKR B R W K

KDQGV >%+ @EHFDXVHWDD\NHFLQW[RCVD}FPFFR%%\%VMUI}I VORZO\ ZLWK WKH ROGHU LQ\

FURVVHGIHRWQWHYUHY ZLWK ERWK KDQGV X§I§)§3%%VSVKL§%V&§¢%Q/§\Q§%WVHuEDlGRFXV

ZLWK RQH KDQG
V W,U D VRIJ HHS@®BR/QPH ZRUG LQ ERW&K FRQGL
7KH WHKKIGD FWHDOVIMIYANKUH S&DEH YV, NLQWFEWSHEBBRUH L0OXVWUDWLY

\RU
Q RVMI J P H Q W LIBI K DWKHM WORWL @ M/ R DEHQXQB&GGUHVVLQJ WRD @G GRIU S BROGHUW XD O L]H
JHVWXUHV LQASRGEBEDBMWUDFWREQ 50 oS DO DB XD IR DL O 1
SUHSDUDWMRLD FW L E B F BXS H JHVWXUHVS%HJ\M}%WUR%&@?SOH

SKDDHW ODUJHU WRK@WLRMRL® WRNH 'LWWKKH \REQXB@MNORHVW XQ YHUEH GX

SUHPLHU JHMRXXSHXDQG WoF IODNVOMMK DV XQH
WX YHX[ PROWHXYXVORMAHEBH PRQWHLU
2.3. S5HVHDUFK TX@E WLEBRWKHVLV L WKKROGHU DGXDWG WX GRLV UDPDYV
,Q WKLV VWXG\ ZH K\SRWKHVLMKW K D V¥ HIHMQADKW SAUHT @ RMBWEINH WX GLV TXR
ROGHU L QWH gEORPXMWRUN KWKWDH) DGGUHVVHG WR
\RXQJHU DGXOWDD&MBMI WKIHIMJ XVH RI JHRWHBWHRABDHILEMY VWYV KRHIUODKIXNDA H U
WR ROGHW G RUWERBKHHOSQWKIHNK WD QG V SHHFXRERYRDQ J X D JH \RXVWQ KDHBMKOVR D RSO
PDNLQJ WKHLU JHVWMUMYVRRK\W R'W Y HEQPIKD MXRDW ZLWK WKH ROBHU DGXOW ([DPS
FDUHJLYHUV ZLOO SURGXFH PRUH JHVW XU HMVYKK W KRE @ XQUBIRANO AKHRQWUDLUH G
DGGUHVVLQJ ROGHU SDUWQHUV WR RFFXGRF 8 B BMU EREIN W MFRVQ WRU gM VW X UH
VSDFH DQG WR PDNH WKHLHDDNRWHIUHGL PR U HWHRHO 606 @FFHXVOWF R P FHMQWAXHXIK
WKDW WKEHBRUHAHLOBVWXUHY SURGXFHG LYRUWYWKH@W HRSFHXKMHDOOHU HXK WUqV WUQ\
FDUHJLYHU ZKHQ DGGUHWVRBEG & X\FRH WEBFRIOGHU DGXO
EHWZHHQ WKHP > @

7 VR LW VD YHUE RXKNKEKIHQMVWRXIKBYWJHRX XRKXK¥D\ \RX VD\ ZKDW

KDYH D ODGGHU DQG \RX ZDQW WR FOLPE® WUKH R DSRWLRIHMA RLIYD RE O\H UX K

FOLPELQJ KRZ LV LW FDWW.¥DXX JR XK UHDOO\ UHD
ZKHQ \RX KDYH WRKHNWNKHMVKWRWRS RI \RXU
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3.22. *HVWXUDO FKDUDFWHULVWLFV RUWKDHGC HUVBWAYN D EWURMUIHU WKDQ JHVYV

SURGXEWE&H S D IRDIWWR QFR\DIMRRZHY HU WKHUH

&RQFHUQLQJ JHVWXUDCKHDB® RPPREBMWE R Q) L 3V | | L FPRGF GM WHQH®MHLRQ RQ LOQ
SURGXHEHRH VWXUMKEKYEHBXOW SDUWQHYRO SKDVHY GHSHQGLQJ RO LOWHUORFX
JHVWXURYWKRDIGH U SDUWQWYUHYV +RZHYHU

QXPEHU RI LARWXWH VEFPWMRQBYWLRQ  \wrKRX QDX OW FRQGLW LARHUHARABXDYHQKHV

GXUDWLRQ PHHIQZMMERX QDX OW S D UNQpfl/ w RIWH QV NG U W R W R ZIDWRHEXW R U

DQRG VHRRGVWKRIDGHU SDUWQHU GLIIHUHQFH LV QRW VLJQLILFMWLYH EXW
,Q WHURKMRH Rl JHVWXUXUWKREW WKDW g @

JHV WZHIUBRD U J H W KREDWBK U SDUW Q B'U

WKDIOMWKKRXQJHU SDUWQHU —  GDS6' ‘H XVH

6 W X SMPMAIR XQG/LIQLILFDRW RERXSBWERQ
RI JHVW X GH SAS@E MKH R@ WWW OR F X W R U

Gl S @ KXV RXU K\SRWRHWMXSBW LGRNQUJIHU

JHVWXUH VW& BRAHG HIUWIKQ WHD O RERBW RMX LLW ZLWKRXW 3 D

VSHFLILF G\DG ZLWK 3
ZLWK 3 5
ZLWK 5

JLIXUBHUFHQWRDMIRIHVB®XYHYGLQJ
RQ WKH LQWHUORFXWRU

4. 'LVFXVVLRQ

)LIXUBVH RI JHVWXUH VSDFH GHSHQG

R
WHBWHUORFEXWRU Hgﬂ\/RgVV)‘EE\ LV D SUHOLIPQMW B \XW\W HSI W

JHVWXUH VSDFH LQ WHUPV RI RFFXSDWLR:
ORFDWLRQ RI JHVWXUH DW RQH SRLQW RI |
ORUHRYRUERWK FRQBDWHROGPRUWVH 7y¢) v pPHWKRGRORQLPXE WU HIRQVFE R H
VLQEOKEI HVW XU Y PWRBHYW XKEHY FDQ BfHpyROVWKVBNWPW XVHG VIRBIRQWUROOHG
DWWULEXWHG WR WKHDQQWVWKDWGWK%E@‘Q%%@W%ZR VSHDNHURD QDR YWFE FKDLUV I
ZLWK WKH VDPH KDQG W KPLWXIM K ROGRAYT K o RRISRUD[DPFSOH $]DRXL

WKDW JENWHR UH \E L P D/QRHE Q LIRQY FRQGLWd.g@ Wi BF L HBGVINRD HY G R () BHENO O

L@KH \RBQ¥BW G DWERNK R1 JHVWIOUH VebhhgpppowkxNa FRORJLRDW HEDRKBIUV LQ DF
VLIQLILEFDQWO\ GLIIKQKING HEEWHKYG L @ Hsp s 0 L WOOEH HY Z K HQUWS YWY B BXRYHOY W K D G
SURSRUWIRQ WHWBW @bV ZH ARBI@WH \ykxH\ DUH VLWWLQJ ORUHRYHU LI VSHDNH

FURVVHG BRAVRRIMG/ELWK ERWKZHKED QG g4 Dy BBIF R QEIOW/ H RI JHVWXUHVYQDFH GH
VLIQLILEDQMABNKRI/DIQR WEHR Q HKKIWEE  FRrOVHFXWLYH JHE RINQG! VI HEVHAE B MW KM HK D Y H

KDQGHEWXMURUH YWHKEQ@HD QGCHG JHVVEXBRY o @ kv URN K IDW REODQG JHVWXUHV |
HYHQ LI WKH REBRWIMBVHLUY HG LQLWLDO DQG ILQDO SKDVHV DUH ODUJHU
$QRWKHU LQWHUHVWLQJ BRQRMER\®HWDV
7HOOLHU @WEPWHUPV RWREIRFIDWORKUH LV
GLIIHUHQFENKB WZR DSSURDFKHV RI FRGL
JHVWXUH VSDFH
)LQDOO\ L WK BRSDRQREK HW K HRIO G/HW
SDQMDUH DZDUH RI VDIV HI IHW W KD B\ KHC
WRQ G H UWSAHHGREU WHERWIDAED GAKHH JD]H R1 WK F
LOQOWHUGREDRARY PRUH RIWWOVORRNV ZKHQ
WKH\ DUH ZIXBNZKW WIXWDH) V P D O O

5. &RQFOXVLRQV

JLIXUBHUFHRWDQIG HGBENYGWE&BH RQ 7KLV VWXmB\PHWKRGRORJLFD@®@ WKHOHF\
LOWHUORFXWRU UHD O W®WOH WO HV WS IHD J WIRR GMK H

VLRY HDFK JHVWXO\RFDQG RRWRUGNKDW  ZFH

)X UW K HWRSRIBIN HRQ FLR LWL D O RKIDRLQ D 0§ p&/ik RQ F H S W XHNOA KLH) V S D AHWOKQA.E ZH W
HITHFWKRQH RI JUYDWRIGHHG JHVW X UH W BYIRELP ERRW U R O OHKEQMFRIBEGW JLY H UV
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DQ H[SODQDWLRQ WDVN RERWK UMQ® FXOBRUBNLWR 0 S$TRHVFOH[LEOH VHPDQWLF LQW

LOQOWHUORFXWRRQ@QHQG D \RXQJHU JHVWXUHV DQG ZRUG\WHXFH—PSDJQJC&QWHIGDI-FF&KR
BUHOLPHEROWVY WKIRHE DG KIDW U HG K H ]% GLDORWHWXBG

RFFXSRWIRQWXUH VSDFH ZKHQ FDUHJL ]H %@%ﬂ?&ﬂ&@:@/ws'&ﬂv}‘(’x;;”\

RO GBW HUDWFRWRRIH WX UHV DUH ODUJH n@wxae (2R PRQ

ROGRIXQJIJHU SDUWQHU 7 REWUHKUSRANEDI F@JQ?'#+H IQGG*\ND%WUDWpJLHW Y H Y B/XGIO\D BHY G L
WKBUHJLYHUGDWFHRNPRRI JHVVBKOH Y&ID O H[SOLFDWLRQ OH[LFPWIORQES XRL | Y AIUVE piV GHD)
R QV KOH H KRHLWQ W H WOW PXWAHRPY W KDW JHV W X UGLW vibg e HVR UGIW HU D F WA BIQWL (AU HBDEBNL T X HV
LQWHQW L R QBOW KRDGEWHY Y /RFXOBRAKHQ 5LYHQHXYH pGLSWLRQV
WKHYH DG LIILE®OM HMMIHQ Z-RRIZGHY K H V RV [16] $ g]I\XUHRNG6SHDNHUV 'HVLJQ 7HN\HW X USHRN SRHUH F
UHV OORD/NHGOROYH FDURKXWHUZH PXVW HKHLU $GGUHVVHHV" 7KH (IIHFWV RI $GGU
FDUHIXO ZLWK WKHVH UHVXOWV DQG ZH %%%gw%%Wﬂ@WKWXQ%WH DQG /DQ
G\DGV WR ILQG RXW ZKHWK<FHCDJGWKHVH (;f Ywﬁ?oB!ﬁ& WDOLDO %LOLQIXDOV 6ZL.
7KHUH\V\R11HROLG"-|RLR2>DLU\SU'H‘D®0V\F\R 3DUDPHWHUYV ZKH/@® QUKIB\,BYWRFKHRIL Q JV
DOO GDWD LQ WKH VHWHlQ‘-LQEHDI@NWQW)ﬂQ'DCB\]WLOEXUJ *HVWXUH S5HVHDUFK OHHWL
GHSHQGWEBBIRHFHQVLRQ GXUDWIL\RQHVHD UBDKWKHUODQGV
KDV WKH SEWRE@ QMKED WRERVDEQAHKGOOLHULE] ' (IURTGHVWXUH UDFH™ TKQIG+BPXRMW XORXWRQ
6WDP@ DQG UHLQIRUMHF MRS DWHR QVRDRQQR W 2ULJLQDO ZRUN SXEOLVKHG DV *HVWXU
RQEBWHIGEH YHUEDO YHUEDQRGKDUDFWHULVWLEY EXW

OOHHVWKIDFAG FXOM@NMDABLWp HW JHVWXELC
DOVR LQ MRIYWRMBGXUDO FKDUDFWHUL L%Q\{VHLCDD’FWI-HW R P SRUWHPHOW -~ PXOWLPRG.

FRPP XQ L RD&DLYR®D X D wVGI@E® W L3 [ G VV

/D UPDW W DSBS
6. $FNQRZOHGJIHPHQW[®) %$]DREQG'BQL]BIHIPHQWDWLRQ GX JHVWH Sg

HW UKGEWMLRQIVSEFH JHVWXHO GDQV XQH
PFRORJIBFWHIV -(728 JBXQRMVNXEPLWWH

‘H WKDQN -RUDQH 6DXEHVW\ DQG -pUpP\ /IRUUSKXEWLFOW IGRIQVD FRGLQJ

‘H DOVR WKDQN %HQMDPQ® +ROW IRU SURRIUHDGEPWDWLQJ+BURERYBY IRU D IRUP E
QRWDWLRQ V\VWHPURXBBXIEOE D RFHIHSAN ® X V

221 0 HOGIMHLB\GHV GH JHVWHYV HWSXOW HOLIADMXHRE
7. SHIHUHQFHYV GDQV XQH GHVFULSWLRQ VSD@QRWB W LRV K
$FWHV $WHOLHU '(*(/6 gPHV FRQIpUHQFH D

1 & $ )HUJNAIREY WDON DV D V1 @3DQONLHGE WHRIL DWLTXH GHV /DQJXHV 1DWXUHOOHYV OR
: LH®S
&KLOGWHQ 6QRZ & $ )HUJXVRQ (GV D é .
&DPEULGJH 8QLYHUVLW\ 3UHVV [2§] SDHVWXULQJ L GBRHE QUDQERERWRS R P

2] 0 /RQ3I,QSXW LQWHUDFWI]).Q(DXEDJ(EGDVHIRRQ @%((?UPDWLQW HITHFWV] RISWEMDWHREV DC
1DWLYH /DQJXDJH DQG )RUHLYRODRSXDJH $ YR PFQIDIH  &RYBOWERQ

[8] + *LOHW ESGFRPPRGDWLRQERPPHRUFDWPAQL 7TDMW DO~ SOXOMLYHO $QQRWDWLRQY RI 1
YLRUV LQ )UHQFK 6SRQWDRFREVQIRQY |

FRQWH[W DQG ’RFRIMWHNWOFRI $FFRPPRGD’
"HYHORSPHQW§RIFQ RGIOMERBIUSM UFL W\ RI $UL OWLPRGDO &RUSRUD $GYDQFHV LQ &C
/ILEDUY _ SS ODO\]LQJ 0X O W LLFSR@DODWMILQ 3 3DJJLR DQC

4 ( %5\DAHW B@\FKROLQJX\LNMLLEFODSQ\GFKRORJ/L QFUNVKRS KHOG DWDWMKIRQWER RQHHUHQ
FRPSRQHQWV RI FRPPXQLFDWLRQ E\ DQG J\RiPJ'W I-'T'V géﬁtﬁé \DQGDIYDOXDWORD
/DQJXDJH DQG &RFRXRIFDWLRQ YRWOWEEOBZZ PXOWLPRC

5] (% 5\DBW 3®RPPXQLFDWLRQ SUHGLFDP \?URQ'RB% FfolérJ PPF KWPO
3DWURQL]LQJ EHKDYLRU-RRZODG \R R ‘é\Rﬂ HV RULHQWDWLRQV PpWKRGRO
6RFLDO 3VFEK®ORXBS D JHVWXHOOH GDORR/Q G B QY p FRHBAXULIDP MV

6] 0/ +XPPHGWHUHRWISHV RI WKH HOGHUO\ LDV Xé%@/%@%f[ﬁ%.] $YDLODEOH
VSHHF&QWHUSHUVRQDO &RPPMQLGWWFRR{S Ly R Y XY RUD \ 2, .
0/ +XPPHUW -0 :LHPDQQ DQG - ) 1XV Elogge A %ﬁfz gf%‘g’sng\?mLRQ E’%%DEV(\SF":JHRU
6DJH SS KQEDRAQU

7] * &RKBQG)DXONGHNOGHUVERDN * 7KH HILHFRQ /DQIXDIH SHVRXUFHV DQG (YDOXDWLRQ
RI LQWRQDWLRQ DQG VWUHVYV IR‘QSRH%IFH@[LZHKyﬁy\bvfg%%%@%&%scgcsv RI7ZLPH  7HPSI
GLVFRXUVH LQQR® B EBRIFP X Q L PORMDDRQ LQ « EWB NEHRIVQAR WLFV
SS

8 ( %5\DQ3$J|_QJGHQV\&N\WLWXG\MMUJM@@UQVPE]R%%}%SHUWW‘DWH DQG JHVWXaDIDA &DQGHGQ

UV Y@DPBEQJIXLVWLFV
&RPPXQLFMIQRBRBUVWDQGLQJ &RPPXQLFDWL %%* |
HYHORSLG) .QRZOHGJH - DG UEREEH O H ?g\év‘} LS%J% DRXLQG 6DXEHWMIPHQWDWLRQ H

7KRXVDQG 2DNV &$ 6DJH SXEOLFDWLRQV DQQRWDWLRQ GX JHVWH OpWKRGRORJLH Si

9 0 $/RZHBAOGHUV SHIIDNIXO RU +DUPIXO " $ V?\EWI—'T'NE@@E(&7$/ SWHOLHU "(*(/6

UHQRE )UDQFH
UHYLHZ RI VSHHFK W3R HD'GHHIDWS D@ KEDQV b
8QLYHUVLW\ $XEXUQ [XO] - 5/DQBGLDQG *RFKT7KH OHDVXUHPHQW RI 2EV

[10] © OFLHL®OQG DQG O0LQG :KDW JHVWXUHVIHWHBR W E R ¥ wk D W HR RHWRIDEG QIREY
WKRXEBKWFDJR 8QLYHUVLW\ RI &KLFDJR 3UHVV

[11] $ *DODWL 6 ( %BSeQONAUY (DGDSW JHVWXUHV WR
DGGUHVVHHVY NQRZOHGJH LPSOEARERWKLRQV IRU PRGHOV RI FR
JHVWXURHIXDJH DQG &RJIQLWLYH 3URFHVVHYV

[12] - % DYHWEMOVWXULQJ RROWKHQGHGHRAAGHQW HIITHFWYV
Rl GLDORJXH DQRXYOWDLEIRILWMHPRU\ DQG /DQJXDJH
YRO SS
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6KDNHV QRG\W RO/IBDE IWOXWW GDWD S U RDIQGH @ LAY NMAVHSQH
KHDG JHVWXUHYV
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depending on the local conversational role pafrson who
1. Abstract performedhehead gesturi question Crossreferencing form
parametes with the type of head gesture and their
Head gestures play an integral role in human communicative characterization as speaker or listener gesture allawsed

action. Speakers regularly employ headvementgo convey establish preliminary profilegor the communicative head
approval, disagreementr uncertainty or to modulate the action performed by speakers and listeners in dialogic
meaning of their utterancés other ways. Headestures may exchanges.
also serve as backchanneling sigrfabm the listener to the Preliminary results showhat both listeners and speakers
speaker. Due to their diverse discourse functiong] beatures use head nods frequentblbeitwith a stronger predominance
have been investigated with a variefyfoci (e.g.,[1], [2], [3], in the listener role. Moreover, the assumption of relatively
[4]). This paper presents a novel methodologmploying higher complexity of speaker head gestures in comparison to
motion-capture technology to investigate the forms and listener head gestures waspported Listenerheadgestures
functions of head gestureBhe focus i®n a) the extraction and showed a shorter mean time of execution compared to speaker
analysis of specific physical and dynanf@aturesfound in gestures; the latter more often coreilsdtf composite gesture
head gestuseand b) possible differences between speaker and events exhibiting sequences of different gestypes These
listener head gestures. first findings call for a more indepth analysis apeaker and
listener gesturesSubsequent workhallinclude the numerical
1. Introduction analysis of spatial parameters of head gestures and their

semantic and pragmatieelation to boththe synchronously
) o ~ producedspeech and manual gestures.
Head gestures are an integral part of communicative action The papebegins by reviemg previous research on head
performed by both speakers afisteners. Since they may gesture and then presest the research question and
modulate meaning expressed verbally and serve multiple methodology developed for the present study. In the final

discourse functions, head gestures have been analyZe@wit  section the first insights provided by this woee discussed
variety of foci. As Heylen [2]V W D [W]keW orfe turns to the  and avenues for followp studiesirelaid out.

literature on head movements [...], one is faceith va
bewildering list of functions and determinants of all the kinds

RI KHDG JHVWXUHV > @3 'HVSLWH WKLV QUIﬁ%@h\t’SSfFU:rHVMé\ﬁOUI@?éé-ééH:H on

head shakes and nods are the most commonly observed,

conventionalized head gestures, exhibiting different forms and head gestures
functions depending on the conventions of a given culture (e.g., To date, much more research has been done on manual gestures
[31; [5]). as compared to head gestures. Previous work on head gestures

Combiningqualitative and quantitative research methods, a5 often focused on the form and function of prototypical or

this paper investigatgs the basic fo.rm parameters of head g \piematic gestures cu as hed nods and head shakes.

gestures accompanying German discourse. It presents a yenqgon [3] for instance, suggests thatat least in Western
methogiology mplenan}mg motloncaptqretechnology aided  cultures +t KHDG VKDNHV VHHP WR EH WLJKWC
extraqtlon. and .analy5|s of.these physmal parametgrs. Spgmal LW K H PO J® \MsindRadulate the meaning of utterances

attention is paid to the dlﬁgrence in communicative actlon. without being easily translatable into spee Head nods

performed by speakers and listeners, as well as to the specific represent another highly conventionalized and cutspeeific
QDWXUH RI OLVWHQHEadgesiutes) WKon V S Hy oo nicative practice, which may be used emblematically for

capture technology has proven apt at capturing and analyzing L\HVY RU WR JHQHUD O @8}, [B]].9rLhis YapeD | ILUP D\
comparatively small manual movements and head gesftes (  sogrwRU VL JOM IRQ Gﬂlﬁ)ﬁwlilo] putinto relief
[7]). Our data set stems from the HumTec Multimodal Speech o (ejationbetweenW K H F H QWUDO (XURSHDQ FRQY
& Kinetic Action Corpus (MuSKA), consisting afultiple forr\HVY DQG WKH RSSRVLQJ V\VWetE XVHG L
stream recordings (Motion Capture (MoCap), video, audio) of ;¢ associated with negatidbtherresearch into thiinguistic

dyafdic cdqumunig.efxftive situ?(tiogs in (;NhiCh partici;;]ants. functions of head movemertias showvarious ways in wich
performed three different tasks designed to engage them In oy may serve deictic expressions, feedback requests

natuTraI convers?tlor:{ Ki . f the head d modality markers of uncertainf$].
0 account for the kinematics of the head moveman Head movements have also been ascribed the function of

to deriveinitial motion-capture data profileor distinct kinds EDENEKD HOLOJ 3%DFNFKD HO VLJODO
of head gestures, the data analysis incluzbsicphysicalform LQ <QJY HQﬂQV V \ME(r@ \aria(zA/eM/ abU@ptSa(li?zed as Q
parameters such as amplitude, velocity and duration. For this ,oc5| or gestural expressions of the listener that do not signal

pilot study only conventional head gestures, nantegdnods his desire oLQWHQWLRQ WR DVVXPH WKH IORRU

shakesand tilts (towards the shouldgrwere considered and
coded. Speaker and listener gestures were distinguished



44 Nantes, 2-4 September 2015

Motion-capture technology has been previously employed 4. Methods of data collection and
in head gesture research. Utilizing moticapture aided analvsis
metthods, Kousidis et al. [11dbserved a comparatively wide y

range of gesture inventories in -speech head gestures  The video and motiosapture data used fohis study stem
produced by speakers in contrast to those performed by from the HumTeMultimodal Speech & Kinetic Action Corpus
listeners. The authors further proposed a more-giaéned (MuSKA). The corpus consists of recordings (MoCap, video,
differentiation between heagestures produced by participants  aydio) of dyadic communicative situations in which different
holding the floor in conversational exchanges and those tasks werelesignedo encourage free conversation between the
produced by participants assuming the listener role. In spite of participants Video and MoCap data were recordsdourteen

the often found focus on conventionalized and gquasi infrared camerasn the Vicon Nexus optical Motion Capture
emblematic uses, Kousidisat [11] called attation to the fact Systemtwo Basler highspeed cameras (100H&)0 HD video
that, similarly to manual gestures, head gestures tend to occur camera and one SD video cameEach participant wore

in concatenated units with up to 10 individual phases \jreless microphoneotrecord audio and set ofthirty-one

comprising different gesture types. It follows that these infrared reflecting markers to track body movemeith the
composite head gestures should also katéd as complex help ofthe MoCap system.

gesure units [12] Furthermore, Ishi et aJ13] argue that, at
least for Japanese speakers, the incidence rates for head
gestures may also vary depending on the social relationship
between the dialogue partners.

3. Motivation and researchobjectives

The aim of this research is to enhance our understanding of the
form variants and communicative functions head gestures may
exhibit in dialogic exchangesCombiring traditional video
annotatios with motion-capture data analyses opens up new
avenuesn gedure research in that we may analyze both single
events in great detail.€., to the level of the millisecond and
millimeter) andalso search for patterns emerging from more
extensive data sets.

By crossreferencinghe #mporal and spatial parameters of
head motion provided by the numerical motapture data
with the main types of the head gestutesadnods, shakeand
tilts, our aimis to systematically investigatéfferences in the
kinetic parameters of these different communicative behaviors. For this studydata fromfour head markerspneneck marker
We DUH LQWHUHVWHG LQ K RHlead [shaksg O\ and Wwostpviggrasekers were extracted and analyZée.
vary in terms of the amplitude [...], in the number of rotations head markers are connected to a hdmhd for easier
and in the speed [...]. There is no doubt that these variations in application and are aligned with the neck and sternum markers.

Figurel: Positionof participants in the MoCayolume

performance intersect with and mfydithe meaning of the This is to simplify the calculation of the hefddirection in
gestureé >. I@ addition, our approachllows us to look for further studiesThe participants werpositionedoppositeeach
systematic differences in the distribution of these other with a distance of about2im between their chairs. This
conventionalized head gestures and to correltteir relatively close setup was choserateoencourage interactive

occurrence ZLWK WKH JHVay Xdsiiied Vin th® O Hgesturesthus creatinga shared gesture spacgenerally,the
conversation,that is to distinguish bateen speaker and MoCep system delivers more accurate results for a confined

listener gesturesBased on the numericakta, differences in region of interest rather than a larger volurii@e corpus

the kinematic characteristics of head gesteeesbe extracted encompasses recordings of conversations in both American
and related to the conversational role as wielt example English and GermanFor the study reported on here only
pertaining to a shorter/longer duration or lowerifeg German datavereused.

amplitude of head movementBrawing on previous work For the first unstructured task, participants were asked to
([21], [6]), our assumptioris that nods are typical listener become acquainted with one another, should they not have met
gestureswhile speakertend toemploy a higher variety of head before, or to collaboratively remember a shared experience if
gestures. they knew each other rather well. For the second task, the

It could further be observed that speakers seemed to cluster participants werenistructed to collaboratively plan amterrail
gestures and concatenate different types of head gestures intojourney through Europe. The conditions they had to work with
sequences, a practitieat isa lot less frequently observed in were a limited budget, threeweek time limit and a maximum
listener gestures. This again raises the question whether there Of 5 stays in places of their choice within the given time span.
are systematic differences in the utilization of head gestures The participants werasked to agree on the itinerary of the trip
depending on the communicative role of the performer. The and to discuss what kind of vacation they would prefer: for

present study will provide first insights into théssues. We example, a sightseeing tour, a beach vacation or a hiking trip.
are aware, however, thatarrive aiwell-foundedconclusion, As part of the third task, each participant was shown a short
a larger @tasemneeds to bd&e analyzed in follovup studies. movie that they had to it to their conversational partner. The
This would also compensate for the idiosyncratic differences data analyzed in this study only stem from the first two tasks.
that are common anektensive in gestural behavior [7] For analysis, the video data were first viewed and annotated

in ELAN for head movements regardless of their
communicative function. These annotated tges were
reviewed for their predominant form and categorized as
predominantnods, shakes,or tilts. A gesture was annotated
from the beginning of the movement phase until the head
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stopped In case oimultiple cycles for example in prolonged 5. Results
headshakesthey were counted as one occurrence of a gesture
of the typehead shakeAn analysis of the number of cycles  For this study, abouB0 minutes of dialogue fromfour

shallbe part of further studie&estures that did not fit into the conversational tasks were annotated and labeled as described.

threecategories were disregarded and will be investigated in a This resulted in a total @iver740occurrences of head gestures

subsequent stly. Body posture shifteand selfadaptorswere thatqualified for further analysis.

not annotated Figures 3, 4 and5 showexample of each gesture typén
The next step involved dividing all annotated gestures into  particular, a listenefhead tiltgesturea listenenodand ahead

speakeandlistenergestures. A gesture accompanying ongoing shakeperformed by a speakelThe system draws traces of

speech production was considerecsmeaker gesturewhile selected markers for the period in whible gesture occurs.

listener gewures typically were produced by the person not

holding the floor. The latter are neither accompanied by speech

nor aligned with the onset of speech. The timestamps of the

beginning and end of each of these qualifying gestures were

then used to identify th periods of interest in the motion

capture data that were subsequently analyzed in terms of the

KHDGYV VL[ GHJUHHV Rl IUHHGRPEse YHORFLW\ DQG DPSOLWXGH

degrees are composediofeeaxesand two types of movement

translations and rotatiorsn eachof them. Figure 2 illustrates

the six degreesTranslationsalong the three translation esx

result in the typical directionforward 2 backward, ug down,

right2 left. The three rotational movements around the

respective axis arpitch, yawandroll; these are equivalent to

the movements that are more commordilednod shakeand

tilt in head gesture3.o compensate for upper body movements

(ventral/dorsal and lateral), e.g. posture shifts or repositioning

on the seat, simultaneously to performingemad gesture, the

KHDG PDUNHUYY PRWLRQ ZzDV FDOFXODWHG UHODWLYH WR WKH PRWLRQ RI

the neck marker. To compensate for rotational body movement,

the shoulder markers were also used to generate a time dynamic

UHSUHVHQWDWLRQ RI| W&sHoEd®R Gark&fsRULHQWDWLRQ

build a moving axis throughout the recording for each frame

and in combination with the neck marker ytheonstitutea

moving coordinatesystem. The head movement is always

calculated relative to the adapting coordinate system. The

amplitude ofeach gesture equaled the difference between the

maximum and minimum coordinates on each axis for a given

time period. Figure4: Trace of anod gestureperformed by a listener

Figure3: Trace of dilt gestureperformed by a listener

Figure2: Six degrees of freedom Figure5: Trace of ashakegestureperformed by a speaker

Of these head movementsl30 were considered listener

In addition to the video data, the MoCap system recorded
all occurrences ofiead gestures in high temporal and spatial
resolution, a”OV_V'“g for a numerical analysis of the form o 551 ofg11 speaker gestures is subdividetbif27 nods
parameters of single gestures well as of recurrent types of

gestures. Using the numerical data provided by the MoCap 191 shakesand 93 filts. For each subcategoryhe mean
system, all identified gesturesweH FRGHG LQ WHUPYV dﬁrﬁtw}?wuf%grg%@s was calculated as well.

six degrees of freedom, velocity, amplituded duration of

motion. By coding all speakéuarns, wewere further able to

subdivide the observed behavior into speaker and listener head

gestures, thus comparing the respectoen parameters and

deriving first profiles for each group.

mean duration is presented in Table 1 belBach gesture type

gestures. A more detailed distribution of head gesture type and

was separately categorized as a speaker or a listener gesture. So
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Mean duration

Type Quantity [second$
Speaker nods 327 0,78
Speaker shake! 191 0,79
Speaker tilts 93 0,65
Speaker total 611 0,75
Listener nods 93 0,61
Listener shakes 11 0,62
Listener tilts 26 0,66
Listener total 130 0,62
Total 741 0,72

Tablel: Quantity and mean duration of head gestures

the data did show a tendency towards strorigeger and more
articulated speaker gestureBigures 8 and 9 show data
examples of a muktyclic head nod respective head shake
performed byaspeakerThe data show the velocity of one head
marker over the duration of the head gesturee ime
resolution is 100 frames per second; the velocity is split into the
three axesNods and shakes show strongetivation ontheir
primaryaxis.

Head nodswere the most frequent gesture type with a
comparably stronger predominance in listebehavior A
distinctive feature of this data seasthe low number of head
shakes attributed to the listener role. A possible explanation
might be that the participants are instructed to get to know each

other and to work collaboratively in order to come up with a
joint solution to the travel task. In lighV R

WKH

TUWK HP H Tr:i%rle7: Velocity of ¢yclic head nodspeaker)

Q HJD Wth& (Kendon [3] attributes to head shakes,
participantsmight have beerinclined to reduce them to a
minimum to avoid slowing down or compromising the ongoing

activity.

Figure6: Distribution of gsturetypes

Figure8: Velocity of cyclic head shakspeaker)

7KH VSHDNHUVY WHQGHQF\ WRZDUGV D P
of head gestures also presdtgslfin the utilization of complex
head gesture units[11]. Complex head gesture units are
concatenations of two or more gestures without padsef
those units were identifieEven with this small data sample it
becomes apparent thaese units have a strong predominance
in the speaker rolé&\bout85% of theseinits corresponded with
the speaker rolJeandthey wererarelyidentifiedin the listener
role (see Table 2)his assumption fits with the observed slight
tendencytoward shorter mean duration in listener gestures,
making listener gestures appeaverall more subtleand
singularin their execution.

Type Quantity Percentage
Complex HGU
Speaker 61 84,7
. e . Complex HGU
Figure7: Distribution of listeneand speakegestures Listener 11 153
The amplitude of the analyzed gestures varied greatly for _Total 72

all axes and for all gesture types. As such, the question
regarding the range of motion of listeneead gestures in

Table2: Distribution of complex head gesture units

comparison to speaker head gestures remains open. However,
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6. Discussion

8. Acknowledgements

Our analysis has revealed differences in listener and speaker This study wasfunded by the Excellence Initiative of the

gestures not onlin terms oftheir frequency and distribution,

but alsoregardingtheir manner of executiorHowever, the
resultsobtained in this pilot study onlgevealtendenciesin
particdar, the strong variation in the range of motion makes it
difficult to draw conclusionsconcerningsystematic, form
specific distinctions between head gestures that depend on the
SHUIRUPHUYY FRQYHUVDWLRQDO UROH
listener and spéa&r gesturecharacteristics for frequency and
distribution, in addition to the observed relatively higher [1]
complexity of speaker head gestures, calls for furtheiejth
analyses of the internal structure and multiple functions of both
speaker and listengestures. As a first step, the methods should

be adapted to account for larger data sets and to tackle the strong[2]
variation in the amplitude of the gestures.

Furthermore, the analysis of concatenating head gestures [3]
should be extendet sequencessincethis phenomenon was
observed to show a regular and strong bias towards the speaker{4]
role. The segmentation afl theannotated head gestures into
different phases that can be analyzedviddally might be one
approach as has also proven useful in theecad manual [5]
gestures[@4], [15]). This would further improve the integration
of concatenated head gestures and enable a morgréimed
analysis of their relation tthe synchronously producegeech [6]
as well asmanual gestureddoreover the analysis oé larger
data set would enable ustestfor statistical significance and
allow for the investigation of smaller subsessich ashead
shakes and tilts performed by the listener. Finally, extending the [7]
numerical analysis of dynamic spatial parametershéad
gestures that do not exactly fit the conventional types or consist
of combined profiles is a promising avenue for further research
in the domain of communicative action performed with the [8]
head, arms and torso by both speakers and listeners.

7. Concluding remarks

Motion-capture aided tracking of head gestures and the [9]
subsequent generation of head gesture data profileseshow
promising results. Firstlythe numerical data reflects the
conversational role in which the gesture was uttered.
Differences inthe data profilesfor listener and speaker head
gestures occurred systematicadliyd encouraged the separate
analysis of these conversational rol&econdly the data
profiles of gesture typesvithin one conversational rolare
employableto distinguishsingular gesture types.

Through further elaborationof the data extraction and
profile generatioomethodgheseprofilesmay be employed for
semiautomatic segmentation or structurrigconversations as
well as fine-grained qualitative analysis of singulagesture
occurrencesHowever the overlapping of gesture unitte
high variation in amplitude and velocig well as idiosyncratic
gesture styles malkefully automated characterization of these
gesturesdifficult. Moreover the inventory of head gestas

reaches beyond the scope of the simplified selection presented [14]

here. The methodpropsed in this paperan nonethelesde
adaptedo a morefine-grainedanalysis with a larger inventory

of gesture types and their respective data profilé& next
stepsof this researchvill includethe refinement of data profile
generation, witha focus on the normalization of the data and
thedevelopnent ofmethods to analyze larger datasets to enable
further statistical analysis.

(10]

(11]

(12]

(13]

(15]

German Federal and State Governments. We thank the
members of the Natural Media Groapd Monica Gonzalez
Marquezfor valuable input at various stages of this progat
thestudyparticipants for supporting ouesearch
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Abstract

Based on a study investigatingestures used for the
expression 6 refusal, rejection, exclusiomand negation in
Savosavo, a Papuan language spoken in Solomon Islands in
the Southwest Pacifigdhe article discusses how a particular
type of pragmatic gesture, theholding awaygesture, may
highlight and structre the spoken utterance. It will be shown
that the holding away gesture assum#éwee functions on
different levels of discoursét emphasizethe speakerOs focus
on the conclusion and changef a topic. It highlights the
contrast between twopropositionsor emphasizeshat the
speaker isinserting additional information. The article
demonstratesthat holding away gestures operate on the
spoken utterance and take over spegetiormative function

as theydraw attention taghe communicative act the speaker
engaged in and, at the same time, make this communicative
action visually accessibte the hearer.

Index Terms: multimodality, speech, pragmatic gestyres
discoursemarkers, discourse structyi®avosavo

1.

Particles fulfill a range of funmns in spoken language
Modal particles, such adenn, halt,or ebenin German, for
instance, operate on the pragmdtinctional level of the
utterance and Ointegrate utterances into the realm of
interaction. [With modal particles], speakers can refer to

Introduction

n_stein@gmx.de

claudia.wegener@uni - bielefeld.de

verbal expressions but also by paralinguistic elementg, (e
prosody) and gestur¢3].

Research has shown that gestures with pragmatic functions are
able to €elate to features of an utteranceOs meaning at ar
not a part of its referential meaning or propositil contentO

[4]. As such, gesturedulfill performative function by
indicating a request, a questiam refusal[e.g., 4, 5, 6]
Furthermore, they maysérve in a variety of ways as markers

of the illoctionary force of an uttance, as grammatical and
sematic operators or as punctuators or parsers of the spoken
discourse.(4: 5]. By taking over modal function, gestures
indicate the speakerOs stance towards the proposition uttered
[4-8]. They qualify something as negative, obviousr
particularly noteworthynd thus operate on the speakerOs own
utterance. Accordingly, researchers have argued that such
gestures show functional analogies with modal partialed.
However, gestures with pragmatic function may not only be
an indication for the speakerOs attitude towards the proposition
of the utterance but also have the capability of highlighting
propertiss of discourse. By taking ovefparsing [4] or
OinteractiveO functifitd], gestures antribute to the marking

of various aspects of ¢hstructure of spoken discouraed
provide visible anchor points for connecting or separating
parts of discoursgsee also 11]Accordingly, Kendon [12:
248]has discussed pragmatic gestures withudisive function

as Odiscourse unit markets@hlighting the fact that gestures
may be able to Omark discourse units differentiallypis in
contrast toacommen® and may serve to Omdiscourse units
which are ‘'focal' to the theme or argument of wisabeing

shared knowledge, to assumptions or expectations of speakerssaid. In doing so, gestures with pragmatic functions may have
or hearers, a particular reference to a preceding utterance canthe same functions as discourse markers or rising intonation in

be markedor the significance that the speakers attest to the
utterance can be markedModal particles thus modify
illocutionary tpes in particular ways@l: 2, translation
authors] Furthermore, particles asse a major function in
the regulation of interactional processes and display the
discursive structure of the utterance. In English, discourse
particles or discourse markessell, but, unless or then for
instance, are expressions connecting parts of disse.
Similar to modal particles, they do not express propositional
content but rather contribute to the interpretation of the
utterance becauseQhey signal a relationship betwen the
segment they introduce§2, and the prior segment, Gf2:
950]. They connect messages amday either emphasize
contrast put), a quasiparallel relationshifpetween messages
(furthermorg or they mark elaborationsvéll) andinferences
(then). Furthermore, discourse particles may not only connect
messages but rather topiand as such are of importance for
managing discourse. OTopic change mark&tsiighlight a
thematic excursion or the reintroduction of a previous topic
These functions can, as Schiffrin notes, not only be realized by

spoken languagg 0].

The present article ties in with existing research on the
discursive nature of pragmatic gestures. Based on a study
investigating gestures used for the expressioh refusal,
rejection, exlusion and negation in Savosavo, a Papuan
language spoken in Solomon Islands in the Southwest Pacific
[13, 14], the article discusses how a particular type of gesture,
the holding awaygesture (see Figure 1), may highlight and
structure the spoken utterance. The holding away gesture has
been discussed in a range of studies on pragmatic gestures.
Bressem and M1ér [15] present an analysis tie gesturas

part of theaway family gestures used german speakets
express negation, refusahd negativeassessmenThe authors
showthat theholding away gesturis used to reject topics of
talk, to stop arguments, beligds ideas from intruding into ¢h
realm of shared conversati@mdto stop the continuation of
unwanted topics. Moreover, it qualifiesetiejected topics as
unwanted ones.
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Figure 1:Holding away gesture in Savosavo

In a similar vein, Kendon discusses the holding away gestures
as part of his account of gesturesed by speakers of English
and Italian Oin contexts where something is\geaienied,
negated, interrupted, or stoppefd® 248] With the Open
Hand Prone VPthe speaker establisha barrier, pusésback

or holds back things moving towards hinor herself. The
gesture indicates the speaf#e®intent to stop a line of action®
[4: 262] Depending on the posin of the hands, the gesture
specifies the kind of action to be stopped: 1) close to the body:
stopping ones own action, 2) in front of the body: stopping the
action of the speaker and the interlocutor, 3) movement
towards the interlocutor: stopping thectian of the
interlocuta. Also for speakers of English, Harrison identifies
different variants of the gesture by which speakers rafuse

or interrupt themselves athers PVraise, expres positive
evaluation, apologyr negation PVoscillate, PVhorizatal)

[16]. For speakers of French, the gesture is also documented
as carryingthe semantics of rejection and being used by
speakers to actively refuse somethjhg: 200]

Research thusenonstrateshat the holding away gesture is
characterized by a variety of forms and functions across
different IndeEuropean languages. Howevehese studies
haveprimarily concentrated on its performative or modal use.
The gesturesO relevance foarking various aspects ohe
structure of spoken discourse has not yet been addréssed
detail. The present artickeems tofill this gap by presenting a
first analysis of the discursive function of holding away
gestures in Savosavo.

2. Savosavo language

Savosavois the easternmost of only four (at best distantly
related) norAustronesian (Papuan) languages spoken among
more than 70 Austronesian languages in Solomon Islands. The
Savosavo speech community comprises about 3,500 people
living on Savo Island, a smalolcanic island approximately
35km northwest of the capital Honiara.

3. Database and methods

The folding away gestures were identified in a corpus
consisting of 68 hours of video recordings from 84 different
speakers (52 male, 32 female), ranging in age fibout 20 to
about 85, collected during/egenerOBhD fieldwork and the
Savosavo Documentation Projegee [13] and the project
website http://dobes.mpi.nl/projects/savosavofor more
detail). It isstored in the DoBeS archive at the Max Planck
Institute for Psycholinguistics in Nijmegen, and can be
accessed under
https://corpusl.mpi.nl/ds/imdi_browser/?openpath=MPI155379

9%23. For the analysis of the holding away gestures, 6 hours
of video recordings rbm the total of 68 hours of video
recordings were chosen, consisting of mostly narratives, some
procedural texts as well as a few interviews. The corpus
comprises monologic, dyadic as well as group constellations
of altogether 14 male speakers rangingge from 39 to about

80. Altogether, 56 instances of the holding away gesture were
identified. The holding away gestures were analyzed within a
form-based linguistic approach also adopted for analyses of
holding away gestures in Germda5]. Accordingly, the
analysis of the sweeping and holding away gestures in
Savosavo consisted of astep procedur¢l8]. The gestures
were first annotated and coded in their form. Subsetyyghe
gestures were analyzed in relation to the verbal utterance.
Here the gestures® meaning andtiomavas examined with
respect to thesequential, syntactic, semantas well as
pragmatic information given by speech but also by semantic
and pragmatic information conveyed by adjacent gestlres.
next stepthe analysis of the local contextge. the interactive
environment of a gesture, was combined with an analysis of its
contextof-use, the broader discursive situation in which a
recurrent gesture occufg, 19] The determination of the
contextsof-use built the basis fothe fourth step, i.ethe
distributional analysis of the gestures, the identiiica of
gestural variantand the detection of systematic correlation

of contextof-use and variations of forrf20]. The gesture
annotation wasither incorporated into existing ELAN files
with morphesyntactic annotation§l3] or new ELAN files
were set upln the latter casenorphesyntactic annotations

for Savosavo weréater addedat and aroundhose points in
time where the gesturesnder investigation occurred. The
distributional analysis was done using an Extah basis.

The analysis of the gestures in relation with speech and the
determination of the different contexa§usewere conducted

in collaboration with a native speaker of Savosavo, because
nortlinguistic context, such as background information on
cultural, geographic, historicadnd other specific aspects of
the life on Savo, is crucial to the understanding of speech and
gestures. Moreover, in particular for the analysis of gestures
with pragmatic functions, native competence of the language
is indigpensible in order to catch all of the ges@reelevance

and function for expressing the illocution of the utterance.
According to this procedure, different context variants of the
holding away gesture and, in particular, specific funatioh

the holdng away gestures for highlighting and structuring
discourse were identified.

4. Holding away gestures in Savosavo

The holding away gesture in Savosavo is characterized by a
particularformational core that is kept stable speakers
and context®f-use The (lax) flat hand(s) with the palm
oriented vertically away from the speafsrbodyre held in

the center of the gesture spat@éis formational core can be
varied, so that the hands may be moved away from the
speakers body (cf4]) or moved downwards (see example 1,
2). The palm of the hargd may be orienteddiagonally
downwards and the hands can be positioned in differe
regions of the gesture spa¢see[14] for more details)In
accordance with existing research we assume that the
formational core of the holding away gesture is derived from
an underlying everyday action, such as the action of holding or
pushing away an object, stoppiagdoor from smashing into
the face, or an unwanted person from intruding into the
personal space. The vertically oriented hand(s) create a
blockage, which either keeps objects from moving closer or
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pushes them awafi5]. As a result,annoying or otherwise
unwanted objectarehindered from entering the space around
the body.This effect ofaction is semanticized in tHelding
away gestureSomethingwanting to intrude has been or is
being kept away from intrusioAs such, thegesture is used to
Qeject topics of talk, to stop arguments, beliefs, or ideas from
intruding into the realm of shared conversation, to stop the
continuation of unwanted toEO[15: 1598]

We documented 56 holding away gestures, which are used in
3 different context®f-use (see Table 1)explanation 84,
61%), requst (20, 36%), and description 2( 3%). In
descriptions, speakersdescribe the characteristics and
processs of (historica) events, fishing techniques rituals,

for instance In explanations, speakeradd one or more
statemert to clarify or explain somethinge.g., a particular
cultural aspect potentially unknown to a foreignarto give a
reason or justification for an action (e.g., the end of a war or
the diuration of a particular event)n the contexbf-use
Orequestd, agers fulfill the speech act of asking for
something.Here, he gestures function a§erformative®as
they Oaim at a regulation of the behavior of othersO and
Operform® the illocutionary force of an utterf8jce

Context-of-use Function of gesture Number of
instances
speech topic 17
performative shift
explanation contrast 10
insert 5 34
abstract n=56
referential 2
reqguest performative 20
speech topic 1 2
description performative _shift
abstract 1
referential

Table 1:Overview of contexts
gesture

and functions of holding away

In theexampledrom the contexbf-use Orequestf@stures are
executed in temporal overlap with speech and request others to
stayin a particular placee.g., @on't you come ashore hée
ak_biti_63Q or are usechs anappeasemente.g., ®am not
harming anyon®ap_cs_kabulabu_5%2When used without
speech, the holding away gestumquests someone toe

quiet to stopan ongoing actio (e.g., talking while someone
else is talking), oto keepsomeone from starting an action
(e.g., to give furtheinformation on a topicjfor more detail

see 14]

As shown in Table 1,he holding away gesture is most
commonin the contexbf-use Oexplanationd. 34 instances of
the gestures are used when speakers provide explanatory
statements or justify actions or events. In 2 instances, speakers
employed he gestures tenact the stopping of events or
actions that areniprogress or are about to start. Howeee, t
majority of holding away gestures takes over speech
performative discursivefunction. We will discuss this use in
detail in the following seatin.

5. Structuring and highlighting discourse

94% of the gesturem the contexbf-use Oexplanatiof®2
instances)fulfill speechperformative function and thuact
upon the speakerOs own utterai@cel544] In these cases,

Ogestures are aligned with what the speaker is presently doing,

and convey sombing about it(J21: 74] They display the
communicative act of the speakand visualize the structure

of the sp&en utterance. In our corpus, holdiagay gestures
take over three different functions for marking aspects of the
spoken discourse: Themark a conclusion and changef
topic, highlight the contrast between twopropositions or
emphasizehat the speakesinsertingadditional information.

In the first example, we see an instance in which the holding
away gesture visually marks tlkenclusion of one topiand,

at the same timemarksthe change toanothertopic. While
talking about the last war on Savodaan important warrior,
speaker DE explains the Sepe dance, which was inspired by
this warrior and is performed on the island of Savo. After
having finished describinghe dance, its characteristiesd
explaining who performs the dance, the speakersu@hat is

the Sepe danceO and at the samepiouces a holding away
gestureencompassinglmost the whole phragsee example

1). Afterwards, heontinues his narration with another aspect
of the story about the last war on Savo. In this example,
speeb and gesture work together in marking the closing of a
topic and indicate that the speakerOs explanation about the
Sepe dance has come to an end. The vertically oriented hand
which is movement downwardith a short accentuated
movement,sets up a barriein front of the speakerOs body,
blocking any requests for further explanations of the topic of
the Sepe dance. The gesture takes over-owetanunicative
function by operating on the concurrent speech and displaying
the communicative act of the speakeamely hisintentionto
endthe story of the Sepe dance and dnislto move on to a
different aspect of the overall topic

(1) Lole lo Sepena.
lo=le lo Sepe=na
3SG.M=EMPH.3SG.M DET.SG.M Sepe=NOM
PP ART N

Gl Gl

Ohat is the Sepe dance (de_torolala_425)

G1: The left flat hand, palm oriented diagona
vertically away from the speakerOs bodymuved
downwardsn the lower center of the gesture space

Example 1:Holding away gesturéighlighting the conclusion
and changef topic.

In doing so, the gesture takes over a similar function as
observedfor discourse markers in spoken languages: The
gesturefunctions as a topicelating discoursemarker [2]:
Through the holding away gesture, the topic of the present
utterance (the Sepdance) and the topic of the following
utterance last war on Savp are set in relation. The gesture
helpsto structure the discourse in termstopic management
This is an interesting difference to studies of other languages,
which usually showhow pragnatic gesturs operate on the
topicccomment structure of one utterance (e[$2]). In our
corpus the holding away gesture does not indicate the topic or
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comment portion of one particular utterance, but rather sets
two different discourse topics in relatiomarkingthe change
from one topic to anothein this and other examples,hen
speakerausethe holding away gestures with the function of
indicating a change of topid, is accompanied by closing
statement on the present topic (e.g., Othat is the GanceO,
Othat is what they sayD kuarao_15320that is a different
storygn_lotu_103 before picking umnothettopic.

A secondfunction can be observed in the following example,
in which the gesture does not function as a topiating
discoursemarker, but focuses on the message and is used to
set upa contrast between twpropositions In example 2,
speaker PNG talks about the length of the Second World War
in Solomon Islands. Hecounts the years during whidhe
fighting went on and concludesathit was onlythree years.
While uttering Oonly for three yearskie speakeperforms a
one handed holding away gesturevidyich he sets up a visual
barrier blocking off any objection from his interlocutors and
metaphorically holds away possible argunseot counter
examples meant toontradicthis explanationHere again, the

In other examples of this kind in our corpapeakers set up a
contrast between a fishing taboo mené&d in the present
utterance and othegotentialfishing taboos (The only taboo

is that which | said earlier, steppimyer the stringand (all)
that.O si_kurao_B3 or between different types of custom
money owned by people of different statusdiCthe custom
money that the young people or the norpebple wouldown,

the immrtant people onlyO ap_seka B4mn all cases, the
holding away gesture seems to show a functional analogy to
contrastive discourse markers in spoken languages by which
an @xplicit mesageof [an utterance]s in contrast with an
[E] implied message [of another utterand@®47]

In example3, we seethe third discursive function of the
holding away gestures documented in our corplere, the
gesture indicates that the speelks departing from his main
story line and is inserting additional information.

gesture operates on the speakerOs own utterance, yet this time

it indicates that the speaker is setting up a contrast betvgen
utterance and a contradicting alternativeThe gesire
establishes acontrast between the actual duration of the
Second World Wam Solomon Islandsnentioned by speaker
PNG and apotentially expectedonger duratioras compared
to other countrigsfor instance The gestureoperates on the
message of thetterance and not, as in examde on the
topic.

(2) Omalo gneqai ata; kede
oma=lo gneqai ata kode
no=3SG.M.NOM  be.longFIN here only.NSG
NEG=PP \Y LOC QUAN

Gl
ighia eleghoghalalo te
ighiva elegho=gha=la=lo te
three year=PL=LOC=3SG.M.NOM EMPH
QUAN N=PP PA
Gl
ata palei.
ata pale-i
here stay-FIN
LoC Vv

"It wasn't long here, only foi

three years it stayed here.O (png_WWII_1_628)
G1: The left flat hand, palm oriented diagona
vertically away from the smkerOs body, is move
downward in the upper center of the gesture space.

Example 2:Holding away gesturesetting up a contrast
betweerpropositions

(3) Pozogho dologhu pai kia
pozogho  dolo-ghu pai kia
basically be.friendNMLZ or.maybe
ADV N CONJ

G1
zughuzughu abagnighu
zughu~zughu abagnighu
NMLZ~disagree argueNMLZ

N N

"basically, peace, or otherwis

disagreement and argumegptsr

otherwise anything)O (in_lotu_349)
G1: Both hands, palm oriented vertically away frc
the speakerOs body, are moved downwards ir
center of the ggture space.

Example 3 Holding away gesturesetting up a contrast
betweerpropositions

Speaker JNells the story of the first arrivalf missionaries on
Savo Islandand describedhiow a group of elderly women
communicatewith two missionaries. As néiér of thegroups
speaks the language of the other, the elderly women and the
missionaries communicated by usingitheands. After having
uttered Obecause of that they only used their hands to make
signsO, the speaker inserts some further information
exdaining what could have been the topic of their
conversation. Whilesaying Obasically, peace, or otherwise
disagreement and arguments, or otherwise anything, only with
the hands did they talkbaut it on that dayO, heoduces a
holding away gesturi tenmporal overlap with OpeaceO. Here,
the hands visually mark the point in time where additional
information is added. After having uttered OpeaceO, speaker
JN lists some further topics of talk (disagreement, arguments).
By being executed in temporal owegl with the first item



GESPIN 4

53

listed, the holding away gesture highlights the part of the
utterance inserting additional information and thus visually
foregrounds the insertiorin spoken English, for instance,
discourse markers such fasthermore, in additioror namely
highlight that the present utterance mdding yet one more
item to a list of conditions specified by the preceding
discours®[2: 948] Considering example 3, a similar function
can be attested to the holding away gesture. Haeetwo
vertically oriented handsisually mark the point in time where
additional information is given to provide some further
elaboratioron the possible topics discussedthg women and
the missionariedn another example in our corpus, the gesture
is used wkn aspeaker talks about magimd adds an aside
specifying a particular type of magic (Ovele magicthat
custom thing, vele magitiey took(png_ WWII_3_1615.

All of the discusseé examples above illustrateat theholding
away gestureis able to operate othe levé of the message,
when setting up aontrastor insertinginformation. Yetit can
also be used as a topielating discourse marker when
emphasizinghe speakerOs focus on domclusionof a topic
and the subsequent toptbange By doing so, haling away

or French for example Their formational features as well as
their semantic and pragmatic characteristics matubse
described by other researchers(see [4, 1517]). The
documented formameanings, and functions thus seem not to
be restricted to their use in Indturopean languages but
might have a rather wide crebsguistic and crossultural
distribution [see 14 for more detail] Investigating the
discursive function of the holding away gestures across a
range of different languages would provide a further puzzle
piecefor language specific gpossible universal functions of
pragmaticgesturesExamining the relevance of gestures for
discourse structurthus poses an interesting field of research
by whichfurther insighs into the nature of prgmatic gestes

can be gainechnd, furthermore, on the relevance of gestures
for establishing multimodal utterances.
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6. Conclusion

Based on an analysis of a particular tgfieoragmatic geste
used by speakers of Savosatme article elaborated on the
relevance of pragmatic gestures for highlighting and
structuring  discourse. Taking up FraserOs pragmatic
classification of discourse markers, itas shownthat the
holding awg gesture assumesdiversefunction on different
levels ofspoken discourse structuire SavosavoThe gesture
may operate on the level of the message of the utterance or it
putstopicsof different utterancem relationto each otherBy
doing so, holdig away gestureact on the spoken utterance
and take over speegterformative function as thelyighlight

the communicative athe speaker is engaged in andke this
communicative action visually accessible for the hearer.
Holding away gestures with discsive function thus take over
particular communicative relevance as they not only regulate
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hearers bylrawing attention tepeech act sequenceshesion
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of the functions identifiedor the holding away gestures in
Savosavo with other languages would be particularly
interesting for gaining further insights into the naturethaf
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gestures in a very similar way as akers of German, English,
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The social nature of cognitivé&semidic processes in the semantic expansion of
gestural forms
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Abstract

This paper gives a sociaémiotic account ofive gesture
families. It examines semantic  expansionand
conventionalizatiorin the formmeaning relatins of gesture
families in the gestural repertoire of speakers of urban
varieties of Zulu and South Sotho. Gestural forms vary in the
extent to which they undergo semantic extension and
conventionalization. Gestures that depict concrete objects
have limied related semantic possibilities. Where
conventionalizatin of gesturesoccurs, this process is
motivated by the interaction of both visual cognitive image
scheme and social communicative needs. In the case of
imagistic schema, these can be expanded baseshderlying
metaphorical abstract semantic cores. However, these
expansions are not only cognitiyemotivated. They are
culturally shaped by norms and values underlypiysical

and socialconventions as well as communicative expressive
needs. The gar argues for a socieemiotic framework for

the crosdinguistic analysis of gesture families.

Index Terms: gesture family, semiotic, semantic expansion,
metaphor, conventionalization, soaiognitive

1.

The analysiand classificatiorof gestues hadeen a frequent
topic in the gesture literaturgl]. Various differences have
been emphasized. For example, from a functional perspective,
pragmatic gestures that copvepeech acts or mark discourse,
are distinguished from representational gesttines express
content [2]. Another important distinction has been made
between cespeech gestures and gestures that can convey
meaning independently of speech. This distinction is
connected to the notion that some gesturesspomtaneous,
idiosyncratic ad improvisatory while others are highly
conventionalized3].

Introduction

scholars have proposed categorizing gestural forms into
gesture familied8]. A gestural family consists of different
iterations of a common core gestural form and meaning. The
core form expesses related meanings based on its physical
variation (ie. location or movement) and spoken verbal
context[5].

The semiotic nature of gestural forms and their meanings have
largely been explained in terms of cognitive and embodied
motivaions of gestual production[9]. Speakers map abstract
ideas onto the physical domain (shape, movement and
location), and these metaphorical mappings are conceptual
metaphors grounded in our physical experience of the world.
For example,lte open hand supine gesturggisunded in the
fundamental physical actions of giving and receiving. It occurs
in many cultural groups and can convey many different
meanings and functior], [10].

But one gestural form may not have the same metaphorical
meaning across cultures nokpeess the same number of
functions and meaninggll]. We can see how cognitive
metaphors are produced through the mappingalstract
concepts onto thehysicalthroughvisual cognitive schema.
Theseschema may sometimes be common across cultures
becauseof similar embodied experiences of the physical
world. If there are differencedea source of this variation may

lie in the sociecultural aspects underlying gestural
production?  Much of the semantic analysis of gesture
describes the semiotic motivatiasf gesture as an internal
process of the mind based in physical experighosugh the
body. However, sensmaking is not only an internal coiive
process but a process that occurs in social interaction where
both thought and socicultural values anddhaviors impact
each other

In this paper, | analyse and compare five gesture forms and
their families from the repertoire of gestures in use among

As the number of studies of spontaneous gesture use hasurban Zulu and South Sotho speakers in Johannesburg. |

increased, these distinctions appear less -cetr For
example, representational gestures can function pragmatically
and pragmatic gestes can convey propositional contéy.
Although some c@peech gestures may appear to be
improvisational, the gestural forms-oecur with similar or
related meanings and functions and therefore must have
underlying cultural conventions governing these [5], [6].
Similarly, highly conventionalized gestures such as quotable
gestures or emblems -@zcur with speech and can function
like co-speech gestures [7]

A semiotic approach to the analysis of gesture provides an
alternative starting point fohe analysis and classification of
gestures. It takes a gestureOs core kinesic fEtuned
examines how various components such as form, location,
movement, and combination of body parts vary from one
context of use to another and how these featuresesxpr
variations in meaing and function [8] Accordingly, several

examine: 1) how the referent is depicted in gestionan, 2)

its analogical literal or metaphorical character, 3) the way it
used with speech, 4) whether it has related established gestural
polysigng8]/messages, and 5}he number of possible
meanings each gesture family conveys. | demonstrate how
socb-cultural metaphors contribute to the semantic
productivityand conventionalitpf gestural forms. | argue that
visual cognitive image schema are not only ritgely
motivated but also shaped by social and cultural
communicative needsn the light of tlese findings, | explore

1) the usefulness of using the concept of gesture families to
account for thdull repertoire of gesture) theconventional
rather than the improvisatory natweco-speech gesturand

3) the relationship betweeacurreih gestires ancemblems.
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2. Gesture families

Urban Bantu language speakelim and aroundgreater
Johannesburg, have a large repertoire of conventional gestural
forms. These are used both independently and with speech.
These gesturebave beerdocumented and some Veabeen
analysed based oelicited andfilmed datain spontaneous
contexts of use[12], [13], [7], [14], [19. The analysis
presented herés a first attempt to examine these gestures
from a semiotic perspectiwesing a gesta family framework.

The gestue families selectedrepresent different sizeof
gesture families based on the extent of their semantic
repertoire and degree of conventionalization.

2.1.The sleepgesture

We begin with he gesture fosleepin which the palm of the
hand is held parallel towds one side of the head with the
head and hand slightly inclined to the sitfesome instances

only the head is tilted to the side and the hand is not used. The
form is visually analogous to the position of the head resting
on something when sleeping this sense, it is metonymic in
that it represents one aspect of the act of sleeping (See Figure
1).

Figure 1: The sleep gesture

The sleepgesture occurs in every day talk kiits spoken
equivalent or syngmms thereof A conmonly observed use is

for someone to ask where a person is and for the interlocutor
to answer in South Soth®, robetseDHeOs sleeping®d with a tilt
of the head to the side on the word sleepithen used
without speech, it either gives information that some is
sleeping or asks if someone is sleepitig. performative
function as a statement/comment or question can be deduced
from contextFor example, a person walks down the road with
his friend and pimts to someonsleepingon the sidewalland
does thesleeping gesture.

The gesture has no variation in forother than the optional
use of thehand The use or nomse of the hand does not

example in this community is the gesture fiooneyin which
upturned tips of thumb and first two fingers are held and
sometimes rubbed together (see Figure T)e gesture is
visually analogous to holding or showing money.

Figure 2: The money gesture

Speakers use this gesture in similar ways tosteepgesture.
Independently of speech, it can convey a request, an offer or
express a comemt about a personOs financial state, but this
interpretation depends on context. With speech, speakers may
use it while describing a person who is rich, to comment on
how much money a person might have, to express that
something costs a lot of money oethspent a lot of money,

to ask how much a person has or how much they owe and to
request monejfsee[7] for examples]

Unlike the sleep gesture, it can occur with many spoken
synonyms and related conceptsdim with money.lt appears
that he money gestue ccoccurs with a wider range of
meanings in conjunction with speech because of
significance in every day lifedowever, it there is no distinct
variation in form that equates to a different meaning. For
example repeatedly rubbing forefinger and tbumegether
does not necessarily mean Overy rich.O It could convey the
intensity of a request for money. There m® physical
distinction that makean established difference in meaning.

its

2.3.Thetalk gesture

While gestures for objects and actions lieepand money
have a limitedsemantic range anget of communicative acts
that depend on context for their interpretation, some gestural
families have an established related gestwsinilar in form,

but with stabilized inflections usually in the movement of the
stroke and/or the orientation or positioning of the hatit is

an established message. One example is the gestuagkfon
which thumb and extended abducted fingers make an opening
and closing motion in front of the mouth. The gestural form is
visually metonymic depicting the movement of the mouth. See

change the meaning, and there are no additional meanings thatFigure 3.

the gesture convey#. makes literal referenc® the ation of
sleeping anddoes not have any additionaheanings or
functions. Thesleepgesture can be considered to be a gesture
family with only one member.

2.2. The moneygesture

If a gesture represent@n object or actionthat plays a
prominent social role inwery day life, we often find that
speakers use the gesture with related spoken concepts. An
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Figure 3: The talk gesture

Similar to the money gesture, thedk gesture can occur with
related spoken topics. It can also convey different messages
without geech but these depend on the context suchea®s
talk,0rheyOre gossipidTalk quietlybandTalk louderOin

the latter two cases, the opening between the thumb and finger
may, but not always, be smaller or widddowever, the
gesture conveys anstablished message when speakers
increase the amplituddetween the fingers and thuntd the
maximum as they open and close them, to express the
establishedspoken gloss, O na wede wed®You talk too
much.0

Like the moneygesture, it appears to accompamyange of
spoken meaningall connected to the notion of OtaikBause

of the significance of Otalk® and related activities in every day
life. At the same time, a particular variation in form has
become an established comment/insult. The Otalk too much
gesture can be undéosd in terms of CalbrisO][Boncept of

the polysign with two components, the movement of the
thumb and fingers in front of the mouth and the widening of
the nmovement that combine to form aestablished sign
associated with a specifispoken phraseHere we have a
gesture family with at least two established related forms and
perhaps two slightly less wedistablished variations italk
quietlyandtalk louder

2.4.The child gesture

Another gesture that has a related establigi@gsignis the
gesture forchild in which the fingers and thumb of an
upturned hand touch at the tips ifimger bunch(see Figure
4).

Figure 4: The child gesture

Speakers usually gloss the foemachild and commonly use it
with speeh to indicate a childOs age by holding it out to the
side to indicate the childOs heigium the groundwithout
expressing this information in speech. Speakers also use it
when talking about a sibling to indicate whether the brother is
older or youngerThe gesturer positions the hand (held out to
the side) in relation to the self either below head height to
indicate a younger brother or sister or above head height for an
older sibling again without expressing this information in
speech. However, it hasralated quotable form. When held
out in front of the speaker at stomach level and moved
sideways back and forth it is an established and recognizable

insult meaningrouOre a small bay other words, you are as

d’neffectual or useless as a small boy.

The finger bunchno longer analogically depicts the referent
directly. One can surmise that the finger burcduld be
depictingsomething small, and therefore we can say the form
is metonymicand abstractepresenting a key characteristic of

a childhood. At he same time it is metaphorical in that
childhood is being depicted in terms of size. Alternatively, it
could be suggesting the Oese® or Ocored of humanity, or out
of childhood comes adulthoadThis interpretation could be
plausible especially in theght of the taboo on using a flat
hand parallel to the ground to depict a personOs height. A flat
hand can only be used to show the size of an animal and it is
taboo to use it to show a personOs size.

It has a related established gestural form and mgattiat
involves three combined physical components, the bunched
fingers upward, in front of the stomaahith lateral transverse
movements. Thesecomponents make up an established
polysign involving two analogical links, a form gfeasign for
smallness and movement sign. ransverse movements have
been noted in the Open Hand Supine gesiurthis context
when two hands are held with palms up and moved laterally
across one another to show something is lacking, there is
nothing to hold oreceive

The same gestural formprominentamong lItalian speakers
has a different set of meanings and functions based on how it
is metaphorically understood in that speech community. While
there may be somsemanticsimilarity in the physical form
depicting the Oaxiction of the core or essence® or essential
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core equals small versus child equals small, its semantic concept of Oseeing/perceiving.0 The basic form is combined
application is quite differentAmong Italians, ts underlying with other physical componento make different established
form-meaningrelation allows it to have multiple pragmatic polysigns. When directed towards the eyes, the gesture
functiors in relation to speecfl]. Among Bantu language expresses Olook/see.O If the eyes are open wide, then the
speakers, it represents a concrete object. The possibflity gesture is a warning to OWatch out.O0 When there is a

Opersonhoodd is there, but the gedbe® not cabccur with movement of the hand with first and fourth fingers exézhd
many concepts related to that notiddeither does the gesture diagonally up and down across thacé, it expresses that
occur with concepts related to Oessence® alin®ssO Its someone isleverOstreetwise and city slick.O If this movement
core formmeaning relation is with Ochild.O is combined with wideopen eyes and/afigorous movements

of large amplitude of the hand, then the person is extremely
2.5.The clevergesture streetwise.However, if the gesture is done with minimal

amplitude of the stroke and eyes are wide oplea gesture
means the person is a crook. If the extended index and fourth
finger are held towards the interlocutor or up in the air it
expresses the meaning Ol sea® which is a common
greeting. If the index and fourth finger are held close against
the body in a particular direction, the meaning is a warning
that someone in a certain location (opposite to where the two
fingers are pointingd in other words the direction that the
person is lookiny is watching the persoto who you are
making the gesture.

The last gesturéamily to be presented herg the gesturefor

clever Ostreetwis® Its core form involves pointing the
extended index and fourth finger towards the eyes of the
speaker (See Figure 5lts core meaning relates to Oseeing.0
Analogically it metonymically depicts Oseeing® by pointing to
the eyes. Howevethe Oseaj® is metaphorical as Cienki][16
points out suggesting that with tteever gesture Oseeing®
metaphorially equals Oknowirl In this cultural context, the
particular notion of Oseeingd is related to being open to the
new, forward looking, progressive and urban. Ttlever
gest_urg can_be understood n contras_t to the gesturedor In this case, we see that thé&hough therdas a literal use of
stupiddn which the fIat_paIrp IS drawr_1 diagonally across the . the gesture as in O metaphorical nature artie cultural
face to show Ono_t seeing,O sight being cut off or a person .W'thmeaning of the metaphor underltae gestur®s polysemy
a closed mentality. The common spoken word with this allowing it to generate many défentbut relatedmeanings

gesture isbari Oa stupid/backward/rural persgoountry : :
bumpkin)® It comes from the old Afrikaans we baar thathave becomestablished polysigns awthblems

meaning Oraw native.O Thlkever gesture is culturaly : :
metaphorical in that it connotes Oseeing® in terms of OKhowing 3. Discussion
in the urban environment. describes a person who agert, Gestural formsthat have a limited semantic range, in other
streetwise urbanand progressive/modern encapsulated in the grds, they express a sieglmeaning are often literal
termcleverthatdoes not mean intelligent in the local spoken metonymicdepictions of every day objecasmd actions. These
varieties but Ostreetsmand city slickO gestures are visually analogous to their concrete referents.
Where objects or actions play a greater social role, their
gestural representations often occur with semantically related
spoken words and phraseBhus the gesture may expses
different but related meanings determined either by speech or
context, but not from the fornfor a wellformed physical
distinction) of the gesture.Where a particular phrase or
message such as a common state or an insult becomes socially
establishedby frequent use and consequentdgntiguity of
spoken phrase andistinct wellformed gestural components,
an estalished gestural message or emblem reshitsere the
gestural form becomesetaphorical, it can generate a number
of related or polysemous meags If the metaphor is
grounded in sockeultural and historicalconcerns, it can
generate more meanings in which the components of the
gesture become contiguous and established semdt The
extent to which the analogic componetiscome contiguous
and result in anedablished formmeaning relatiomepends on
the extent to which they areeeded andised among a group
of speakersWhat appears to extend and conventionalize a
gesture family is the combination of baibtentialconceptual
and sociocultual metaphor.
Figure 5: The clevegesture In previous work on gesture families (for example [1], [4],
] ) ] ] ] o [10]), the semantic theme of the gesture family is abstract.
This gesture can be used in conjunction with speechitith  Here | argue that there iscancrete literal meaning to the core
spoken equivalent and synongrtheeof as well as with other  form of all gesture familieshat then beconseabstractd
related words and phrases that describe the characteristics Ofthrough metaphorical processes. The extent to which a form
what  constittes Oa cleverO or metaphorically a generates variation and abstraction dependh@nonceptual
Oseeirlgnowing personO such as being witty, entertaining, potential of the gestural forand social communicative needs.
everyone else as well #svaring the system. transfom into the metaphor of knowing and thabstract
notion of Ostreetwisamowledged for examp®Bpeakers could

This gestural formalso expresses a range of established haye extended theleep gesture to mean dull and boring.
meaningsindependently of speedtat are all related to the
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Instead thestupid gesture is used with metaphorical phrases [2] Colletta, J. M., Pelleng, C. and Guidetti, M., OAge related

such asbekaleleOsleepingdpll and boring® to talk about a changesin co-speech gesture and narratives. Evidence
person who lacks the communicative skills to be entertaining from  French children and adulisO Speech
and therefore cleverOstreetwise.O Communication 52:5655676, 2010.

[3] McNeill, D., Hand and MindChicagq 1992.
[4] Ladewig, S. H., The cyclic gestu®, in C. MYller, A.

4. Conclusions Cienki, E. Fricke, S. H. Ladewig, D. McNeill and J.
] ) Bressem [Eds], Body, Languag€ommunication.An

Some gesture forms have more iterations than others. A International Handbook on Multimodality in Human
gesture family can consist of a single gestural Interaction.  (Handbooks ~ of  Linguistics and
expres®n/meaning. Gestural families vary in their semantic Communication Science 3B), 16051618, D& Gruyter
possibilities based on the analogic and metaphorical nature of Mouton, 2014.
their gestural forms and their social significance. Within a [5] Bressem, J. and Muller, C., OA repertoire G&rman
gesture family, some iterations are less well established than recurrent gestures witlpragmatic finction®, in C.
others. In othe words, they do not conform tavell- MYller, A. Cienki, E. Fricke, S. H. Ladewig, D. McNeill
formedness [1]l Sometimes a particular iteration of a gesture and J. Bressem [Eds], Body, Language. Communication.
comes to have an established meaning or exprebaied on An International Hndbook on Multimodality in Human
communicative needs and frequency of .uséetaphoric Interaction.  (Handbooks  of  Linguistics  and
processes provide the mechanism by whicstiges have the Communication Science 3B), 15751591, De Gruyter
possibility of expanding semantically but these expansions are Mouton, 2014.
shaped by sociocultural concerns that determine semantic [g] Ladewig, S. H., ORecurrent gesturésGG. MYller, A.
productivity and emblematic establishment. While the idea Cienki, E. Fricke, S. H. Ladewig, D. McNeill and J.
that metaphor is a primarily a cognitive phenomenon and Bresem [Eds], Body, LanguageCommunication.An
thought is grounded inembodied experience, soetoltural International Handbook on Multimodality in Human
notions andcommunicative requirements shape how vilsual Interaction. (Handbooks  of  Linguistics and
embodied concepts are mapped onto the physical gestural Communication Science 3B), 15581574, De Gruyter
domain. Mouton, 2014.

] R o [7] Brookes, H. J., What Gestures Do: Some
Using the concept of Ogesture familyO allows a coherent’  communicative Functions of Quotable Gestures in

account of a speech camunityOs gestural repertoard also Conversations among Black Urban South AfricansO,
allows for more systematic and empirically grounded eross Journal of Pragmatic87:20442085, 2005.

linguistic comparisonsThere appears to be continuum of both [8] Calbris, G., Elements of Meaning in Gesture, John
semantic and functional expansion and conventionalization Benjamins, 2011.

within each gesture family so that thensecoreform can on [9] Cienki, A. andMYller C., Metaphor and Gesture, John
some occasions be pragmasiod on others representational, Benjamins 2008

on some occasions less context dependent and othees quit [10] MYller, C., ®orms and uses of the Palm Up Open Hand.
well established Some of these iterations may involve A case of a gesture famil§? inC. MYller and R Posner
changes and combinations in the physical shape, location and [Eds, Semantics and Pragmatics of Everyday Gestures,
movement of the core gestural form. 233256, Weidler, 2004,

_ _ _ [11] McNeill, D., OThe Emblem as MetaphorQ, in M.
Finally, in analyzingthe coreform of a gesture as part of a Seyfeddininpr and M. Gullberg [Eds], From Gesture in
gesture family the termrecurrentgesture has been introduced Conversation to Visible Action in Utterance, John
to describe the discovery that many-speech gestures have Benjamins, 7894, 2014.
features such as location and mment that demonstrate an [12] Brookes, H. J.,00 clever OHeOs streetwise.0 When
underlyingcognitive and culturatonventionality [4], [5], [6]. gestures become quotable: the caisihe clever gestufg
With the ability to capture cepeech gestas on video and Gesture (2):1670184, 2001
build up a database dhe in situ uses of particular gestural  [13] Brookes, H. J.OA repertoire of South African quotable
forms, we see that espeech gesturing ieds idiosyncratic gestures.O0 Journal of LinguisticAnthropology,
and inprovisatory that first thoughtRecurrent cespeech 14(2):186ER24, 2004.
gestures share similar functional and structural characteristics [14] Brookes, H.J.0Amangama amathathu OThe threedditer
to emblems/quotable gestureBerhaps an emblernan be The emergence of a quotalgiesture (emblent) Gesture
considered as one step further along the continuum towards 11(2):194E918,2011
iconization within a gesture familybased on social [15] Brookes, H. J., 2014n M. Seyfeddininpur and M.
circumstances that involve either practical or abstract Gullberg [Eds], From Gesture in Conversation to Visible
ideological concerns Action in Utterance, John Benjamins,-98, 2014.

[16] Cienki, A., OWhy study metaphor and gesture?0, in A.
Cienki and CMVller [Eds], Metaphor and Gesturg25,
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Abstract

Anecdotal evidence suggts that both pitch range and

Sara.Brugnerotto@studenti.unipd.it

However, thoughthe dynamics of successful speaking
attract the interest of many, there is a lack of dentific
research focusing on theuantitative measurements of

gestures contribute to the perception of speakersO liveliness inPerformance

speech. Howeverhe relation between speakersO pitgige
and gestures has received little attentibinis possible that
variations in pitchrangemight be acompanied by variations
in gestures, and vice verskn second language speech, the
relation betweenpitch range and gestures ight also be
affectedby speakersO difficulty in speaking the L2.this
pilot studywe compareglobal pitch rangeand gestureratein
the speech of Bative Italian speakerselling the same story
oncein ltalian and twice in Englishs part of an ktlass oral
presentation taskThe hypothesis tested ihat contextual
factors, such aspeakersO nervousness witte task cause
speakers to use narrow pitch range dindted gesturesa
greater ease with the tagkue to its repetitiorcause speakers
to use a wider pitch range and more gesture¥his
experimental hypothesis is partially confirmed by the results
of this study

Index Terms pitch range variation gesture ratestory
telling, English L2 Italian L1

1. Introduction

One of the goals of public speaking classes is to teach students

to use a Olively® voice whisliveing a speech. This means
that students should speak with voice that varies in
intonation, rhythm and volumelhis is becauseybvarying
intonation, rhythm and volumespeakers can emphasize
important points of their discourse and deemphasize others
and thus help listenerfellow the information flow In other
words, variation in speech helgisteners maintain their focus
on the speakerOs message and not wandeBv2hy

In addition to voice, public speaking classes emphasize the
importance of body languade discoursestudents are told to
maintain an ope body position and to uggaze and gestures
to highlight parts ofspeech. This contrilies to maintaining
the listenesO attention by providingthem with a visual
channel, in addition to the audio channel, that helps them
follow the information flow

For secondlanguage learnerspsaking in publidnvolves
planning thoughtsdiscourse structur@nd words,together
with intonation and gestureén a language that is not their
own. This results in a venheavy cognitive loadhat may
impair one or all level of output: linguistic, prosodic, and
gestural. As a result, secotahguage learne@delivery of
speeches in public may appear incongruent or tedwitis,an
effect on the successful outcome of their presentations.
However, in L2 as in L1 performancecan be improved
through preparation and rehearsaklhich can contribute to

This paper reports on argiminary study aime at
investigating how contextual effects, such as nervousness for a
speech delivery, may affect speakersOofiggtch range and
gedures This is done by presentingn investigationof the
global pitch rangeand gestural characteristics of 3 Italian
speakers of English engaged in a stmfling task in Italian
and English.

2. Pitch range, gesturesand common
ground

It is known that in mst languages meaning and emphasés
created by means of variationt the fundamental frequency
(or Ry of the humanvoice The range over which these
variations may occur is called pit¢br ) range. Typically, a
voice that is heavily inflected, thi, has awide pitch range,

will sound animated; a voice that has a narrow pitch range will
sound monotone. Thusgitch range has been used as a
measure of speaken@sceived livelines§l, 2, 3]Ethoughthe
useand interpretation of pitch rangeay vary depending on
language3, 4 5 and socioculturagociophonetic factor].

It has been suggested that L2 speech may be characterised
by limited pitch variation and a narrower pitch range than L1
speech 1, 2,3, 4, 8, 9, 10, 11]. It is possible, in fet, that
prosodic informationis processed differently by native and
nonnative speakers because of their difféerdavels of
competence in the L1/LZor example, as suggested [3Y,
non-native speakers may rely more on segmental, as opposed
to prosodic,information to get their meanisgucross, given
the fact that they lack the amount of exirauistic
knowledge that native speakers can rely on when
communicatingDifferences in pitch rangm L1 and L2may
alsobe more conspicuous particular speakig styles, such as
formal presentations1] 2, ], during which nomative
speakers may be particularly focussed getting their
meanings across} the expense of prosody.

A framework for measuringylobal pitch rangecross
linguistically was first esblished by Ladd[13], then
elaborated by Patters¢h4], and finaly by Mennen et al3;

4]. Within this frameworka number ofmeasures are used
quantify differences in pitcHevel (.e., the speakerGwerall
pitch height or register) and pitch spéire., the speakerOs
range of frequencies in a speech sampléese includd
max, min,meanand median as well adinguistic measures,
linked to specific linguisticalhdefined laimarks in the FO
contout

A differentmeasure of pitch rangeas usedy Hincks [1,

reducing the contextual factors, such as nervousness, that 2] to compare speakersO livelinessver long stretches of

affectspeakers€bngruencand delivery

The worldwide success of public speaking classes shows
that students calin fadb learn to modify their voice and
body language habits in discoursed give oral presentations
that areeffectivein holding the audience® attention

speech. Hincks lookealt the normalized standard deviation of
Fo, and found that a value of pitch variation, which she called
pitch variation quotient (R/Q), strongly correlates with
perceived speakersO liveliness, though only weakly with
speakesO proficiency level.itth variation appeared to be a
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stronger perceptual cue to liveliness in male speech than in
female speeciShe concluded thatitch variation may not be
the only measurenf speakersO livelineghythm and intensity
being also measures ofivelinesy, but it is certainly an
important one.

Research has shown thaipeech and gestureare
interconnectede.g., 15, 16]. According to McNeil[17, 18],
speechand gestureare syrhronous at the semantic level, as
they are ceexpressive of the sammderlying meaning; at the
pragmatic level, as they @mcur to express the same
pragmatic function; and at the phonological level, as gestures
are temporally coordinated with the plobogy of the
utterances.

A number ofstudies haveexaminedthe relationship of
prosody and gestures focussing in particular on the
investigation of the temporal alignment of gestures with
prosodic prominencge.g., 19, 20, 21, 22, 23]. Evidence has
been fomd thatgesturesare coordinated withprosodic stress,
but there is little consensus as to how exactly gestures are
aligned with prominent parts of speefhg., 24, 25, 26, 27,

28, 29]. Beat gestures might have a stronger influence on
speech production #m representational gestures [3@].is
possible that somgesturediave an effect othe perception of
speech prominencdzor example the realization of a visual
beat in association with a prosodically prominent waed an
effect on the acoustic readiion of the word, andauses that
word to be perceived as more promingtan theneighboring
words[30].

While research has focussed on the synchronization of
gestures with prosodic prominencae trelatioship between
speakersO gldbpitch rangeand @stureshas received little
attention.Anecdotal evidence suggests that thmight be a
relation betweerthe amount of pitch variation ispeakers®
speechand the extent to which spkars gesture when they
speak In fact, it is highly likely that speakersonvey
paralinguistic meanings through their voices well as
through their gestures.

Co-speech gsturesseem tofulfill a number ofunctions
and may in fact be multifunction@leviewed in 31, 32, 33].
Gestureshave been shown téacilitate speakers@ognitive
processesduring speech productiofor example, they seem to
help speakers conceptualize, retrieve lexical items, manage
cognitive loads, organize informati into syntactic
constituentsGestures alsgeemto be planned and produced
with the adiresseeOs needs in mind, andplsy a role in
communication For example,speakers produce more and
larger gestures when they see their interlocutptign when
they do not (e.g., when theye talking over the phon34].
SpeakersO gestures are affected bycommon groundthat
is the amount of knowledge that is shared between the
participants in a spoken interactiolt has been shown that
assumingcommonground causespeakerdo use less words
in their narratives than wheno common ground can be
assumedbecauseén the first casespeakerscan rely on their
interlocutors to understanidhplicit referencels on the other
hand, common ground produces iaereasein the use and
extent of gestures during speechossibly to enhance
communication with he interlocutors[31, 32 33]. Finally,
gestures may be constrained alby contextual factors,
accounting for individual differences, speakersfibtienal
involvement, etcThese, however, are still largely unexplored.

In L2 communicationL1 gesturesapper tohave areffect
on L2 gesturesit all stages of leguage developmenin fact,

L2 acquisition is characterized by processes of transfer and
interference of gestures from the L1 to the L1 that should be
studied, together with verbal language, as padit the
interlanguagé¢35, 36, 37, 38, 39, 4Q 41].

Some tudies suggeghatbilingual speakers might gesture
more than moolingual speakersecause gesturing helps them
formulate their spoken messagedis a way tocompensate
for the reduced proficiencyn their L2 [42]. In addition,
speakerswith low levels of competenceaight usemore L+
specific gestures tharspeakers with higher levels of
competence40]. L2 speakersO greater use of gestures than L1
speakersnight be explained on cognitivgrounds that is,due
to the cognitive complexitythat speaking a foreign language
requireg43].

However,studies do not suppotnambiguously the idea
that bilinguals use more gestures than monolinguatker
factorsbesides reduced proficiency in the rfay account for
the differences betweethe use of gesturs in L1 and L2
Communicationand contextuafactors might affect gesture
use in L2 speakers as they do in L1 spealens.example,
commonground might have an effect &2 speakersO gestures
and lead to ioreased gesturing that is unrelated to L2
speakersO proficiency lev@l, 32, 33] Contextué factors
such astask expressiveness, nervousneas well individual
factorsmight also affect L2 speakersO gestiM&nladis et al.
[44] examined the relatiorship between gesture ys&2
proficiency level and task complexity in a story rectdksk
They found only weak evidence supporting the idea that
increasedask complexityleads to increased gesture use, and
suggest that gesture use might also be relatazpressivity
as well to the speakerOs gender

What happens when L2 speakers speak in front of an
audience?A number of factors may determineow L2
speakersO use their voice and gestures in a public presentation.
Public speaking training classes insi$tat speakers can
improve their norverbal communication skills by learning the
basics and rehearg) before thg give thér speech in public
It is assumed thakhearsal may help the speaker lessen the
tension sound and look less stiff, more natuding the
presentation, ande more pleasant for the listener to hear. For
L2 speakersteducing theension maysignificantly impact on
the verbal and nemerbal production in L2, and bring about an
improvement in both.

There is little s@ntific researcho support théveliefs and
assumptions of publispeaking training classe3o fill this
gap, this paper reports a preliminastudy of students@on-
verbal behavior ira presentationn front of aclass. The study
is part of an investigation aimed at urstanding speakers®
use of voice and body language in public speakingvell as
how nonverbal communication can be enhanced though
formal instruction The study examines thepitch range and
gestural characteristics of 3 Italian speakers of English
engagd in a storytelling task in Italian andEnglish. The
hypothesis tested is that contextual factors such as
nervousness or performance anxieflf cause speakers to use
narrow pitch range and reduced gesturigeatereasewith
the ask (because of rehaat and/or greater familiarity with
the task will cause speakers to use wider pitch range and
more gesturing.

3. Experiment

To test theexperimentahypothesis this study compare the
pitch variation quotient (?Q) [2] and theoverall number of
gestures ofhree ltalian speakers telling the samergtonce
in Italian and twicein English, as part of an ddass oral
presentation task.

3.1. Subjects, Method and Materials

The subjects were part of a larger group (@D) subjects
who took part in the experimerthey were all English.2
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learners, participating in a publispeaking class, master Because of thisfor this analysis, we grouped together all
degree level, taught by the first author. All subjects were iconic and noriconic gestures. An analysis of the speakersO®
female,mean age 22.75peakers oftalian L1 andstudents at gestures classified by type will be carried out in the next phase
the Universityof Padovawith a competence of Efigh at the of the study.

B1 level ofthe CEFRThe dateof the remaining 7 subjects are Gesture rate was calculated for each datafdlowing a
under analysis. procedure used in Nicoladis et al4]. Gesture rate is a

The speakertiad to tellthe classa fable AesopOs OThe measure of the percentage of word tokens accompanied by
Fox and The CrowQhat they had previously read at hame gesturesand is calculated by dividing the number of gestures

The speakers told the story a first time in #ali an right by the total number of words multiplied by a hundrElde use
afterwardsin English They therrepeatedhe sbry in English of this measureontrok for individual differences ispeech.
a second time a week latérhus, he first time the speakers To calculate the gesture rate for thisalysis we couetl
told the fablein Italian and Englisithey had little time to all thewordsused in the selectagtterancegor each speaker
prepare for the taskhe second timéhey had much mar time SpeakersOdisfluencies repetitions and correctionsvere
to prepare the story at home before repeating it in .Cldes computedaspart ofthe total number of word$However they
speakers were videmcorded by the teacher. Each recording were also conted separately, as they may reflect grammatical
lasted about 9020 seconds. or lexical difficulties that speakers magnd tocompensate
The three data setwill be referedto as Itdian (=ltalian with their gestures.
L1); Endish 1 (=English repetitin at time J and Engjsh 2
(=English repetitionat time 3. 4. Results
Out of the whole material, the authors selected 10
utteranceghat wereused by all the subjects tellirige fable. 4.1.Pitch Variation

In theseutterancesthe concepts expressed were the same,
though the words antype of sentences used by the speakers Tables 2 and 3 showthe F/Q datafor the three speakersas

were different. The purpose of selecting only thterances calculated, respectively, for the whole story and the selected
that were used by all speakers was to compare, for any given Uttérances o _
utterance the possible coccurrence of one or more gesture. Table 2 shows that all speakesaty their pitch more in
The selectedtterancesire repated in Table 1. the Endish 2 task than irEnglish 1 or ItalianInterestingly,
for all speakers the PVQ of Italian ¢gemparable to the PVQ
N. Utterance of English 1,showingthat at time 1 the speakers did notse
1 Once upon a time a very varied pitch in English or ltaliaiThis difference is
2 Itwas flying around greater for speaker than for A or B.
3 On the shelf of a window At the ANOVA test, he difference inpitch valuesin the
4 It flew down three task was highly significant foall speakersfor speaker
5 It picked up the cheese A: F(2, 21421) = 337.06, p <.000fxthough thedifference
6 It went to the top of the tree between PVQ in Italian and Englishwias notsignificant ata
7 The crow opened its beak Tukey HSD test;for speaker B F(2, 17022) = 936.12, p
8  The cheese fell to the ground <.0001;for speaker CF(2,24426) = 1724.9, p <.0001.
9  The fox caght it
10 Itran away PVQ- ltalian | English 1 | English 2
story
Table 1: List ofutteranceselected for the analysis. Speaker Al 0.17 0.18 0.21
Speaker B| 0.22 0.23 0.24
3.2.Data Analysis Speaker C|  0.20 0.20 0.26

The audio signal was extracted from the viglesing theAVC
software (available athttp://www.anyvideo-converter.comn)/
The audio signal wasnported in Praatwww.praat.org, and
pitch was measuredeting the pitch floor to 75 Hz, and the
ceiling to 500 Hz (since all the speakers were femal€he

Table2: Pitch variation quotient for the three speakers in
the entire story in Italian, English 1dpetition at time 1)
and English 2 (repetition at time.2)

boundaries othe selecteditterancedn the audio fileswere PVQ- ltali Enalish 1 | Enalish 2
marked on a text gridTo calculate the YQ, following a utterances talian ngiis nglis
procedure ndicated in [2], the pitcHistings were extracted Speaker A 0.18 0.20 0.18
from each audio file, the outliers were removed, mean and Speaker B 0.22 0.22 0.24
standard deviationwere calcuhted, and the data were Speaker C| 0.23 0.19 0.25

normalized dividing thetandard deviatioof F, by the mean.
This procedure was carried out on both the whole audio files Table3: Pitch variation quotient for the three speakers in
and the selectedtterance. The statistical signifiance of the
results wastestedwith oneway ANOVAs with task as a
factor,andposthoc Tukey HSD tests.

The audio signal was then imported in Elan
(https://tla.mpi.nl/tools/tldools/elan).  An analysis was
carried out toannotate each gesture-cocurring with the
selectedutterancesn the three data setsdlian, Endish 1 and
Endish 2). At this preliminary stage of analysis, thén was
only to get a total count of the gestures, per speaker and data
set, so as to verifyf there exists any relation between the
variation in the speakersOVB® and their over#i gestures

the séected utterances in ltalian, English 1 (repetition at
time 1) and English 2 (repetition at time 2)

Table 3 showshe PVQ da for the utterances onlgpeaker

A appears to vary heneanpitch more in English than in the
other two data sets, but thefdiience in PVQ in the three data
sets is not significant at the ANOVA teSpeakeB varies her
meanpitch more in English 2 than in Italian and English 1
[F(2,22) = 11.73, p 0.00034], with a difference between
Italian and English 1 that was not sigoént at the poshoc
Tukeytest. Speaker C has higher mean pitch values in Italian
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and English 2 than in English 1, but the difference between the speaker C and A gesture more than speaker B. Speaker C has

three data sets is not significant at the ANOVA test. the highest gesture rate and PVQItalian; her gesture rate
decreases in English 1 to rise slightly in English 2; her PVQ
4.2.Gesture rate also decreases in English 1 to rise considerably in English 2.

This speaker also has the highest percentage of disfluencies
and corrections in the data sets. Speakerand B show a
considerable increase in gesture rate from Italian to English 2.
For speaker A, this increase in gesturing cannot be clearly
linked to her (non significant) variations in PVQ in the three
tasks; however, this speaker shows a high percentadge o
difluencies, especially in English 1, which might be related to
the increase in gesture rate and requires further investigation.
Speaker B has the lowest gesture rate in lItalian; this rate
increasesn English 1 and English 2n English 2she has
showsanincrease in PVQ.

Figure 13 show the gesture rateand perentages of
disfluencies, repetitions and correctidios the three speakers
in Italian, English 1 and English Bespectively

The data show that for two speakers gesture rate increases
from Italian to English 1 to English 2; for the third speaker
gesturerate is highest in Italian, and then slightly higher in
English 2 than in English Disfluenciesand correctionsre
most frequent in English hut they occur, for two of the
speakers, also in English 2; two speakers shssme
disfluencies and correctigalso in Italian

B(03'4" M(03'5" M(QF'E" 5. Discussionand Conclusion

This studyis a preliminary investigation of theelationship
%!" betweenspeakersO global pitch range and gestbased on
the assumption thaheir combined effect mightontribute to
the perception of speakéidiveliness in speechhe datarfom
this studyallow us to draw only tentative conclusions, which
await confirmation in future studies.

Global pitch range and gesture ratere comparedh the

speech of 3 native Italian speakerbe speakers told therse
|_| l story in ltalian and in English and then, a week |ater
)" ' o ' o ' o English again. The presentations were part of the studentsO
’ ) activities in a publiespeaking class.

The analysisshows thatwhen thespeakersepeated the
story in English the second time theitch wasmore varied
thanwhenthey toldthe storyin Italian and/or Englisthefirst
time. This is interesting sincepeakersare expected tshowa
wider variation in pitch in their native languaged not in the
L2 Bas reviewed in ©,1 2 speech tend® be characterised by
limited pitch variation and a narrower pitch range than L1
speech It is possible thathe speakers used wider pitch
oI — range in the second repetitiam Englishdue to stylisticand
contextual factors. Aat is, theyhad more time t@repare put
# - a greatereffort in performing well, had less tension in
accomplishing the task, etdt can be hypothesizedhat
" r r | r knowing the task, being able to prepare aedearse for it

&0 +,)" - +o* 124+ creates the conditions for sounding more lively in speech.
However, we realize thatto really evaluatethe impact of
rehearsabn global pitch rangghe experimental design needs
to include also a second repetition of gtery in Italian This
0(03"4" @(03"5" W (03"6" would allow us to compare the studentsO performances in the
second repetitionni Italian and English, and see how pitch
%!" range changes with respect to the first repetition in both
—| languages. Thiwill be done in future work.

. The gesturedata showas expectedndividual differences

in theuse of gesture§ hethreespeakers show qeitdifferent

$" 1 gesture rates iltalian. Also, for speaker#\ and Bgesture rate

is lowest in Italian,icreases in the first repetition in English,

#1 and is highest in the second repetitior speaker C gesture
|_| . |_| m rate is highest in Italian, it is lowest in tffiest repetition in

' ' ' ' English, and rises again in the second repetition in English.

Speakers A and BQscreased gesture ratm the first

repetition in Englishcan be explained on both cognitive and

communicative groundg31, 32 33] The speakers may

gestire more in English than in Italian because gestures help

themtell the story inEnglishL2, whichis a complex cognitive

activity. At the same timethe speakers may gesturere in

English than in Italiadecause thegre adapting their gestures

to addrases with whom they share common grourttie

speakers are telling the story in front of the classl the class

has heard the story befo@peakerCOs lowest gesture rate for

$#

it

#

IS YGHE ("Yo)+ (. &("

0(03'4" B(03"5" B(03"6"

= %"

I"HE YoHE ("%)+",-(*. &

IS YHE (") " ~(*.&("

O 0¥ 12445

Figures 1-3. Gesture Rate, DisfluencieRepetitions and
Correctionsin Italian (top), English 1 (center), and English 2
(bottom).

To test the correlation of the present data with the data on the
pitch variation we ran Speaan correlation tests, but they did
not yield positive correlations, probably because of the limited
data provided. However, the data show some trends. Overall,
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the first repetition in Englisttannot beattributedsimply to
cognitive or conmunicative factor®vhich wouldboth lead to
increased gesturing.ddtextualor individual factors such as

the speakerOs tension for the task, might have affected her

gestures.

Finally, the data show thain general, speakersiider
pitch caoccurwith higher gesture rate, providing preliminary
support to our hypothesis.

This study has some obvious limitatipnghich will be
corrected inits continuation One relevant aspect that this
study does not tackle concerns the nature of the gestures
produced bythe speakerdg-uture work mightshow that, for
example,L2 speakers produce more deictic gestures in L2
than in L1, as has been shown in much previous resgagch
45]. The use of iconic gestures in this taskalso worth
investigating.Classifying thetypes of gestures produced by
the speakers is deedimportant for drawing conclusions in
this type of study.

The investigation will be expanded with the addition of
more subjects sa well as the analysis of other acoustic
parameters that might contribute te therceptiorof speakers®
liveliness.Also, the subjects wilbetestal a second time also
in Italian to obtain data that are comparabléth second
repetition in Englib.

In spite of its limitations, we believe that this study shows
that investigating the relation between global pitch range and
gestures in first and second language speech is worth
pursuing.
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Hand gestures and speech impairments in spoken and sung modalities
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Abstract movements of the upper limbs, and rhrbymanq gestures [22]. _
Thus, studies on bimodal language production of people with
,Q $OJKHLPHUTV GLVHDVH $' VWXGLHKY Bueth & PR PXdd 28 urdeifedVdpBeeh and upper
do not treat aspects of speech and hand gestures in alimb apraxia, but not in a concomitant way. However, the
concomitant way. However, mangtudies describe either  multimodal nature of communication has been widely reb
apraxia of speech, or orofacial apraxia, or upper limb apraxia, (e.g. [6], [8] and [25]). An argument in favor of ontogenetic
or aphasia. This paper reports an original protocol exploiting links between hand gestures and speech is the fact that around
speech, singing and hand gestures to evaluate the correlation12 months old babies begin to use pointing, which announces
between upper limb and speech apraxia iokep and sung the emerging of first words, and then of syntax [6]. Later,
modalities in 4 AD patients paired with 4 control participants. betwea 2 and 5 years, children produce iconic gestures
We did not evidence any speech apraxia in our AD patient together with speech [13]. Recent studies [16] show ontogenetic
population, unlike upper limb apraxia. However significant  |inks between music and language, which could exptiaén
differences were observed on productions of hand gestures andimpact of music, and notably singing, on people with AD, in
speech between the patients and the control participants. particular on attentiongommunication and motor disorders
Regarding patients, the movement, configuration and ([5], [10]). In this context, comparing communicative
orientation of hand gestures were slightly altered. The hand productions in spoken and sung modalities could help better
gestures alteration seemed to depend on their value but not on understand the underlying effects of music on communicative
the spokervs sung mdality. The simultaneous repetition of productions of people with AD.
connected hand gestures affected also both vocal and speechThe aim of th$ study is to investigate communication
productions. More specifically, hand gestures seemed to impact impairments of persons with AD. Here, supported by the results
the production of speech. The modality (spokersung) also obtained from a previous case study ([3], [4]), we assumed that
seemed to influence speech proiilens at different degrees:  the communication impairments would include a concomitant
patients made more errors in singing, and the more with ypper limb and speech apraximd a deterioration of hand
connected hand gestures showing a double task effect. gestures quality and of speech to a degree depending on the
modality. We also hypothesized that deictic gestures would be
Index Terms: $O]JKHLPHUNV GLVHDVH JHVWpeldd preéévadithdn iddSddads. Bs deictic gestures develop
upper limb apraxia, voice quality, singing, speech first in speech ontogeny ([8], [9]), thepwld be better anchored
than iconic ones. In view of these elements, the developed
protocol is presented below.

1. Introduction

According to the World Health Organization (WHO), 2. Meth0d0|ogy
$O]KHLPHUYVY GLVHDVH $' LV WKH PRVW |UHTXHQ\Q/ FDXVH RI
neurocognitive disorder [21]. This neurodegenerative disease Experimental design

includes symptoms, such as amnesia, agnosia, attention an original experimental protocol, approved by Grenoble
disorders, apraxia, apsia and dysphonia [17, 21, 22, 23, 26], CERNI ethic committee & RPLWp GT(WKLTXH SRX
which impact communication. This paper focuses on aphasia Recheches Non Interventionnelle4/09/2013), was designed
and apraxia in AD. Aphasia consists in the impairment of {5 study aphasia, speech and upper limb apraxia in a repetition
perception and production of language. It has been the main a5k This protocol was first tested and improved through a pilot
focus of most studies on communicatidisorders in AD as study (3], [4]).

aphasia is easier to spot than apraxia [1, 26]. Apraxia is an participants were asked to repeat 8 nursery rhymepased
impairment in the ability to program motor execution, like  of g sentences of 8 syllables each. Nursery rhymes were divided
articulatory or upper limb movements [17, 22]. Speech and into spoken and sung modalities equally. In each kind of
orofacial apraxia are part of articulatory movements modality, two nursery rhymes were completed with four iconic
imparment. Speech apraxia is a programming disorder of anq two deictic gestures each. The experimental protocol was
articulatory gestures used to produce phonemes [17]. While complged with several clinical tests in order to evaluate speech
orofacial apraxia is a type of ideomotor apraxia in which the anq orofacial apraxia (which may impact speech), and upper
impairment concerns voluntary neerbal movements of the  jimp apraxia (which may impact upper limb gestures, such as
face, lips and tongue [1.8Both speech and orofacial apraxia  pgng gestures).

are often described in the semiology of AD [17]. Yet the study speech apraxia was evaluated by means of the MT86 clinical
of apraxia has often been neglected [17, 22]. As for upper limb - protocol [11], which consists in repeating words, pseudowords
apraxia, it is defined as an impairment of +embal and sentences presented by the experimenter to the participants.
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The MBLF (Motricity BucceLinguo-Facial) software was
adapted to test the orofacial motricity [7]. Orofacial praxis,
which may hae an impact on speech production, was tested,
namely of lips, tongue, cheeks and mandible. Instructions were
given orally to the participants, then the articulatory gestures
were presented. Upper limb apraxia was evaluated by the
ODKLHX[TV E D Wisvivhttery incl@es thkee subtests
consisting of the production of symbolic and mimetic gestures
on verbal instructions by the experimenter, and abstract
gestures on imitation of the ones produced by the experimenter.
Finally, the NSE Niveau SocieEducatf) test was used to

2.3.4. Evaluation of orofacial apraxia

The orofacial gestures were observed through the video
recordings of the MBLF repetitions to calculate a score n a
point scale: 3 points for normal gesture, 2 points for an ample
yet unmaintained gesture, 1 point for a flicker of contraction
and 0 for an absence of contraction [7].

2.3.5. Evaluation of speech apraxia

The apraxia of speech was evaluated thanks to thesword
pseudowords and sentences produced by the participants in the

HYDOXDWH WKH Sebudatdnal lesd) Qs\itsiMpatR F L\Rrge test, which were annotated using Piaaftware in order

on the results to the MMSE (Mimental state examination)
has been proven [1ZThose tests are independent variables that
would help to verify if our results are cohetevith normalized
tests, and to discuss the results obtained in the nentsgmes
repetition task.

2.2. Data collection

to fill the scoring table in the most accurate way [11].

2.3.6. Analysis of hand gestures quality

The 8 deictic and 16 iconic gesturpsoduced during the
nurseryrhymes repetition task were annotated via EEAN
(EUDICO Linguistic Annotator software). Four criteria were
selected as essential to determinate the hand gestures quality
score, namely: emplacement, movement, configuration and

All the recordings were performed by the same experimenter at orientation of the gesture. For each of them;moit scale was

WKH SDUWLFLSDQWVY KRPH
views), anda lapel microphone. The experimenter and the

XVLQJ WZRsddDopoin toFideMival reeferVadme

nentRritesd H

repetition and @oint for no repetition. As four criteria were

participant sat face to face on chairs, with a free space between gyajuated on thesepint scales, the total score was cldted

them. In order to avoid the experimenter to converge
phonetically with the participant and to minimize variation, the
stimuli were preliminary reorded by the experimenter, played
on a laptop and then repeated by the experimenter to the
participant.

2.3. Data analysis

2.3.1. Evaluation of cognitive impairment

The score to the MMSE was calculated on a 30 points scale. A
score greater or equal to 27 points @adés a normal cognition.
Below this, scores can indicate mild {29 over 30), moderate
(10-18 over 30) or severe"® over 30) cognitive impairment.
The MMSE was evaluateay our hospital partner (Dr. Olivier
ORUHDXGYV WHDP
for the patients group. For the control participants, the MMSE
was evaluated by the experimenter.

2.3.2. Evaluation of socieeducational level

The score to the NSE test was calculated as 1 point for no
diploma, 2 points for a secondary school le@points for a
graduation level and 4 for higher education.

2.3.3. Evaluation of upper limb apraxia

"HSDUW Pte@lggpial) LTHXURORJ\

on 8 points.

2.3.7. Analysis of speech

For the nursesU K\PHV UHSHWLWLRQ WDVN WKH !

production was annotated and analyzed with Pragheir
errors were identified and classified in substitutions, omissions,
or additions of phonemes amards, autocorrections, trials and
repetitions of words.

2.3.8. Statistical analysis

Statistical significance was tested by means of the analysis
software R. For assessing differences between patients and
controls, the Welclwo-sample ftest was applied.

FUHQR
Participants

Eight righthanded Frenchative female speakers participated
to this study (see Table 1). Four speakers were diagnosed with
AD by our hospital partner. Their MMS score was comprised
between 19 and 24 over 3@hich corresponds to a mild
cognitive impairment (mean score 21.7). These patients with
AD were paired by age and so@ducational level to four
control participants, which did not have a cognitive impairment
according to their MMS score between 28 andrian score

29.5).
,Q WKH ODKLHX[TVY EDWWHU\ > @ WKH VF)RUHV IRU VAIPEROLF JHVWXUHV

and abstract gestures were calculated opairit scale: 1 point
when the gesture was recognizable and Onwihevas not. The
score for mimetic gestures was calculated orpaifit scale: 2
points for a normal realization of the gesture, 1 point for a
persisting oneide body assimilation to the object, and 0 point
for a false gesture or a bimanual body asstiiteto the object.

The performances of symbolic gestures were considered as
abnormal when more than four out of five gestures were
improperly executed (score of 4/5); for the abstract gestures,
when six gestures out of eight were not well reproducedgscor
of 6/8); for the mimetic gestures, when eight out of ten gestures
were not well produced (score of 8/10).

1 http://www.r-project.org/

Code Type Age MMS NSE
pfl patient 67 20 2
pf2  patient 70 24 2
pf3  patient 67 24 4
pf4  patient 81 19 2
cfl  control 62 28 3
cf2  control 63 30 4
cf3 control 67 30 4
cf4  control 77 30 4

Table 1:Description of the tested population.
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The mean ages of the patients and the control participants were prientation{ Thus, patients only drafted the movement and

of 71 and 67, respectively. The age difference between the two produced their configuration was often lacking accuracy. About

groups was not statistically significant {8379, p=0.43), RULHQWDWLRQ WKH SDWLHQWVY HUURU\
while the difference in MMSE score was sigoéit (p<0.01). gesturesOne criterionK DG D FHO O L @upladdrikFifwv W KH |
Professional musicians were excluded from the trial. Socio (p < 0.01). Figures 1, 2 and 3 illustrate the quality scores
educational level, as evaluated by the NSE test, ranged from2 PHDV XUHG IRU W kKbleWwdoUddidigbrationy HOUQ® p

to 4 for the speakers, with a mean score of 3.1 for the controls, prientationf] :KHUHDV WKH DYHUDJH VFRUH ZI

and 2.5 for the patients. This difference was natissizally controls and patients, heterogity was observed within the
significant  (p=0.08), which suggests the control group could patients, unlike the controls. A slight effect of the modality was
serve as a reference for the patients. VHHQ | mboveWwedtH uQrentationf FULWHULD KRZHYF
significant.
3. Results
3.1 Production of hand gestures

3.1.1. Upper limb apraxia

The evaluation of upper limb apraxia, and more specifically of

KDQG JHVWXUHV XVLQJ WKH ODKLHX[TV EDWWHU\ LV UHSRUWHG 7DEOH
The mean score was found to be higher in the cogtaip

(20.7/23) than in the patient group (15.50/23). However, the

difference was not statistically significant (t(3.4)=2, p=0.1)

because of group heterogeneity. Trardy the performances of

symbolic gestures obne patient (pfl)were considered as

abnomal, all the other participants of the study produced

correctly the symbolic gestures. For the mimetic and abstract

gestures, the performances of the control group were evaluated Figure 1:Movement quality score in singing and speech.
as normal, while the productions of three out of four patients

were out of tke norm.One of the patients (pf3) obtained a high

score, similar to the ones of the control group, and even better

than some of the control participants. For both groups, symbolic

and mimetic gesturesere reproduced more successfully than

abstract gestuse which could be due to the fact symbolic and

mimetic gestures werproduced on verbal instructions and

more linked to language than abstract gestures [19].

Code Total Symbolic  Mimetic  Abstract

123 /5 /10 /8
pfl 17 4 08 5
o2 09 5 03 1
pf3 21 5 10 6
pf4 15 5 08 2
cft 21 S 09 7 Figure 2:Configurationquality score in singing and speech.
cf2 21 5 10 6
cf3 19 5 09 6
cfd 22 5 10 7

Table 2:Mahieux test results for each participant.

3.1.2. Hand gestures quality in nurserlymes
repetition task

The patients with AD were able to repeblitlae 8 deictic and

16 iconic gestures of the nursatymes repetition task with

good quality. For all criteria together, there was no task effect

on the capacity to repeat hand gestures, although patients had a

lowest mean score (6.5) than control papgnts (7.6).

For each criteria the quality was slightly lower for the patients,

as assessed by the quality of hand emplacement (mean score

1.8/2), hand movement (mean score 1.5/2), hand configuration Figure 3:Orientation quality score in singing and speech.
(mean score 1.5/2), and hand orientation (mean scér2).1

WKDQ IRU WKH FRQWURO JURXSTV KD Qdacerhit@thelypdld? feQuiés, tRepatientd/Hadkid Mifficulty to
2/2), hand movement (mean score 1.9/2), hand configuration repeat accuraty deictic gestures, as illustrated in Figure 4. The
(mean score 1.8/2), and hand orientation (mean score 1.9/2). repetition of iconic gestures was more difficult for both groups.
Statistical differences were found between the two groups for 7KH SDWLHQWVY VFRUHWetdfjendou® Bi@HU DQG
the four TXDOLW\ movemeRfU cgidfiguration] D Q G the scores obtained by the control participants.
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/dabF/ p @D E R WRofiemic omissions concerned the last
segment of a consonant cluster, most of the time the fricative
HJ ODS\ IRU OHfb&eénic addifibnS Xsisted in
WKH SURQXQFLDWLRQ RI >N@ EHORUH D YR
/tomatavek W R P D W M & ilDtieHae flition of a consonant
before another consonant (e.g. &or /pat/ p S KW H

a
o O

P N W D
o O

Figure 4:Total score quality for deictic and iconic gestures.

o

Number of errors

controls patients

o

3.2. Speech production

3.2.1. Orofacial apraxia o - o
] ) Omission ® Addition ® Substitution
Code Total Lips Tongue Cheeks & mandible

96 27 /39 /30 Figure 5:Number of sgmental errors in function of type.
pfl 72 24 33 15 o .
f 76 18 34 24 As shown in Figure 6, word errors made by the patients
P concerned first substitutions of wo(di1/83), before additions
pf3 96 27 39 30 (23/83) and omissions (19/83). Words substitutions consisted in
pf4 74 24 30 18 using synonyms (e.g. /swa/ for (mwa/P R loifin suppressing
cfl 68 25 31 12 RU DGGLQJ VHIJPHQWY IRU H[DPSOH SUHI
cf2 96 27 39 30 S.R.dH 7K.H.FRQWU.ROV W®Oﬁd§H$ RQO\
of3 96 27 39 30 omissions, 4 substitutions and a single addition.
cf4 93 27 38 28
o 50
Table 3:MBLF test results for each participants S 40
Patients did not show an orofacial apraxia, as assessed by the et 30
MBLF test (see Table 3). Though they obtained a lower average S
score (79.5/96) than controls (88.2/96), the difference was not 220
statistically significant (t(5.7)=0.9, p=0.35). This can be IS
explained by the scores of one of the controls (cf1) who got a 2 10
lower score than all the participants. Also, one of the patients 0 [ |
f ili hich he f .
(pf3) got a ceiling score (96/98)xhich may be due to the fact controls patients

that she practiced diction in acting classes for ten years.

3.2.2. Speech apraxia Omission ®Addition ™ Substitution

Patients made more errors (25.5) than controls (27.7) in Figure 6:Number of word errors in function of type.

repeating words and pseudowords in the MT86 test, yet with no o

statistically significant difference (t(5.5)=1.5, p=0.17). All As shown in Figure 7, other types of errors were also observed
participants made the same types of errors, namely: phonemic (60 for patients and 4 for control participants): 22/60 tryouts
substitutions first (e.g. /till for /bidi/ p E L MtReX phonemic (compared to 2/4 ones for control participants), 19/60
omissions (e.g. 41 §t° $ for /stSkt°$ pLQV W Y anl W H xaytqcorections (_c_ompared to 2/4 ones for c_o_ntrol participants),
phonemic additions (e.gfbandj/ for /kpaD EDP SDJQHY and 19/60 repetitions for patients (no repetition for controls).

3.2.3. Speech errors in nursemnymes repetition tasks 25

Patients made more errors (204) in repeating the nursery 2 50

rhymes than the control participants (4Rggarding phonemic e

and word errors, a significant difference (p<0.001) between It 15

SDWLHQWVY SURGXFWLRQV DQG WKH © O
participants was found. Patients made 61 phonemic errors, 83 210

word errors, and 60 other types of errors, when controtleema g

24 phonemic errors, 10 word errors and 4 other types of errors. Z 5

$V VKRZQ LQ )LJIJXUH SDWLHQWVY SKFR /
phonemic substitutions (45/61), omissions (13/61) and 0 .

additions (3/61). In comparison, the control participants made controls patients

firstly phonemic substitutions (13/24), omissions (11/24), and

no additions.Most phonemic substitutions corresponded to a Repetition = Tryout ™ Autocorrection

devoicing of consonants in a clusterg. /plykS$ for /plyk Si#l/ :
LSO XV )Jd i@ Mtervocalic context (e.g. /d&p for Figure 7:Number of other types of errors.
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Moreover, for each type of errors, the patients score vghehi
in repeating the nursery rhymes with gestures (116/204) than

test score also had the lowest score to the nurbgrges
repetition task, suggesting that cognitive impairment and upper

those without gestures (88/204), as shown in Figure 8. This task limb apraxia could have an impact on the quality ofmtdry

effect, however less strong, was observed for the control
participants as well, who made 13/24 errors in repeating the
nursey rhymes with gestures and 11/24 errors in repeating the
ones without gestures. Figure 8 also shows the effect of spoken
sung modality: for each type of errors, the patients made more
mistakes while singing the nursery rhymes (114/204) than while
speakinghem (90/204). In comparison, the control participants

made slightly more errors in singing (13/24) than in speech
(11/24). The patients produced more errors in sung nursery
rhymes with gestures (60/204), in spoken nursery rhymes with
gestures (56/204) and sung nursery rhymes without gestures

(54/204), than in spoken nursery rhymes without gestures
(34/204). The control participants made more errors in the

hand gestures execution.

Our study showed hand gestures execution affects oral
productions of AD patients. This phenomenon could be
explained by a double task effect due to a cognitive overload,
more important for people with AD who suffer of divile
attention disorders. Those results are in contradiction with the
positive effect of gestures on spontaneous speech production,
notably on lexical retrieval ([6], [13]), which can be explained
by the fact this study is based on a controlled task of regeat
speech. Those results give rise to the autorvaligentary
dissociation [16], which besides is used to evaluate apraxia.
Moreover, a modality effect was observed for both groups: the
sung modality with connected hand gestures was the task with

spoken nursery rhymes with gestures and the sung nursery most erors, and the speech modality without connected hand
rhymes without gestures (7/24), and feweispoken nursery gestures was the task with fewer errors. In effect, the nursery
rhymes without gestures (4/24). As we noted, both groups made rhymes were not known by the participants nor learnt prior to
more mistakes in the nursery rhymes with connected gestures the repetition tasks; they were only presented once by the

and the fewest in the spoken modality without gestures.

Figure 8:Number of errors in function of hand gestu
production.

4.

No orofacial nor speech apraxia was evidencettiéjollowing
logopedic test§[7], [11]), as the differences between patients

Discussion

DQG FRQWUROVY VFRUHV ZHUH QRW VLp]OBLHalnlo,lf,q(Q

rhymes repetition task showed slight differences between

SDWLHQWY DQG FRQWUROV RUDO Sngr

evidenced an upper limb apraxia, which can explain the results
obtained at the analysis of hand gestures quality in the nursery
rhymes repetition task.

Concerning hand gestures quality, significant differences
appeared on hand movement, hand configuratiod hand
orientation between patients and control participants. The fact
that patients drafted the movement and that the configuration
was produced with less accuracy could be an early sign of an
upper limb apraxia. About the fact the errors produced by
patients concerned mainly the deictic gestures could be
explained by a decentering disorder typical of AD [23].
Although deictic gestures were more easily reproduced than
iconic ones, which could be explained by the fact pointing
develops before iconic geses in speech ontogeny, and would
be more anchored cognitively. Concerning the modality, neither
speech nor singing did alter significantly the quality of hand
gestures, which is not in line with our hypothesis.

An individual behavior can be pointed otihe patient (pf4)
with the lowest score in the MMSE (19/30) and the Mahieux

experimenter, andhén repeated by the participant. Those

results are opposed to the ones obtained in different previous

works ([5], [10]), that only studied the impact of wkilown

songs, which implicate lonterm memory and not working

memory as in repeating tasks of uom songs.

Regarding more precisely the errors made by the patients in the
nurseryrhymes repetition task, they are in line with the MT86
VFRUHVY DQG ZLWK WKH OLWHUDWXUH RQ
LPSDLUPHQWYV > @ > @ > @ DRSG > @ '
concur with word finding, the first disorder described in apraxia

LQ $' :RUGVY VXEVWLWXWLRQV FRXOG E
paraphasia, and repetitions by palilalia. Concerning segment or

prefixe additions, they could correspond to a verbal paraphasia.
Phonemic omissions could be due to a phonemic disintegration

or to a simplification process, as they concerned mainly liquids

in clusters. Phonemic substitutions could be a consequence of a
phonemic paraphasia, or of a dysphonia, which is coherent with
literature on AD [22], asmost of phonemic substitutions

produced by patients corresponded to a devoicing of consonants

in intervocalic context. $V WKH 0%/) VFRUHTV GLII
between patient and control groups was not found to be
significant in our study, erre made by patients could not be

attributed to an orofacial apraxia. In particular, the patient pf3

had even a MBLF score similar to the control ones, but still

made significantly more phonemic errors than the controls.

These prelimina}r&/results call further e):%lﬁ_lration on a larger

oid” BE Bt iEhst Midirhlz&? % Vel of
interpersonal variability. This stu is still_ in progress, in
G015 Wi Beson<HRIAD Loty rmibr2 SBrE W 3miive

and hand gestures impairments, in ordekeéep investigating
multimodal communication disorders at different stages of the
disease.In summary, however no concomitant upper limb,
speech and orofacial apraxia was preliminary evaluated thanks
to the following logopedic tests ([7], [11], and [1&)impact

of hand gestures execution on oral repetitions was found in this
study. This motor phenomena could be an argument in favor of
a coexpressivity between hand gestures and speech that would
go further than the semiotic dimension put forward by N

by involving an articulatory link [19].
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Abstract

Compositionality B the combination and recombination of
meaningful units to create more complex structies a
defining property of humanahguage. Here we seek the
foundations of this property in a more basic form of
communication: the expression of emotion. We collected 300
pictures of athletes, moments after winning or losing a
competition. We annotated face and body displays in detail,
and checked prototypical displays in winning and in losing
contexts. We identified features of face and body reliably used
in each situation, and some used in both, paving the way for a
theory of compositionality in the expression of emotions.

Index Terms: emotion theory, compositionality, multimodal
communication

1.

Language is a compositional system in which the meaning of a
complex structure is determined by the meanings of its
constituent components and the way they combine.. This
property claracterizes all human language, whether spoken [1]
or signed [2]. Here we seek to determine whether nonverbal
communication has compositional properties as well.
Specifically, we hypothesize that compositionality transcends
language and is rooted in theost "primitive" of the human
communication systems: the expression of emotions. To this

Introduction

that activates aertain brain area (or brain circuit) associated
with a "fight or flight" response, which in turn activates
particular facial expressions and body postures. Facial
expressions of emotion may also be modified or inhibited by
cultural display rules. All thether emotive states beyond the
basic set are considered to be "blends" of basic emotions.
Facial expressions are usually coded using the Facial Action
Coding System (FACS, [14]), which annotates each
observable facial movement as an Action Unit (AU),ttsat

all displays perceived as facial expressions can be coded in
terms of their constituent AUs. In the holistic view, although
the facial expressions of basic emotions are comprised of a
number of action units, they are considered to be gestalts.

On the other hand, dimensional models of emotions, such
as 2D circular models of valence and arousal [9], do not view
basic emotions as biologically hardwired gestalts, but rather as
phenomena that emerge from combinations of behavioral
responses. For exampla the expression of fear, a complex
facial expression involving a number of action units, the
specific characteristic, widening of the eyes, (AU 5), is
hypothesized to have evolved from the attempt to widen the
visual field in response to threateningmtli ([15], [16]).

Another group of emotion models that adopts the
dimensional approach are appraisal models. Appraisal theories
of emotions propose a model according to which the final
emotive status (and the consequent facial expression) is a
product of a series of appraisals checks on the part of the

end, we ask whether facial expressions and body postures areexperiencer ([17], [18]). Appraisal models go beyond the

combined and recombined to convey different emotional
meanings in extreme displays of emotions. Specificalle
consider two approaches, each of which makes different
predictions for our data. Theompositionalapproach predicts
that individual components can be reliably associated with
particular interpretations and may recombine, lending their
interpretatios to different arrays. Theholistic approach
makes the opposite prediction, that mualimponent
configurations are interpreted as gestalts. Here we take a first
step toward distinguishing the two by identifying prototypical
face and body elements presem victory and defeat
situations, each of which often triggers an array of intense
emotions.

Since Darwin's seminal work [3], many models of
emotion have attempted to explain the concept of emotion and
how the body Ocontributes a content that is gradtparcel of
the workings of the mindO [4]. Broadly speaking, there are
currently two main approaches to the description of emotion:
the Basic/Prototypical Emotions approach ([5], [6], [7], [8])
which we call here the holistic approach, and the
Dimension#Appraisal approach ([9], [10], [11], [12], [13]).
As we will show, the dimensional approach is conceptually
closer to our notion of compositionality, though the
motivations and methodologies differ.

In the holistic view, emotions are Oaffect programmsd a
facial expressions are residual actions of more complex
behavioral responses combining vocal, postural, gestural and
skeletal muscle movements. For example, a basic emotion

classic valence and arousal distinction to propose that several
dimensions are at play when we appraise an ematiurcing
stimulus, and that thesare reflected in different facial
movements. These dimensions are: relevance of a stimulus,
intrinsic pleasure, implications in terms of goal conduciveness,
coping potential and norm compatibility. These five
dimensions are appraisal domains that caddzmposed by
appraisal check. For example, relevance can be decomposed
into two appraisal checks, novelty and pleasantness. These
move along the continua sudden/familiar (for novelty) and
pleasant/unpleasant (for pleasantness). Appraisal theories do
not endorse the idea of a small number of basic emotions, but
rather propose that there is a large number of different
emotions which may combine with one another ([17], [18],
[19]).

To test this hypothesis, Scherer et al [20] analyzed the
facial expression®f four positive emotions in the GEMEP
corpus using FACS. In the GEMEP (GEneva Multimodal
Emotion Portrayal, [21], [22]) corpus, 10 actors expressed 18
emotions, uttering the same meaningless speech strings in
different emotional contexts. For this studthe authors
selected a subset of the emotions portrayed in the corpus:
interest, joy, pride, and pleasure. Results of the FACS coding
showed that the frequency and patterning of the AUs could not
be explainedising holistic emotional categories such as¢he
The facial expressions did not show significant differences
between joy and pride, for example. Instead, contrasting
emotions for appraisal checks was a more accurate predictor

such as fear is a hardwired response to a threatening stimulus of different facial displays.In particular, the appraisal
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dimension of noglty in interest and joy was reflected in the
degree of eye opening (Action Unit 5 of FACS), whereas
cheek raise (AU6) was characteristic of intrinsically pleasant
emotions (such as joy and pleasure), and eyelid tightening
(AU7), of goal conduciveness (aspride).

Though DarwinOs observations included the whole body,
body posture in the expression of emotions has not received
the same attention as facial expression. In fact, it has long
been assumed that, whereas a number of facial muscle
configurationsare reliable indicators of specific emotions,
body movements or postures provide information of intensity
only ([23], [24], [25]). However, recent studies show that
variations in body movement and posture convey specific
information about emotional statf26], [27], [28], [29]), and
that a change in body context ([30], [31]) or in the external
context in which the body and face are inserted ([32], [33])
changes the way in which the emotion is perceived and
categorized. As noted, only a limited number nfdfes have

Aviezer et al. [30], we collected 300 pictures of athletes shot
seconds after their victory or defeat. These two contexts
ensure both spontaneity aedhotions of opposite valence in
high arousal contexts. We annotated the facial expressions
using FACS, and the body features using a similarly motivated
coding scheme that we developed and validated, which codes
25 different components of body positionde found that
specific sets of facial and body features were highly correlated
with winning and losing contexts, respectively, whereas other
features were mildly correlated with each context. Finally, a
small set of facial and body features were sharethbytwo
contexts, and we hypothesize that they share particular
dimensions of emotion contributing to the interpretation of
these displays. Our data show that particular face and body
actions combine in the expression of emotions, paving the way
for the deelopment of a compositional model encompassing
the whole human form. We aim to incorporate insights from
the dimension approach by explicitly evaluating the

measured the physical cues that express emotion in the body interaction of face and body features in ongoing perception

([34], [35], [36], [37], [38]). The main reason for this dearth of
research is the lack of an established coding system for the
body that would be comparable to the face and voice
measirement techniques (e.g., [39]) that have facilitated

systematic research on emotion expression in those modalities.

Another problem is that the few systems that have been

experiments.

2. Method

2.1Data Collection

developed to investigate body expressions (e.g. [37], [40]) Following Aviezer et al. [30], we searched Google Images for
have usually relied ordisplays of actors rather than on  Strings of text such as "reaction to win" and "reaction to lose",
spontaneous emotional displays. For example, Dael et al.[41] but, unlike Aviezer et al [30], who restricted his research to
explored a subset of the GEMEP corpus using 49 behavioral 180 pictures from tennis matches, we collected 300 pictures
categories belonging to 12 emotions, both basic and subtle, from badninton, boxing, fencing, judo, rugby, tennis, table
representing the two poles of the valencel dhe arousal tennis, football, volleyball, and_ track and field, mos@ of them
continua. They found that hot anger, amusement and pleasure from the 2012 London Olympics. Of these 300 pictures of
were characterized by distinct patterns of body behaviors, such athletes taken seconds after winning or losing a competition,
as forward body movement for hot anger, -$elfching and 136 images picturededleat, and 164 victory. For the defeat
neutral head position for amusement, and head tilted up for category, 50 pictures portrayed women and 86 men, and for
pleasure. In contrast, many emotions considered basic, such asWin, 70 images portrayed women and 94 men. Athletes’
joy, panic and fear, were not reliably represented by any country of origin varied, including both West(_ern and Eastern
specific body pattern. What emerged instead were two bi countries. To ensure extreme, spontaneoysayis, we sought
dimensional patterns grouped around the arousal and valence Pictures of athletes in high stakes competitions moments after
dimensions, whichwere not sufficient to explain all the body  their victory or loss was determined (and not when medals are
displays. Distinct clusters of behaviors also emerged for awarded for example). To verify that the pictures were taken
emotions having the same potency (on a strong vs weak @ few seconds after the event, we Google searctrethéo
continuum) and attentional activity (interesting vs not corresponding videos of the sport events and confirmed that
interesting). Those results are consistenith wprevious the pictures were taken in a time span no longer than 10
findings on facial expressions of emotions [42]. Results Seconds after_the win or the loss. In t_hls stu_dy, pictures were
showed that an emotion could be encoded by a variety of Preferred to videos because the quality of wdeqs taken fr_om
behavior patterns, suggesting that emotion dimensions such as the Intenet was often too poor for accurate coding of facial
valence, arousal, power and attentioand not classic affect expressions.

progams like fear, happiness, ete. drive the bodily .

expression of emotions. It is interesting to note that Dael et al. 2-2Data Coding

[41] glso fount_:i that some displays were shared by different 145 cqde facial expressions,
emotions: panic fear and elated joy share symmetry of arm qsitions, a certified coder used FACS. To code the body
actions and knee moneents; sadnes_s and relief ha_d t_he same  features we developed our own coding scheme, the Body
"arm anng the body" postyre; and interest and _|rr|tat|on share Arrangement @ding System (BACS), which focuses on the
asymmetrical onarm action and trunk leaning forward  ,osition of different parts of the body with respect to the main
movements. These results suggest to us that the same bodygicylators and joints. Our system also facilitates coding of
behaviors with different combinations dhce and head interaction among articulators. For example, we coded the
movements may convey different emotional meanings in a {yhe of interaction betweehands and head/face/body (when
compositional fashion, a hypothesis we wish to test. _ applicable), using labels such as hand in front of the face,
In the present study we try to overcome the limitation of using  ¢qyering mouth, covering eyes, on top of the head, on the back
actors to pose stimuli by investigating the facial expressions ¢ e head, on the knees, on the chest etc. Each body
and baly postures of athletes’ pictures taken moments after ,qicyjator was coded separately: head, nebulders, arm
they won or lost a higlstakes competition, in order to capture position along the X, Y and Z space axes: chest, torso, leg
expressions that were extreme and spontaneous. We assumegpit  knees, palm direction, hand shape. Right and left
that emotional displays that are both extreme and spontaneous gticy|ators were coded separately to capture asymmetries (e.g.
are less likely tbe filtered by social or cultural conventions jgnt arm vs left arm, right shoulder vs left shoulder)etdo

and inhibitions than other expressions of emotion. Following ,5gess coding scheme reliability, 4 coders independently

neck tightening and head
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annotated 40 pictures taken from the corpus. The 12 categories
yielded an intercoder agreement with kappa scores between
0.73 and 0.95, which are considered good for multimodal
annotation of motions [43].

2.3Data Analysis

A total of 305 features distributed over 29 categories were
used to code facial expressions, head positions, hands to head
neck and body posture. To reduce the data dimensions, we
performed a Multiple Correspondence AnalysMCA), a
particular type of Correspondence Analysis suited to multiple
categorical variables. The MCA model collapsed and
simplified the data by reducing the number of parameters in
our dataset and finding the ones that were significant for the
descriptionsof win and loss in terms of face and body
features. We ran two separate statistical models: one included
all units of the face and head: facial expression, head position,
and neck tightening, as well as hands to head/face The other
included all the bodyefatures beneath the neck. As we were
interested in the facial expressions and body postures in Win
and Loss contexts, we tagged each picture according to Win or
Loss context of occurrence, and included Win and Loss in the
statistical analysis, to see wheththere was a high correlation

and losing athletes, but each context contributed different
additional features of mouth opening.

Tablel. Correlation coefficients and p values between
the face, neck, heaahd hands to head variables and
the first component of the MCA.

R? p.value
Lower Face_AUs 0.9 >0.001
NasalArea_AUs 0.8 >0.001
UpperFace_AUs 0.8 >0.001
LeftHandtoFace/Head 0.8 >0.001
RightHandtoFace/Head| 0.8 >0.001
Neck_AUs 0.5 >0.001
HeadPosition_AUs 0.4 >0.001
Win_Loss 0.7 >0.001
Gender 0.01 0.6

between these contexts and the face and body features coded.

We tagged pictures for Gender as well, as a potentially
correlated factor. MCA models weren using FactoMineR
package implemented in R 3.0431].

A first MCA was run on the whole set of pictures (N=300)
for the face and head: facial Action Units (divided according
to upper face, lower face and nasal area Action Units), Head
Position AUs and Neck AUs, and position of the Hands on
Face/Head. The first componesftthe MCA accounted for
15.7% of the total variance of the data, and the second
component for 10.5%Correlations are observable according
to the proximity of features/tags that occur together.
Surprisingly, Gender was correlated neither with the fiest n
the second component, whereas Win and Loss were highly
correlated with the first component.. As shown in Table 1,
particular groupings of facial AUs of different parts of the face
-- the lower face, the nasal area, and the upper faeere
highly corelated with the first component and described most
of the data variabilityR?>0.5). Neck AUs and head position
AUs were fairly well correlated with the first component
(R?~0.5). Hand to Face/Head was highly correlated with the
first componentR?>0.5). In the table, coded features appear
above the line, and tagged features of Win/Loss and Gender
appear below the line.

Specific features typically clustered with win, and others
with loss, with a few overlapping between the two contexts.
Winning ahletes typically produced a more complex set of
facial expressions than losing athletes, exemplified in Fig 1. In
particular, for upper face, AUs 4 (brow lowerer), 6 (cheek
raiser) and 7 (lid tightener) were frequently found in
combination with other AUsFor lower face, AUs 25 (lips
part) and 27 (mouth stretch) were found in many of the
combinations. In contrast, loss was typically characterized by
neutral or Onot visibleO facial features (see Fig. 1). However,
some features correlated with both win ansslo We found
that closed eyes (AU43) occurred with both victorious and
defeated athletes, but in defeated athletes it occurred without
other upper face AUs, while in winning athletes, it occurred in
combination with AUs6 and 7 (cheek raise and lower lid
tightening). Lip parting (AU 25) was also found in winning

Figure 1. Estimate values of the Face and Neck Action Units
for the first component. AUs with positive estimates belong to
the winning context. A selection of the AUs that yield an

Estimate >0.5 are reported.

Regarding head position, winning athletes had their heads up
(AU53) in combination with other head positions such as head
forward (AU57) or turned left (AU51, see Fig. 2).

Interestingly, head up (AU53) is found in defeatededéts
too, but alone, not in combination with other head features.
Losing athletes often had head down (AU54) sometimes in
combination with head forward (AU57). Regarding hands to
face/head, winning athletes tend to put their hands away from
the face, otto place their hands on the mouth or on top of the
head, whereas defeated athletes tend to cover the whole face
with their hands or place one or both hands on the upper face
and eyes area, or (less often) on the back of the head. When
only one hand touchake forehead, winning athletes tend to
place their right hand on the forehead, whereas athletes that
just lost tend to cover their forehead with their left hand.
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Figure 2. Estimate values of the Head Movement
Action Units and Hands to Body/Face fbe first
componentA selection of the &uresthat yield an

Estimate >0.5 are reported.

For the body features, we have coded 80 pictures so far. A
second MCA was run on the results of this coding. The first
component explained 16.7% of the variabiliyd the second
component explained 8.4% of the total variability. Table 2
reports the Rand p. values of the body features that were
found significant.

Table 2. Correlation coefficients and p values
between the body features athe first
component ofte MCA.

R? p.value

ArmRight&Left_Z 0.6 >0.001
ArmRight&Left_XY 0.5 >0.001
ArmForearmR&L 0.45 >0.001
ShoulderR&L 0.3 >0.01
PalmR&L 0.45 >0.001
PalmDirectionR&L 0.2 >0.001
HandTouchBodyR&L 0.15 =0.01
Chest 0.4 >0.001

Torso 0.4 >0.001
LegR&L 0.2 >0.01
TouchingGround 0.4 >0.01
Win_Loss 0.6 >0.001

Gender 0.01 0.3

Win/loss is fairly well correlated with the first component.
Again, Gender was not correlated significantly with either the
first or the second component of the model. We foundtkigat
arm position was fairly well correlated with the first

chest closed and torso and legs bent; palms touching in the
praying position or stretched (fingers are stretched with
respect to the palm and separated from each otiued)
directed towards the body. We are now in the process of
coding the remaining 220 pictures to test our initial findings
for robustness.

Figure 3. Estimate values for body. Features with
positive estimates belong to the winning contéxt.
selection othe body featurethatyield an Estimate

>0.5 are reported.

3. Discussionand Conclusions

In the previous section we reported the face and body features
that were highly correlated with winning and losing contexts.
A small set of such features was sharedwben the two
contexts. In particular, eye closure, mouth opening, and head
forward were found in both win and loss sets of pictures. Head
up is another component shared between the two emotion
contexts, as was touching the upper part of the head, though
on different parts of the head, with different hands, and in
combination with different units in each context. While
Aviezer et alOs [30] study uses very similar pictures and
contexts, it only reports judgments of positive or
negative/winning or losing andiddnot analyze the face and
body displays themselves. Our results may help to explain
why participants in that study were not able to judge the
outcome of a tennis match by looking only at the athleteOs
facial expression: features shared by winning andaletl
athletes may have confounded their judgements. It is possible
that precisely those features that are shared are more salient
than those that we found to reliably distinguish the two
displays, a suggestion that we will follow up in ongoing
research.

On the other hand, Aviezeet al. [30] found that
participants were capable of correctly discerning a winning
from a defeated tennis player from the body posture alone. In
our study no components of the body that were highly

component, as were the shoulders, chest and torso positions correlated with either winning or losing were shared betw

and the palm configuration. The position of lower parts of the
body was less correlated with the first component, but the
athletes' proxnity to the ground was well correlated
(standing, sitting, touching the ground with the hand(s),
forehead, etc.)

In Fig. 3 we report the body features along the win and

the two contexts, explaining the participantsO success. In short,
facial displays can be ambiguous while body displays are not
(or are less so0). Our preliminary interpretation is that the
correspondence between positions of the large, salient
articulaors of the body and the emotions that prompt them is
both more clearly perceivable and less complex and therefore

loss axis. Broadly speaking, winners® bodies are open andless ambiguous than that between articulations of the face and

extended while those of loseare closed and diminished in
size. Winning athletes are typically standing, and stretch their

their corresponding emotions. As we have said, there have
been few studies ofddly displays, and those that have been

arms up over their heads, shoulders raised, palms clenched andconducted were in different contexts. The body displays we

directed away from the body. Defeated athletes typically hold
their arms down and bent more thah degrees at the elbow,
often to cover their face with their hands. Shoulders forward,

found in our 80 pictures are quite different from the ones
found by Dael et al. [41], where, for example, head up was a
distinctive characteristic of pleagyrwhile in our contexts we
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found that head up was a feature shared between win
(presumably pleasurable) and loss. It is too early to say
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differernces in extremeness/intensity of emotion, or differences
in the head and face units with which they combine.

As regards the emotion models, our results are in contrast
with the basic emotion (holistic) theory, which holds that [1]
whole configurations of faciahction units characterize each 2]
basic emotion. Although some units overlap between different
emotions in the holistic model (e.g., brow lowerer and upper
lid raise in bothprototypicalanger and fear), their contribution
is not compositional; i.e., neither the individual units nor
groups of units on different parts of the face are analyzed as [4]
making independent contributions of meaning on the holistic
approach.

Our results are partiallgompatible with the dimensional
model of emotions. For example, as high stakes winning and
losing are potentially both high arousal events with opposite
valence, one could hypothesize that the shared components
such as those mentioned above might be tinikethe degree
of arousal and not to the nature of that arousal, i.e., not to
valence. Our working hypothesis is that individual units, or
minimal combinations of units of the upper face, the lower
face, and the upper and lower body, will distinguish
interpretations of corporeal expression; i.e., the displays are
compositional.

Comparison of findings in the contexts we are examining
with those of other studies is expected to elucidate what these
units and combinations are, and how they contribute to
interpretation. Interesting contrasts in this direction emerge
when comparing facial features associated with contexts of
opposite valence such as elated happiness and sadness/despa[ﬂll
in Scherer and EllgringOs study using actors [18] with those in
our study ofspontaneous reactions to victory and defeat. For
example, AU4, brow lowerer, is common in sadness and
despair in [18], but it is common in winners (and not losers) in
our study. Brow lowering in winners is problematic for the
dimensional/appraisal appida because this AU is predicted
to be present in appraisals of unpleasantness, relevant
discrepancy, or lack of coping control, none of which is
compatible with victory. The presence of brow lowering in
spontaneous victory displays in our study, as wsllin the
unpleasantness contexts of the laboratory study suggests thatyis)
this feature, whatever its OmeaningO, is not part of a holistic
display, thus lending support to our compositionality
hypothesis.

In sum, our initial results show that a compositional
approach to understanding corporeal displays of emotion is
crucial for investigating emotion. Importantly, we are now
conducting experiments to determine how participants
categorize the emotions conveyed by different combinations
of features in the sameaturally occurring displaysof
emotion.To further test how the facial and body features re
combine and whether they convey meanings alone or in
combination with other features, we are working to create new
stimuli in which body and facial expressions Higborrelated
to win will be combined with lower correlated ones or with
facial and body expressions of loss, to try to isolate and test
the contributions of individual features and feature groupings.
We expect these studies to lead to the creation dhdur
complex stimuli to use in interpretation experiments. By
comparing the results of these different lines of research, we
aim to derive testable hypotheses about compositionality in
the expression of emotion.
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Abstract

Pursuing the goal to study interpersonal coordimatiom

a more ecological point of view we conducted a wtod
interpersonal coordination using a MoCap systenmntal

of 20 female and 16 male undergraduates (ages 28)to
were randomly matched in 18 couples for having a
conversation. Each couple was randomly assignezhéo

of three conditions: empathic, non-empathic andseoi
We found three main results. First, in all condiso
correlation is maximum at a delay near zero. Sectivel
magnitude of the peak correlation near zero defy i
higher for empathic condition (r=0.2059), followexy
non-empathic (r=0.1892), with noise condition digfihg

the lower value (r=0.1779). Third, noise curve
distinctively displays local peaks at around -1rfsl 4.5
second delays. This suggests that in this condielayed
bodily reactions to gestures are more present ithahe
other two conditions.

Index Terms: interpersonal coordination,
coordination, imitation, empathy

zero-lag

1. Introduction

It is well known that phenomena of spontaneous lgodi
coordination happen at different observation levels
(Hurley & Chuter, 2005). There is robust evidenbatt
interpersonal coordination promotes positive enmstjo
such as rapport and liking, among interactants g@at
2009). Coordination plays an important role in trea
and maintaining joint actions. Kirschner and Torflase
(2009) postulated a specifically human motivatian t
coordinate with social others, which might be
characterized as the humathe’sire to move in synchrchy
(Kirschner & Tomasello, 2009, p. 32). However, vl s
do not have strong evidence of the association detw
interpersonal coordination phenomena and empathic
disposition from natural or ecological settingsrding
the goal to study interpersonal coordination frormare
ecological point of view -that is, to study the whperson

in a real interacting situation (Schmidt, Nie, FrFan &
Richardson, 2014; Musa, Carré, & Cornejo, 2015), we
conducted a study on interpersonal coordinationgusi
MoCap system. Our main hypothesis that interpeison
coordination plays an essential role in maintainthg
affective mood of an ongoing conversations, so ihat
should be more evident in empathic rather thandn-n
empathic encounters. Additionally, if interpersonal
coordination is helping to follow a conversatiorfaythm,

we hypothesized that the amount of coordinatiorukho
increase under conditions that impair the verbal
communication -such as, a conversation occurrioggl
with background noise.

2. Method
2.1. Participants

A total of 20 female and 16 male university studgaiges

18 to 28) were randomly matched in 18 couples. Each
couple was randomly assigned to one of three dondit
empathic, non-empathic and noise, which differ as
explained below in the procedure section. Speciae c
was put in making sure that the two participantsain
couple did not know each other.

2.2. Materials

Two backless chairs were used so that participeosd
sit face to face with their backs remaining visilite
measurement equipment. Questions included ice-break
and casual conversation topics. Questions werepaekd
by the participants through two sets of 11 cardee-for
each interactant- with the questions printed onmthe
Ninth question requested telling first person eigeres
during Chilean earthquake of 2010 and was desigoed
produce a stronger affective engagement. Motion of
interacting dyads during this question was analyfed
this study.

Motion during conversations was recorded using
a motion capture system consisting of 18 OptiTrack
V100:R2 cameras manufactured by NaturalPoint
(Corvallis, Oregon, USA). Arena software provided b
the same manufacturer allowed us to reconstruct 3D
motion afterwards and export it for further anadysiith
custom software. In order for this system to warich
subject had to wear 15 little spherical reflectimarkers.
One experimental condition required the use of ademp
speakers (stereo 20W Edifier brand with 4 inch
mid/woofer), and a computer to reproduce a noise
composed from the superposition of several speech
sources, making it sound unintelligible like in aud
cocktail party.

2.3. Procedure

Each participant was given a brief description bé t
experiment and signed an informed consent document.
After that, 15 reflective markers were attachedeswh
interactant by a same sex assistant by means sficela
bands. Marker localizations were hands, elbowst, fee
knees, plus three markers in a fixed arrangeméatlasd
to the back of the head, and four markers on tlo& tsee
Figure 1). This worked well with diverse clothesvaiut
requiring the use of a special suit and allowedharts
setup time, all of which contributed to keep intti@ns
reasonably natural.

Only after that participants sat together while a
member of the research team gave instructions wftho
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leaving space for talking before the experimenttath In
brief, each question had to be answered by the two
participants before moving on to the next one,ra#téng
who answered each question first. There were no
restrictions on how they could move, and they didave

to keep track of time. However, it was requested thrns
proceeded in a strict way if possible, and that the
conversation was kept on topic with an estimateaetibn

of 20 to 40 minutes for the whole session as aeafe.
Motion data was captured with the motion capturgteay
during the conversation.

Previous description corresponds toesmpathic
condition, under the assumption that empathy is the
default expected disposition in this situation. nan-
empathiccondition included a manipulation that consisted
in an additional instruction. Participants weredtdhat
question cards could include some text below
commanding to give a fake answer. They were toid th
some decks did not have this command, so it waateem
of luck if they got a “lier” deck. In actuality, ndeck had
that command. But this consign introduced the [bigyi
of lying into the conversation without participarttsily
lying (because it was part of the game and was rmeve
commanded anyway), or researchers lying to thenctési
actual game was within explicitly stated possitei). We
expected this to make participants reluctant toresha
intimate stories in an authentically empathic dgfon.

In fact, participants reported believing that theer may
have lied.

Finally, anoisecondition was similar to empathic
condition with the only difference that noise was
produced through speakers so to make it hardere&r h
each other and see whether and how gestures
compensated this.

2.4, Data analysis

After using manufacturer-supplied software for caipig
motion and exporting data to a standard format (C3D
custom software was used to visually label the boaly
corresponding to each marker and checking for piaien
problems. We designed an analysis procedure wigh th
following goals in mind. First, it had to avoid gettive
segmentation or categorization of gestures. Sedbhdd

to detect similarities between motion events of tive
participants even if they occurred with a differefie time

of a few seconds. Third, it had to detect thosalafities
even if they occurred between different parts ef body,
or involved different directions in space.

The first goal was met by making an automatic
analysis of the continuous motion signals without
segmentation, except for the fact that only motioning
conversation about the ninth question was consitdériee
second goal lead us to compute cross-correlationesu
These show an immediate Pearson correlation casffic
that informs about similar events occurring at Hzene
time, but also show the same coefficient for eau$sible
delay in time between potentially similar eventairange
that goes up to a few seconds. Delay times are rstiow
the horizontal axis of our cross-correlation pland can
be negative or positive, because similar eventsocaunr
with one or the other participant producing thetfevent.

The third goal was met by taking the 45 motion
variables of each subject (15 markers, each witk, an z
position), and performing a principal componentlgsia
(PCA) based on the correlation matrix, similar téaetor
analysis. This process linearly extracts maximunevee
axes. The result was then rotated with the varimax

algorithm. Each resulting dimension was cross-dated
between the two participants, and absolute valueallof
resulting curves were averaged together, which fwan
shown to be equivalent to the cross correlatiorPGA
transformed vectors, using vector dot product amstef
the usual deviation product of the Pearson corogidbr
scalar series. In other words, this correlation snez will
tend to be bigger when the principal axes of vasan
deviate from average to the same direction in both
subjects. And since this is after PCA, th@medirection
is referenced to the particular directions and bpalts in
which each individual shows more motion, so then'tlo
need to be the same directions in the original B&rs.

2.5. Results

We found three main results. First, in all condiso
correlation is maximum at a delay near zero. At
equipment's temporal resolution of 100 frames peosd,
the average cross-correlation curves displayediguré 2
peak at exactly 0.00 seconds for noise and non-#vicpa
conditions, and at -0.01 for empathic. The curvapsh
and similarity between the three conditions indésathat
this is highly unlikely to have occurred by chance.

Second, the magnitude of the peak correlation
near zero delay is higher for empathic condition
(r=0.2059), followed by non-empathic (r=0.1892),thwi
noise condition displaying the lower value (r=0.9)7
Additional work is needed in order to find the tital
significance of this pattern. Preliminary Monteoarl
resampling suggested statistical significance o€ th
difference between peak correlations for empathid a
noise conditions.

Third, there is a relevant qualitative shape
difference between noise curve and the other two. |
displays local peaks at around -1.5 and 1.5 sedetays,
and several other peaks at delays of bigger madmitu
This suggests that in this condition delayed bodily
reactions to gestures are more present than irottner
two conditions.

3. Discussion

One of our results strongly suggest that natural
conversations display an immediate coordinationveeh
participants with a delay much lower than the sesll
possible human reaction time: coordination lag se¢m
be no more than 10 milliseconds in our study, int@st

to 100+ milliseconds reaction time of well trainatthletes.
This means that our finding, if replicated, canrmt
explained as a reaction. In principteacking the motion

of another person with such a tight timing woulduiee
knowing the future beforehand. But only if this
phenomenon is actually seen as tracking, which avoel

a sort of precognitive imitation. We think therenis need

to view results that way. Actually, many physical
phenomena start out of phase, but soon displaypliog
that produces an immediately coordinated pattetme T
well known phenomenon of sympathetic resonance is a
good example, in which an object responds to the
vibrations of a nearby object. There is no reason f
excluding something as complex as human interaction
from the possibility of such patterns, and our gtud
strongly suggests that this is indeed the caserdigp
bodily coordination. This adds to recent evidende o
tightly timed coordination (Paxton & Dale, 2013;
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Schmidt, Morr, Fitzpatrick, & Richardson, 2012; &utit,
Fitzpatrick, Caron, & Mergeche, 2011) found with
techniques that involve varying degrees of subjéypti
while labeling video sequences of human interaction

As expected, non-empathic interaction displays a
lower amount of immediate coordination than emgathi
when using motion correlation as a measure. Tlislte
however, requires more statistical work, and ideall
replication in order to discard that it can beibttied to
chance. On the other hand, we found more suppothé
hypothesis that the noise condition involves less
immediate coordination than the empathic one. This
compensated by the former showing more delayed
coordination, at different time lags, remarkably 1ab
seconds. This is a consistent result if we condidatr the
noise condition generates a handicap for verbal
communication, so that bodily resources should be
focused on compensating for that by emphasizinguges
in order to explain, and also in order to acknogkd
which are events that need to occur with a delay.
Nevertheless, while lower in magnitude, immediate
correlation does not disappear in the noise canditin
fact it is quite high when viewed in the context tbé
whole cross-correlation curve.

Our finding of clear immediate Pearson
correlations of magnitudes around 0.2 is remarkédhie
consider that immediate coordination informatiomwd
be buried below all other complex motion patternsl a
relationships that occur in human interaction. This
suggests that the method of correlating PCA transéd
motion data is a useful tool for bodily coordinatio
research.
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Figure 2 Average crossorrelation curve between the PCA transformed motaf the twoe
participants, computed for each condition. three curves display a z«+lag (i.e., immediate) motion
coordination between participants, but with differsagnitudes in each cs
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Abstract

People with aphasia (PWA) spontaneously we®us gesture
types Suchgesturescan potentiallyexpresssemantic content
thatcomplementspeech

We investigate whetherproduction of different gesture types
adds crucial semantic content to the spoken output produced
by PWA. In a perception experimentsing multiple choice
questionsnaive judges rportedtheir information uptake from
messages communicated by PWA a speeckonly vs.
gesture+speech condition. The results show that the choice of
responseptions differed between conditiorfer all tested
gesture typediNe concludehat gestures iRWA disambiguate

the interpretation of communicated messages and therefore
markedy influence the expression of semantic content

Index Terms: gesture, aphasia, spontaneous communication,
semantic content

1. Introduction

The relationship betweagesture and speethassumed to
vary between different gesture types. Kendibhdistinguishes
between gesticulation, pantomimes, emblems and sign
language. These gesture types show different characteristics in
terms of their relationship to speech, theilegree of
conventionalization and their linguistic  properties.
Gesticulations are not conventionalized, only appear with
speechand have no linguistic propertids. contrast, emblems
and pantomimes are cagntionalized to a certaidegree and
hold some ihguistic properties. Therefarehe latter two
gesture types hold the potential to be understood without
accompanying speech whilst the interpretation of
gesticulations is closely related to the accompanying speech.

The role of gestures ithe expression of semantic content
has been investigad in a number of studieOne line of
enquiry relates tavhether the content expressed via gesture is
redundant to the accompanying speech or complementary.
Some researchers argtieat iconic gestures doot play an
important rolein the communication ofelevantinformation
[e.g. 2]. This assumption is based on the finding that
participants' interpretation of semantic content was not
improved with the accessibility of visual information
comparedo only audio informationin contrast, Bangerter [3
as well as Melinger and Levelt ][4report that spatial
information is completely omitted from spoken output in the
presence of deictic or iconic gestures in taidentification
tasks.Furthermoren narratives, [5] parts of theénformational
content expressed via gesture was not inferable from the
content of thespoken output

The coordination and linketween gesture and speech can be
conceptualisedby the planning and production processes
underlying eachNon-parallel expression of content in gesture
and speech can be accounted for bpdeits of gesture
production that assume a shared origin of gesture and speech
and tightly coordinated but separate production processes of
the two channe|dor examplethe Sketch Mod€]6, 7]. Parts of

a speaker'scommunicative intention can be conveyeih
gesture and do not necessarily have to be specified in speech
as well. This is especially evident in people with impaired
spokenoutput, as is the case in PWA [8, However therds
evidence against this compensative or traffaelationshipof
gesture and speech in non-impaired speakers [9]. Regarding
people with aphasiasome researchers were able to
demonstrate a spontaneous and compensative use of gestures
that is epecially true for those individuals presenting with
severe aphasia [10, 11]. Biiig potential compensative role

of gesturgfor PWA has been debated, with evidence against an
effective compensative use of gestufd®]. Furthermore
there is evidence that botesture and speech are vulnerable

to simultaneousbreak down inPWA [13]. These findings
clearly call into question the view thagesture plays a
compensatory role in the case of aphasia.

Whilst acknowledging the lack of consensus regarding the
role of gesture in communication, it is widely accepted that
PWA make use of various gesture types in smogbus
communication ¢.g. 14, 1. Amongst many other gesture
types Sekine and colleagues [L5identified emblems,
pantomimes and referentigesturesas frequently used by
PWA in spontaneous communicatiowhilst we know that
PWA with different aphasic types andseverities make
spontaneous use of a variety of gestures in communication,
previousstudieshave not investigated the content expressed
via gestureFurthermore,ticannot be inferred from previously
reported evidencewhat information listenersvere able to
comprehendwhen gesture, speech or both channels were
accessible.

Hogrefe et al. [1]Linvestigated the comprehensibility of
cartoonnarratives producedby PWA based on the responses
R1 QDE€YH TheXr®\VAkeballedthe cartoonnarrativesin
two conditions 1) they wereasked to retell the cartoons they
watched without any specificinstructions (speech+gesture
condition) and 2) they were explicitly asked to retell the
cartoors only by the use of gesturd¢gesture only condition)
Judges information uptake from the first condition was
compared between gesture and spe€lde reactiongo the
audio stimuli were more accurate for 8 (out of 16) PWA. For 2
of the 16 PWA judges reactions to the gesture stimuli were
more accurateJudgeSreactions to the gesture stimuli from
the first condition (speegigesture)were also compared to the
gesture stimuli from the second condition (gestutly). The
judges’ responsesere more accurate for®BWA in the second
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condition. In summary speech was more informative than
speechgestures in most PWA. Howeveorfsome PWA their
speeckreplacing gestures (gesture only) were more
informative than their speedtcompanying gestures
(speechgesturg.

In an additional analysi$iogrefe et al. 16] evaluated the
information content that six judges ideigd from the speech
vs. gesture (speech+gesturenditior) stimuli used by PWA.
The judges were presented with choidesm a list of
predefinedcontentrelated propositionand asked to identify
which propositionsthey were able to recognize from the
stimuli. For 5 of the 16 PWA more propositions were
correctly detected from the gestures. Similady,5 of the 16
PWA, more propositionswere correctly detected from the
speech by the judgeA. subsequenanalysisper proposition
was carried out to investigate there werea) any cases in
which no information wasunderstoodfrom either of the
communication channgl b) propositions were recognized
from both modalities (redundan®}) propositionswere solely
recognized fromgesture and d) propositionswere solely
recognized from speechThe redundant score did not
significantly differ from the gesturenly score for the whole
group. For individuals presenting witeevere aphasianore
propositionswere shown tdbe conveyed solely by gesture
These results suggest that individuals withvese aphasia

produce gestures to compensate for their reduced verbal

output However, whilstHogrefe et al. [1p consideredthe
effects of all gestures used in the narrative, they did not
distinguish between different gesture types and their
respective ifluence on the judges' perception.

Rose and colleagug4?7] testedthe comprehensibility of
pantomimegroduced byPWA. The datavere extractedfrom
spontaneous conversatiomsd presented in a) audio+video b)
audio only and c) video only. Sevesfour student participants
answeed open-endedquestions (OQ)and multiplechdce
questions(MCQ). The combinedaudio+videostimuli led to
the most accurate responsedoth the OQandMCQ.

In a followrup study by [@ Beer et al[18], the impact of
gestures onthe communicative effectiveness in PWA was
investigated. The accuracy of information uptake from

messages communicated by PWA was studied for three

different gesture typesreferential gestures, emblems and
pantomimesClips from conversation samples of PWA were
presented in a gesture+speech conditisna speectonly
condition. ParticipantsansweredOQ and MCQ and their
responses were scored. Participants' respomsge more
accurate in the gesture+speech condition foteatiedgesture
typesfor both OQ and MCQThe choice of the MQ options
was compared between conditiorenalysis indicated that
participants’ responsediffered significantly between the two
conditions. In other words,the participants perception of
information contendiffered betweerthe gesture+speech and
speeckonly conditions. However the choice of response
optionswas not tested for each of the spectfiesture types.
Henceit is not possibleto infer from the data ifll three
different gesture types (p&wmimes, emblems and referential
gestureskexpress information that differs from verbal speech
to a different exten

The present study represents a folow analysis of
participants’ choice of responseptions from the multiple-
choice mestionnairefor pantomimegas defined by Kendon
[1]), emblems(as defined by Kendon [1]) and referential
gesturegreflecting what Kendon [1] nhamed gesticulations and
subsuming McNeill's [9] deictic and iconic gesturesyVe
compared partidpants' responsesbetween two different
presentation conditions 1) gesture+sped@Gr+S) and 2)
speeckonly (S-O). The analgis aimed to further difrentiate
variousgesture types and theaiespective efficts on listeners’
uptakeof messages produced BYVA.

2. Method

A subsequent analysis was conducted using data collected in a/

perception experiment. In the original study, we tested
participants' reactions to 30 stimuludips taken from
spontaneous conversation samples of RY&\

2.1.Participants

10 participants with aphasia were chosen from the
AphasiaBank Databaséhttp://www.talkbank.org/ Aphasia
Bank). They presentewith primarily productive deficitand
varying degrees of severity of aphagfar details on the
participants, seBe Beer et al. [18.

60 student participantZ HUH UHFU Xé \Wges fdV QD€

the study.The participants were blied to the aims of the
study.

2.2.Material

a) Video and Audio Stimuli

The clips for the experiment were chosen from
conversational samples of the AphasiaBank Datab&sese
clips are recordings of PWA reporting their stroke story and
alsoan important event of their lives. For each PWAe clip
per gesture type was chosg@re., pantomimes, emblems @n
referential gesturespn exception tahis was Subject,2vho
did not produce any pantomimes in the sasmple ensurean
equal number of clips per gesture type, two clips with
pantomime gestures were chosen from the asatien
sample of 8bject 4 This yielded a total of 30 clips containing
the gesturesf interest. For each of the 30 cljs audio and
a video version ere created. The chosen clips were of
varying lengthg2 to 10 secondsjue to differing complexities
of the communicated messagésesture classification was
conducted by the first authoFhe classification for the 30
gestures was checked by a second blincadr who was
familiar with the categorisation system usefgreement
between the two raters wasachedfor 83.3% of all case
Cohen’s kappa for intemater reliability wasacceptable af75.

b) Multiple Choice Questions

MCQ were constructed tinlentify the information that the
judges understood frorthe clips. The four multiple choice
optionsincluded

1) gesture+speedlG+S message, i.ethe target message
based on the information from the video and the audio
versions of the clips

2) G+S distractorwhich was semantically related to the
G+Smessage;

3) speectonly (S-O) message, i.ea message solebased
on the information from the audio versiasfsthe clips

4) S-O distractorwhich was semantically anghonetically
related to the ® message.

The transcript of one ofhe stimulus clips (clip 20) is
presented below. Table 1 displays the four constructed
response options for clip 20.

The four response options were generdigdwo of the
authors For the construction of the-@ messageone rater
listened to the audio versions of the clips without knowing the
video versions.

Example fo one stimulus clipTranscript of the target gesture
and the accopanying speech for Clip 20.

S:and one le uh left

H: left hand in front of the body, palm turned upwards
(preparation)

[/1.5]

H: pantomime: left hand and arm on chest height, hand is
oriented downwards, circular movement above the table,
imitates sprinkling something on top of a round object (target
gesture)

S:[and decorafecakes an'

S spoken output

H hand movements (in italics)
silent pause (duration in seconds reported in
brackets)

1 stroke of gesture
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Table 1.Overview of the messages and distractors
for Clip 20

| was decorating cakes ldfanded
| was baking cakes
When they left | was decorating cak

| wasdecorating the house and baki
a cake after they left

1) G+S message
2) G+S distractor
3) SO-message
4) S-O-distractor

2.3.Procedure

Participants were randomly assigned to one of the two
experimental groups. In group In=B0) clips 1 - 15
represented the audio or-@ version and clips 16 30
represented the video @+S version. For group 21£30) the
presentation modes were reversed. In the experimental
sessions all participants started with theD Scondition to
avoid any unwanteeffects of order of condition. Each clip
was presented twice lmgE participants were asked to report
what they understood from the clips by answering to one OQ
per clip and the subsequeviCQ (for more information about
theOQ see De Beer et al. [1)8
Participantsecorded theiresponses in a response booklet in
written form. For the MCQparticipants were asked to choose
the optionthey feltbestmatched the message the PWA in the
respective clip was trying to communicat&estures were not
mentioned in the instructions or any of the written forfiie
number of choicesf eachoptionwascounted per clip and per
condition.

Analysis

Clip number 4 wasemoved from the analyskecause of
poor sound qualityThe gesture type presented in clip 4 was an
emblem.Thus for the category of emblems only 9 clips were
included in the final data analysis.

Two-tailed Wilcoxon Sign Ranked Test for related samples
was used for the statistical analysis.

3. Results

a) Referential Gestures

For the category of referential gestuthe G+S message
was chosen significantly more ofted € -2.549 p = .011) in
the G+S conditionnfean= 21.6, SD= 6.931) compared to the
S-O condition fnean= 10.6,SD = 8.249). The G+S distractor
was chosen more often in the G+S conditioredn= 3.6,SD
= 4.671) compared to the@ condition (nean= 2.8,SD =
4.686), but this difference did not reach statistical significance
(Z=-.06,p = .952) The SO message was chosen more often
in the SO condition fnean= 8.90, SD = 5.744) than in the
G+S condition ifhean= 2.2,SD = 3.155) This difference was
significant £ = -2.553 p = .011). Also the $ distractor was
picked significantly more often (Z = -2.492, p =.013) inthe S
O condition (nean= 7.7,SD = 7.273) compared to the G+S
condition fnean=2.6,SD= 2.989). Se&igurel.

Figure 1: Frequencies (means)the four different

b) Emblems

For the category of emblems, participants chose the G+S
message more often in the G+S conditioreén= 16.56, SD
= 10.43). This difference to the@ condition (nean= 9.11,
SD = 7.132) reached statistical significance (Z = -2.556, p =
.011). The difference for the G+S distractor between the G+S
condition (mean= 3.22,SD = 5.426) and the -® condition
(mean= 3.56,SD = 5.615) was not significanZ( -.632,p =
.527). Participants' choices of the-C5 message differed
significantly between conditionZ (= -2,075,p = .038) and it
was more often chosen in theC5condition fnean= 11.22,
SD= 7.513) compared to the G+S conditiome@n= 6.33, SD
= 8.602). Participats chose the -® distractor significantly
more often Z = -2.2,p = .028) in the SO condition (nean=
6, SD= 7.826) compared to the G+S conditione@gn= 4, SD
=7.632). Se&igure?2.

Figure 2: Frequencies (meansithe four different
choices of response options for emblems compared between
the gesture + speech condition (black) and the speech-only
condition (grey). Significant differences are indicated by
asterisks.

¢) Pantomimes

For the categomyf pantomime gesturethe G+S message
was chosen more often in the G+S conditimegn= 20, SD=
8) compared to the-O condition (nean= 11.7,SD= 9.638).
This difference was statistically significard € -2.67,p =
.008). No significant differenceZ(= -.768, p = .443) was
found for the choice of the G+S distractor between the G+S
condition fmean= 2.2, SD= 3.736) and the -® condition
(mean= 3.5, SD=5.642). The 0 message was chosen more
often in the 80 condition (nean = 10.6, SD= 8.884)
compaed to the G+S conditionmean= 6.5, SD= 5.421).
This difference did not reach statistical significanZe=( -
1.899,p = .058). Participants' choices of theOSdistractor
differed significantly between condition& & -2.536,p =
.011). It was chosemore oftenin the SO condition (nean=
4.3,SD= 3.622) compared to the G+S conditione@n= 1.2,
SD= 1.135).SeeFigure3.

Figure 3 Frequencies (means) of the four different
choices of response options for pantomimes compared
between the gesture + speech condition (black) and the

choices of response options for referential gestures compared SP€eckonly condition (grey). Significant differences are

between the gesture + speech condition (black) and the
speeckonly cordition (grey). Significant differences are
indicated by asterisks.

indicated by asterisks.
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4, Discussion

In summary the participantsthoicesof response options in
the MCQ differed between conditions for all threesgae
types. The G+S message and th® $nessage were chosen
more often in thie respective condition These effects were
significant, apart from the number of choices of th®© S
message for pantomime gestureer the G+S distractors no
remarkable effest of condition were found for either of the
three gesture types. The-CB distractor was chosen
significantly more often in the ® conditionfor all three
gesture types.

The number of choices of the response optionicates
overall that the participats did pay attention to the type of
gesture that the PWA produced in the clips and that the
information expressed via aljesturs was used for the
interpretation of the messagerhis supportarlier findings
by De Beer et a[18].

In the G+S conditionparticipants demonstrated a clear
preferencdor the G+S message (the target messabe was
truefor all three gesture typelowever in the SO condition
participantsdid not cloose the SO messagevith a similar
frequency.Participants’choices of the response options were
less stable in the-© condition; herethe target messageas
chosen with a similar frequen@s the SO message for all
three gesture type&.remarkable number of participants in the
S-O condition still chose the @@t message which is not
surprising, because for many clips mazft the semantic

our earlier conclusiong[18] and serve to further our
understanding ofhe impact of different gesture types the
expression of semantic content in PWierefore,we were

able to contribute téhe evidence suggesting a compensative
use of gestures in PWA, i.e. argue against the assumption that
gesture and speech braddwn inparallel inPWA.

We acknowledgehat the choice of stimulus clips might
have influencedhe results of the study. This would be true if
only sequences were chosen in which gestures were used in a
speechreplacing way. However we included clips of
sequences in which gestures were complementary but also
redundant to the spoken output. Thus stimuli were chosen
to reflect varying degrees of complement or redundancy.
Future studies might wish to considemstructing the target
messages and distractors on the basis of independent judges'
interpretation of the audio and video stimuli to improve
validity. We also acknowledge the use of short messages in a
perception study has been criticised by Beattie & Shovelton
[5], who argued thahe information expressed vigestures is
often inferable from the wider contexdf a narrative.ln the
presentstudy we usegbarts out ofspontaneous conversation
samples Whilst it is plausible that contaxal information
influencedjudges’perception of messagese took care not to
choose any clips that could only be interpreted with context
knowledge of the whole conversatiofinally, the work of
Hogrefe et al. [16]who investigated the information uptake
from narrations produced by PWA, also suggdéisatin some
individuals with aphasia gestures are more informative than

content was expressed in speech. The presentation of the MCQ speech.

options might have influenced participants' interpretation of
the messages. Particularlyn the SO condition when
participantsdid not have access to the complete informational
content (i.e., information conveyed via gesturelthe
presentation of He target message might have led to
reinterpretation of the auditimuli. Comhning these
assumptions together with tleéfects of condition, it can be
inferred that the accessibility of the information from the

5. Conclusion

All three gesture types under investigation (pantomimes,

emblems and referential gestures) influence the interpretation
of the messages communicated by PWestures produced

by PWA are used by listeners to disambiguate messages from
spoken outputGestures do not nessarily have to be used in

gesture channel decreased the ambiguity of the communicated a speechreplacing way by PWAto play a role in the

messagef the stimuli.Thereforein the G+S condition when
participants had access to the informatidrom both
modalities theywere able to identify the target message with
higheraccuracy

Strikingly the G+S distractors were raretfosenin both
conditionsacrossgesture typesThere were no clear effects of
condition found for this distractdFhis finding may be due to

expression of semantic conteiherefore communication in
PWA has to be viewedsa multi-modal processGestureypes
which differin the degrees of coepntionalisation and relation

to speech havéeendemonstratedo hold the potentialbof
expressig semantic contenfThis wastrue evenfor gestures

that are closely related to spoken output (referential gestures).
Our results clearly suggest a compensatige of different

the construction of the distractors, because the G+S distractor gesture types and broaden the knowledge about their role for
was only semantically related to the G+S message and not communication for PWA.

always phonetically related to the information presented in
verbal speechHence the G+S distractors may not have been
sufficiently closely relatetb the target message

The effects of condition @re shown for all three gesture
types.This indicates that all tested gesture types did influence
the participants' information uptakeBy their nature,
pantomimesnd emk#ms hold the potential to convey content
that complementsr even replacespoken outputReferential
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