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Abstract Integrating inspection procedures in the machin-
ing process contributes to process optimization. To be highly
efficient, inspection operations must be performed in the
same frame as machining operations. Within the context of
on-machine inspection using vision, a method of calibration
based on part set-up measurement is proposed in this paper.
The measurement frame thus coincides with the CAD/CAM
frame in which the CAD model is built. The CAD-based
calibration is performed by using 3D features of the part
set-up, which are easily identifiable in the 2D picture of the
scene. The robustness of the method with regard to 2D fea-
ture identification in real environment is assessed thanks to
Monte-Carlo simulations.

Keywords CAD-based Calibration · On-machine inspec-
tion · Vision

1 Introduction

The integration of inspection procedures in the production
process contributes to the improvement of the manufactur-
ing process. Associated benefits include high speed of in-
spection, measurement flexibility, on-machine inspection, and
the possibility of 100% inspection [1]. On-machine inspec-
tion (or in-situ inspection) is performed while the part is still
located on the machine tool and while the machining pro-
cess is stopped [2]. On-machine inspection allows to achieve
high productivity, to reduce lead times, and to make a rapid
decision regarding the conformity of the produced part [3].
Furthermore, due to the great inter-operability between ma-
chining and inspection, in-situ inspection, either for dimen-
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Fig. 1 On-machine inspection using vision

sional metrology or for surface roughness, contributes to
process optimization [4], [5], [6].

On-machine inspection is often performed using vision.
Vision-based systems are used for the verification of ma-
chining set-ups [7], [8], the survey of tool trajectories [9],
part inspection of socket production, and so on [1]. These
systems present various advantages: low cost, rapidity, flexi-
bility and simplicity of implementation in the context of pro-
duction. A minor drawback is the system calibration. Cali-
bration is necessary to transform a 2D point of the picture
into a 3D point expressed in the reference frame. Within
the context of on-machine inspection, the positioning of the
picture frame relatively to the reference frame must be per-
formed for each measurement. On the other hand, measure-
ment and machining operations must be performed in the
same frame to facilitate the comparison of the machined part
to its CAD model. Therefore, to enhance the interoperabil-
ity between machining and inspection, it could be interesting
that the reference frame used for calibration coincides with
the CAM frame associated to machining operations. This re-
moves an additional step of frame registration which could
be penalizing in terms of computational time and quality.
The idea is thus to build the reference frame from features
belonging to the machine tool scene. In this direction the
use of features belonging to the part set-up seems relevant.
This paper deals with a calibration method based on part set-
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up measurement for on-machine inspection. In the proposed
approach, features belonging to the part set-up are used to
map the vision calibration frame to the machining frame in
which both measurements and machining operations will be
performed. The final aim of our study is to develop a tool for
manufacturing monitoring with the aim of improving the in-
teroperability between CAM, machining and inspection dur-
ing the production start of a new part. This tool based on
vision (more particularly image correlation) performs on-
machine part inspection at the beginning of the machining
in order to locate potential defects (Fig. 1). It thus gives the
user a rapid and interactive decision tool to act at the earli-
est to make corrections. The paper is organized as follows.
Section 2 is dedicated to the basics of calibration from set-
up measurements. Applications of our approach are detailed
in section 3. In section 4, a sensitivity study is proposed to
assess the robustness of the method with regard to environ-
ment parameters.

2 Calibration from set-up measurements

Before detailing our approach, let us review the basic prin-
ciple of vision-system calibration along with classical meth-
ods proposed in the literature.

2.1 Calibration principle

The calibration aims at identifying the model parameters
that define the relationship between the coordinates of a 2D
point, expressed in the picture Rp, and the coordinates of a
3D point expressed in the reference frame Rw.
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Fig. 2 Pinhole model
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Based on the pinhole model (Fig. 2), the relationship be-
tween Rp and Rw results from the combination of the geo-
metric transformations A, D, P, and T as defined in (Eq. 1).
The matrix A corresponds to the affine transformation from
the ”center” picture frame Rr to the picture frame Rp.The
transformation P is a perspective projection of Rc, the frame
attached to the camera, into the retinal plane Rr. The trans-
formation D corresponds to camera distortions. The param-
eters associated with the matrices A, D, and P correspond to
the internal calibration parameters also called the intrinsic
parameters: the focal fc, the picture center position Ccu and
Ccv, the pixel size sp, the pixel number np, and the distortion
parameters ki (for i = 1 to 5).

The transformation T between the reference frame Rw
and the camera frame Rc, corresponds to the combination
of a rotation R(3 ∗ 3) and of a translation t. T can be de-
scribed thanks to a homogeneous matrix, and its parameters
are called extrinsic parameters (Eq. 2).
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Several techniques of calibration exist. Most of them al-
low the determination of extrinsic and intrinsic parameters
simultaneously. Starting from a correspondence between 2D
to 3D features, classical techniques rely on the minimization
of a projection error function [10][11][12]. Several methods
are based on point correspondence. Faugeras and Toscani
[11] propose a method leading to the identification of the
pinhole model parameters without distortions. As they only
consider the just necessary number of points, the problem
is linear and easy to solve. Lavest et al. [12] extend the ap-
proach by considering a non-limited number of points. The
correspondence problem is thus non-linear, and is solved
by minimizing projection errors. This method has been im-
plemented as a Matlab R2014 c© toolbox by Bouguet [13].
Douilly [14] propose a calibration method for a multi-camera
system based on a ball-bar artifact. Inspired from the method
developed by Tsai [15], this approach requires a high num-
ber of pictures to be efficient. A second family of methods
use line correspondences. The difference lies in the model
used to described the lines: parametric description in [10],
or plane intersection in [16]. A few studies rely on the CAD
definition of the studied scene to perform the calibration.
Beaubier et al. [17] proposed a CAD-based calibration us-
ing stereo-correlation. Unfortunately, this approach, which
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takes place during machining, relies on the part which has
geometrical defects. Furthermore, the stereo-correlation re-
quires a pattern projection which is not appropriate for on-
machine inspection due to low contrast, the difficulty to ex-
tract more than a few features, and it may be time consum-
ing.

2.2 Proposed approach

As the vision system is dedicated to on-machine inspection,
the calibration method proposed in this paper relies on iden-
tifiable geometric features of the machine tool scene. As
aforementioned, the idea is to define a unique frame for cal-
ibration, vision-based measurements, and machining opera-
tions. In this direction, we propose that the reference frame
Rw coincides with the frame in which machining operations
are defined. Machining operations are generally defined in a
frame associated to the CAD model. It thus seems relevant
to calibrate the system thanks to features that belong to the
machining set-up as they belong to both the CAD model and
the machining environment, and as they are also not modi-
fied during machining. This will make the integration of the
measurement in the machining process easier.

During on-machine vision, intrinsic parameters are fixed
and do not vary. Therefore, the transformation M = A.D.P
between Rp and Rc is completely defined, and the study fo-
cuses on the identification of the extrinsic parameters i.e.
on the identification of the elements of the transformation
matrix T (Fig. 3). The method we propose aims at estab-
lishing the correspondence between a set of 3D features of
set-up CAD model and the corresponding 2D features in the
picture of the actual machining set-up. Once the correspon-
dence is established, the transformation G between Rp and
Rw = RCAM is known, and T is simply given by:

T = M−1.G (3)

It is important to underline that the set-up defects are
neglected: the actual machining set-up is assimilated to its

Table 1 Features identifiable on pictures

3D feature 2D feature Extracted element

Cylinder 2 generatrices Line
Sphere Circle Point
Intersection of 2 planes Line Line
Circle Ellipse Point

CAD model. The idea is thus to use features that can be
easily identifiable as displayed in Tab. 1.

Table 1 describes the correspondence between a 3D geo-
metrical feature, the associated 2D element belonging to the
picture, and the extracted 2D element. The transformation
T is characterized by 6 extrinsic parameters, 3 Euler angles
(φ ,θ ,ψ for the rotation R(3 ∗ 3)) and 3 distances for the
translation t. Let us denote Φ = (φ ,θ ,ψ, tx, ty, tz) the vector
gathering the extrinsic parameters we want to identify. The
set of features must lead to a minimum of 6 independent
equations to completely define the transformation.
The method consists in 3 main steps. An initial vector Φ0 is
chosen defining an initial transformation Tinit . The 3D fea-
tures of the CAD model are projected onto the picture frame
thanks to equation 1 (Fig. 4(a)). In parallel, equivalent 2D
features are extracted from the picture (Fig. 4(b)). To illus-
trate our purpose, let us consider the case of the point C
belonging to the CAD model. C is projected onto the picture
frame Rp in C′ by the combination of the transformation Tinit
and the internal transformation M. The same goes for the
line dCAD belonging to the CAD model which is projected
in dpict into the picture frame. In parallel, corresponding el-
ements are extracted from the picture: the point D and the
line ddetect (Fig. 4(b)). It is thus possible to calculate the pro-
jection error for each type of feature. For points, the error is
defined as the distance in pixels between the extracted point
and the projected point as represented in figure 5.

For lines, two errors are calculated corresponding to the
distances of the most extreme points of the projected line
dpict to the extracted line ddetect (Eq. 4).


epoint = d(C′,D)

eaxis
1 = d(A′,ddetect)

eaxis
2 = d(B′,ddetect)

(4)

For a set of m lines and n points, this yields to an error
vector E(Φ) of dimension 2m+n. The matching problem be-
tween 3D features and 2D features, i.e. the calibration, leads
to the minimization of the function F = ET ·E. A first-order
expansion of the error near the initial point Φ0 is performed:

E(Φ) = E(Φ0)+

[
∂E
∂Φ

]
Φ0

(5)



4 Lorène Dubreuil et al.

RCAM

xCAM
yCAM

zCAM

RC

xC

yC

zC

O

OC

RP

R3*3 init,tinit A u

OP

A'
u'

dCAM

dpict

C'

C

(a) 3D feature projection

ddetect

D

RP
OP u

v

RP
OP u

v

(b) 2D feature extraction

Fig. 4 Main steps of the approach

RP
OP

A' dpict

ddetect

C'

D

B'

epoint

e1line

e2line

Fig. 5 Calculation of the projection error

Let us denote J =
[

∂E
∂Φ

]
Φ0

the jacobi of E. The problem

is thus to find Φ so that F is minimized. This gives:[
∂F
∂Φ

]
= 2 ·ET ·

[
∂E
∂Φ

]
= 0 (6)

Considering the Jacobi of E, this yields to:

JT ·E = 0 (7)

Then:

JT ·E = JT · (E(Φ0)+J ·dΦ) = JT ·E(Φ0)+JT ·J ·dΦ = 0

(8)

And finally:

dΦ =−(JT · J)−1 · (JT ·E(Φ0)) (9)

The problem is solved using Matlab c© pseudoinverse. If
the transformation Tinit is close enough to the optimized so-
lution, the problem can be solved with only one iteration. If
not, the optimization is reiterated considering that the initial
transformation is given by Φ1 = Φ0 +dΦ .

Extracted features
3D features projected before optimization
3D features projected after optimization

Fig. 6 CAD-based calibration

2.3 Validation of CAD-based calibration

The approach is applied to the set-up presented in figure 3.
First, the intrinsic calibration is performed using the Camera
Calibration toolbox of Matlab c© [13]. Intrinsic parameters
are identified and the matrix M is known. The initial trans-
formation Tinit is defined considering the manual matching
of 6 points defined in the CAD model to the correspond-
ing points on the picture. 3D features are projected onto the
picture according to equation 1, giving elements in red in
figure 6.

In parallel, feature extraction from the picture is per-
formed using the toolbox Image Processing of Matlab c©.
After filtering the picture using the Canny filter, features are
extracted from the picture thanks to the Hough transform.
When necessary, the extracted element is constructed as it is
the case for axis cylinders (see figure 7). Extracted features
are reported in yellow in figure 6. The error function is thus
calculated and the optimization problem is solved thanks to
the least-square method. Results are displayed in figure ref-
fig:validation, in which the green elements are the optimized
calculated features. As it can be observed, positions of the
optimized features are close to the nominal ones, assessing
the relevance of CAD-based calibration.

Nevertheless, there are still deviations between the pro-
jected and the extracted features due to 2 main causes. The
first one is that the set-up, which is assumed to be perfect,
presents some defects that should be taken into account. Di-
mensions and positions of the components belonging to the
set-up do not perfectly match their configuration of the CAD
model. On the other hand, the method used to extract 2D fea-
tures from the picture involves some errors. The extraction is
dependent on the quality of the picture along with the param-
eters associated to the extraction method. Both sources of er-

Fig. 7 2D feature extraction
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Fig. 8 Calibration from set-up measurement in real environment

rors have the same importance on the deviations. In order to
quantify the uncertainty associated to the proposed method,
the influence of 2D feature extraction is investigated in the
next section.

3 Application and sensitivity study

3.1 Description of the case study

The influence of 2D feature extraction is investigated con-
sidering a real case for which the set-up is in situation in
the machine tool environment. The calibration is performed
at the beginning of the production, problems of coolants or
removed chips/strings obscuring vision views are avoided.
The approach is applied by considering a set of 17 lines to
perform the calibration (Fig. 8). To investigate errors asso-
ciated to the calibration, the projection error is calculated for
a set of points belonging to the set-up. These points, which
correspond to circle centers, were not used for calibration
(Fig. 9).

Table 2 Reprojection errors

Mean (pixel) Standard deviation (pixel)

eu -0.282 3.688
ev 0.234 3.058

1000 2000 3000 4000
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Fig. 9 Projection errors for a set of points

Results reported in table 2 enhance the quality of the
calibration. Actually, the absolute mean value of the repro-
jection error does not exceed 0.24 pixel for both direction
u, and v. Taking into account the dimensions of the mea-
sured space (710 mm x 710 mm), related to the image size
(3200 x 4500 pixels), the error is consistent with the order
of magnitude of the machining defects we want to evaluate.
Nevertheless, one of the key points of using this method for
on-machine inspection deals with its sensitivity to feature
extraction and changes in calibration conditions. A sensitiv-
ity study is investigated in the next section.

3.2 Sensitivity of the proposed method

The sensitivity study is conducted by considering variabil-
ity in position and orientation of the extracted 2D features.
A 2D line is defined in the picture by its explicit model,
y= a ·x+b, where a represents the slope and b the intercept.
An uncertainty is thus associated to each parameter a and b,
and is modeled by a Gaussian distribution characterized by
a standard deviation δa, and δb respectively. δa, and δb are
obtained by considering the variations in position and ori-
entation of a set of extracted lines for different calibrations
for which lighting conditions are modified along with the
size of the area around the feature to be extracted. Indeed,
lighting conditions can vary widely in the machine tool en-
vironment, which can affect the quality of the 2D picture,
and as a result, can influence 2D feature extraction. The size
of the picture area from which the 2D feature is extracted
also plays a role in the quality of feature’s extraction. On
the other hand, it is necessary to account for the variabil-
ity of the intrinsic parameters, which also could affect the
global calibration. These intrinsic parameters obtained us-
ing the the Camera Calibration toolbox of Matlab c© [13]
and their standard deviations are displayed in table 3. An un-
certainty is then affected to each intrinsic parameter, which
is modeled by a Gaussian distribution characterized by its
standard deviation. Once uncertainties are affected to each
parameter to account for its variability, the uncertainty as-
sociated with CAD-based calibration is obtained thanks to
1000 Monte-Carlo simulations (Fig. 10).

The sensitivity study is conducted by considering the in-
fluence of the variability of all the parameters on the one
hand, and on the other hand, by only taking into account the
influence of the 2D feature extraction. Results, reported in
figures 11 and 12, bring out that the standard deviation of
the reprojection errors do not exceed 4.317 pixels for σeu

and 4.211 pixels for σev in the second case. These values are
twice lower than those obtained when all sources of uncer-
tainty are taken into account. This observation also applies
to mean error values. These results enhance the good stabil-
ity of the CAD-based calibration method with regard to 2D
feature extraction. Note that, a part of the error is likely due
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Φ = f(dpict, ddetect, C',D)
3D Feature RCAM

2D extracted
element Rp

{ϕ, θ, ψ, tx, ty, tz}

Φ
Maximal error (pixels)

Intrinsic calibration

RP

RCAO

xCAO

yCAOzCAO

O

OP
u

v

Part set-up calibration

Fig. 10 Monte carlo description

Table 3 Calibration parameters

Mean Standard deviation

fc.δu 6596.9 11.9
fc.δv 6583.4 12.0
Ccu 2332.1 16.3
Ccv 1744.13 16.94
k1 -0.245 0.003
k2 0 0
k3 5.8 e−4 4.2 e−4

k4 18 e−4 3.9 e−4

k5 0 0

to the set-up defects: dimensions and positions of the fea-
tures belonging to the actual set-up do not perfectly match
their configuration in the CAD model. As a conclusion, the
variation in lighting conditions does not have more influence
on the reprojection error than the variability of the intrin-
sic parameters, which appears to be significant in the uncer-
tainty budget. This confirms that calibration based on mea-
surements of features belonging to the part set-up is relevant
for on-machine inspection using vision. Nevertheless, some
key issues still need to be addressed such as improvement of
intrinsic calibration, and consideration of the actual set-up.
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(b) ēv = 1.682 σev = 9.127

Fig. 11 Distribution of reprojection errors considering all sources of
uncertainty

4 Conclusion

In this study, we presented a CAD-based calibration method.
Based on the CAD model of a machining set-up, this new
technique is particularly well-adapted for on-machine part
inspection, as it allows measurements in the manufactur-
ing frame. It relies on the matching of 3D CAD-features of
the machining set-up with corresponding features extracted
from the 2D image. The first results show the relevance of
the proposed approach, attested by the good stability of the
method with regard to image analysis. Future works will fo-
cus on the following stage of on-machine measurement for
part inspection using vision. This stage deals with the im-
plementation of a correlation-based method to localize geo-
metrical defects by vision.
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