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Abstract

The aim of this article is to develop a new feedback stabilization strategy in-

volving a nonlinear Potential Feedback Control (PFC) for scalar discrete-time

systems with disturbances by using Lyapunov functions. The main interest

of the PFC is to achieve the stabilization with a constraint on the state

space. We apply this strategy for the uplink power control in a real Wireless

Sensor Network (WSN) and compare with the Adaptive Transmission Power

Control (ATPC) usually used in telecommunications.
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1. Introduction

Applications of WSN have dramatically increased in recent years, span-

ning environment monitoring, medical systems, smart building, nuclear in-

dustry and robotic. Such networks are composed of distributed nodes. Each

node has sensor functionality, embedded processor and radio communication.

For the star network topology, these nodes use only a single hope to send

the monitoring data to a Central Server (CS) that is connected to the wired

infrastructure. A WSN is usually composed of low-power operated battery

devices and it is not possible in general to replace batteries due to the number

of nodes deployed or the difficult access conditions. So, the battery conser-

vation is a critical issue to prolong the network lifetime. One of the source of

energy consumption is the radio transmission. In order to reduce the energy

consumption, the idea is to design a power control for each node. Never-

theless, a low power transmission may cause errors in transmitted packets

that are to be discarded, and the follow-on retransmission increases energy

consumption. On the other side, a high power transmission achieves a good

data transmission but consumes energy. So, a good power transmission con-

trol leads to a trade-off between the energy consumption and a low bit error

rate [1].

In this article, we focus on the uplink power control with the ZigBee stan-

dard [2]. Moreover, we suppose that the WSN has a star network topology

with a CS performing calculations and several wireless sensors (WS). So, we

do not consider routing between the WSs. With the star network topology,
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the CS and all WSs are fixed. In general, the constructor of WSNs sets

the transmission power of each WS at the maximum power [3, 4]. The fact

that the power transmission is always at the maximum power for any link

between the CS and the WS motivates us to develop a controller allowing to

reduce the transmission power by keeping a good link’s quality. To achieve

the uplink power control in WSNs, we use an indicator of the transmission

quality called the Received Signal Strength Indication (RSSI). The power

control must achieve two main goals:

- a good Quality of Service (QoS) in WSNs by ensuring that the RSSI

stays above a minimum RSSI, denoted RSSImin;

- a minimization of the energetic consumption. This allows to increase

the autonomy of devices.

Both objectives mean to have a RSSI just above the RSSImin.

The development of WSNs in recent years has motivated the investigation

of several power control strategies. The ATPC algorithm is proposed in [5].

Another approach which uses the theory of S-modular games is developed in

[6]. A feedback control strategy is studied in [7] where the authors developed

a robust distributed active power control by using a quantitative feedback

theory approach. The main problem of the feedback control strategy for the

power control of a WSN is due to the fact that there is a constraint on the

RSSI which is the state of the system. It is possible to develop a Model

Predictive Control (MPC) approach for a discrete-time system taking into
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account a constraint on the state variables [8, 9].

In our article, we provide a new simple Potential Feedback Control (PFC)

strategy for a scalar system having a constraint on its state variable. It is

an original approach, first developed in [10] for the power control in LTE,

where the stabilization problem of a linear scalar system with a constraint

on the state space is transformed into a problem of nonlinear stabilization.

The PFC has essentially been used in robotic to avoid the collisions with

obstacles [11, 12]. It is a nonlinear control whose nonlinear part is a virtual

Coulomb potential barrier ensuring that the state space cannot cross this

barrier. Moreover, the complexity of the proposed control algorithm is quite

low because we can easily tune outline one gain for each wireless sensor.

This is a good feature for our real application. The main difficulty with the

potential control is due to the nonlinearity of the potential term which implies

the use of the Lyapunov theory. In this article, we extend the validity of the

PFC developed in [10] and we apply this strategy to a real WSN platform.

Moreover, we compare the PFC strategy with the ATPC and MPC strategies.

The paper is organized as follows. The ATPC for WSNs is presented in

the section 2. A PFC for scalar discrete-time systems with disturbances is

built in the section 3. Then, the PFC strategy is applied to a real WSN

composed of four WSs and compared with the ATPC and MPC strategy in

the section 4. The energy saving result coming from the power control is also

presented in the section 4. Finally, a conclusion is addressed in the section

5.
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2. Implementation of the ATPC strategy

In this subsection, we investigate the ATPC strategy proposed in [5]. This

strategy consists in finding the transmitted power from a linear algebraic

equation between the RSSI and the transmitted power. The linearity of

the algebraic equation is justified by a measurement campaign in which we

study the relation between the transmission power and the RSSI. The whole

experimental equipment was lent to us by the Wytek company which also

participated in the implementation of programs. Our indoor experiments, in

a classroom in the university of Poitiers, ensure the line-of-sight propagation

between the CS and the WS. The experimental site is shown in the figure 1.

 

Figure 1: Experimental site

We have a CS and four fixed WS at different fixed positions numbered on

the figure 1. We have alternatively measured the RSSI between the CS and

the WS. With the ZigBee standard, each WS sends data in turn to the CS
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in order to avoid interferences [13]. The figure 2 shows the relations between

the transmission power of each WS and the RSSI.
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Figure 2: RSSI vs transmission power

These relations can also be found by using the propagation loss LPTX→PRX

of the free-space propagation model given by

LPTX→PRX
(dB) = PTX − PRX = 32.45 + 20 log(d) + 20 log(f) (1)

where d is the distance (in km) between the CS and the WS, f the carrier

frequency (in MHz), PRX the received power and PTX the transmission power

in dB [14]. The relation between the RSSI and the received power is given

by

RSSI = 10 log

(

pRX

pRF

)

(2)

where pRX and pRF are respectively the received power and the reference

power in the linear domain [15, Chapter 14]. The relationship between pRX
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and PRX is given by the following equation

PRX [dBm] = 10 log(pRX). (3)

In the case of the WS1 and according to the figure 2, we deduce the

experiment value LPTX→RSSI(dB) ≈ 28dB which is the loss between PTX and

the RSSI, i.e. RSSI = −LPTX→RSSI + PTX . If we calculate this value from

(1) and (2), we have

LPTX→RSSI = PTX − 10 log

(

pRX

pRF

)

= PTX − 10 log(pRX) + 10 log(pRF )

= PTX − PRX + 10 log(pRF )

= LPTX→PRX
+ 10 log(pRF )

= 32.45 + 20 log(d) + 20 log(f) + 10 log(pRF )

For d = 6m, f = 2.4Ghz, and pRF = 0.001W, we obtain the theoretical value

LPTX→RSSI ≈ 25.62dB which is close to the experiment value.

We observe that the RSSI increases linearly for a low transmission power

below 0dBm which is the domain of interest for the power control in this

article. Therefore, we can define an approximate model as follows

Xi(n) = aPi(n) + bi(n) +Ni(n) (4)
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where Xi is the RSSI, Pi the transmission power, Ni the noise, n the trans-

mission time, a, bi the parameters of the model and i the considered WSi,

i = 1, 2, 3, 4. The constant a depends on the choice of the equipment and

the standard but does not depend on the environment. The parameters bi

depend on the position of the WSi with respect to the CS. The additive term

Ni in the model (4) allows to take into account the imperfect linear model

Xi(n) = aPi(n)+bi(n). The parameters a and bi of each WSi are easily iden-

tified by using a least square estimation method from measurements given in

the figure 2. The reader may notice that a change of environment for a WSi

implies a change of bi which leads to a new line parallel to the initial line in

the figure 2.

The initial values of the parameters bi are given in the table 1. The value

bi
WS1 -33.59
WS2 -36.11
WS3 -35.73
WS4 -29.13

Table 1: Values of the parameters bi for the WSi

of a, which is the slope of the lines in the figure 2, is approximately equal to

0.75.

The other objective of the measurement campaign is to find the minimum

value of the RSSI which ensures a robust link between the CS and a WS,

named RSSImin. This value of RSSImin does not depend on the environment

but only on the equipment and the standard. We initialize the transmission
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power PTX at Pmax, if the reception is confirmed by a number of consecutive

acknowledgement, we decrease the PTX of one power level. We continue to

decrease the PTX until the link is interrupted and we find a minimum value

of Pmin. If we have a number of consecutive no acknowledgement of data,

we increase the transmission power PTX to connect with the CS. We take

the RSSImin as the value of the RSSI at the minimum power, i.e. RSSImin =

Xi(Pmin) and it is the same for all WSi. We find that RSSImin = −50dBm.

The ATPC consists in finding the transmitted power from the knowledge

of the values a, bi(n), and RSSImin at the time n by using the equation (4).

The complete algorithm is given in [5]. A comparison of ATPC with the

MPC and PFC strategies will be given in the section 4.

3. The PFC strategy

3.1. The modeling

In this subsection, we find a recurrence equation for the RSSI from the

equation (4). The fact that the CS alternatively communicates with the

WSs leads to a scalar discrete-time system. For WSNs, each WS adjusts its

transmission power according to the information given by the CS. We have

the following classical dynamical equation for the transmission power

Pi(n+ 1) = Pi(n) + ∆Pi(n)

bi(n+ 1) = bi(n) + ∆bi(n)
(5)
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where ∆Pi(n) and ∆bi(n) are respectively the update values of the transmis-

sion power and the parameter bi at the transmission time n for the WSi. We

also have

Ni(n+ 1) = Ni(n) + ∆Ni(n). (6)

From (4), (5) and (6) we get

Xi(n+ 1) = Xi(n) + a∆Pi(n) + ∆bi(n) + ∆Ni(n)

which leads to

Xi(n + 1) = Xi(n) + Ui(n) +Di(n) (7)

where Ui(n) = a∆Pi(n) is the control variable and Di(n) = ∆bi(n)+∆Ni(n)

the disturbance. We suppose that Di(n) is bounded by ǫi. This bound ǫi

depends on the environment and the transmission time of the system (7).

3.2. The controller

The basic definitions on asymptotic stability and Lyapunov functions for

discrete-time systems with disturbances of the form

x(n + 1) = f(n, x(n), d(n)), n ∈ N

where the state variable x(.) ∈ R
n, the disturbances d(.) ∈ Ω with Ω ⊂ R

m,

and f is a continuous function, are given in [16, Definitions 2.1 and 2.6].

The Lyapunov theorems for discrete-time systems used in this article are
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given in [17, 18] without disturbances and in [16, Theorem 1] and [19] with

disturbances.

In this section, we provide a new simple feedback control of the form

u(n) = k1x(n) +
k2

x(n)
, k2 > 0. (8)

where a potential term k2
x(n)

is added to a linear one k1x(n) in order to ensure

the constraint on the state variable x(n). It is an original approach first

developed in [10] where the stabilization is achieved with −1
2
< k1 < 0 for

perturbed systems. In the Theorem 1, we extend the validity of the PFC to

the limit case k1 = −1
2
for nominal systems.

Theorem 1. Consider the scalar system given by

x(n+ 1) = x(n) + u(n), n ∈ N (9)

where x(n) ∈ R is the state and u(n) ∈ R the input. Under the initial

condition x(0) > 0, the system (9) with the feedback control

u(n) = −1

2
x(n) +

k2

x(n)
, k2 > 0

is asymptotically stable and converges toward
√
2k2. Moreover, we have

x(n) ≥
√
2k2 for all n ∈ N

∗.

Proof. With the following input u(n) = k1x(n)+
k2
x(n)

, we have x(n+1) =

x(n) + k1x(n) +
k2
x(n)

. An equilibrium point x̄ is solution of the equation

x̄ = x̄+ k1x̄+
k2

x̄
.
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If x̄ 6= 0 then it leads to x̄2 = −k2
k1
. If k1 < 0 and k2 > 0 then we have a

positive root x+ =
√

−k2
k1
. Suppose in the following that k1 < 0 and k2 > 0.

First of all, it is easy to prove by induction that if −1 < k1 < 0 then

x(n) > 0 for all n ∈ N. In the remainder of the proof, we consider −1 <

k1 < 0. Let us prove that for all n ∈ N
∗, x(n) ≥ x+. We seek the minimum

value of the function x(n+1) with respect to the variable x(n), then we will

impose that the minimum value is equal to x+. For this, we calculate the

derivative of x(n + 1):

∂x(n + 1)

∂x(n)
=

(1 + k1)x(n)
2 − k2

x(n)2

for x(n) > 0 and n ∈ N. The equality ∂x(n+1)
∂x(n)

= 0 is equivalent to x(n) =

±
√

k2
1+k1

. By studying the sign of the derivative, we obtain minx(n)>0 x(n +

1) = 2
√

k2(1 + k1). If this minimum value is equal to x+ then x(n+1) ≥ x+

for all n ∈ N
∗. It leads to

2
√

k2(1 + k1) =

√

−k2
k1
.

We deduce that k1 = −1
2
. It is worth noting that it is not possible to have

2
√

k2(1 + k1) >
√

−k2
k1

with −1 < k1 < 0 and k2 > 0. We remark that

although if x(0) < x+, the value of x(n) for all n ∈ N
∗ is always greater than

x+.

Consider the following Lyapunov function V (x(n)) = x(n) − x+ for n ∈
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N
∗. We have

∆V (x(n)) = V (x(n+ 1))− V (x(n))

=
−1

2
x(n)2 + k2

x(n)
.

It is easy to see that ∆V (x(n)) < 0 if x(n) > x+ =
√
2k2. Therefore, we have

∆V (x(n)) < 0 for all x(n) 6=
√
2k2 and all n ∈ N

∗. By using the Lyapunov

theorem given in [17] and [18, Theorem 4.20], we deduce that the system (9)

is asymptotically stable and converges toward
√
2k2.

The Theorem 2 extend the validity of the Theorem 1 for systems with

disturbances.

Theorem 2. Consider the scalar system given by

x(n + 1) = x(n) + u(n) + d(n), n ∈ N (10)

where x(n) ∈ R is the state, u(n) ∈ R the input and |d(n)| ≤ ǫ a bounded

disturbance. Let c ≤ 0, under the initial condition x(0) > c the system (10)
with the feedback control

u(n) = −1

2
(x(n)− c) +

k2

x(n)− c
(11)

where k2 ≥ 41+3
√
73

64
ǫ2 ≈ 1.0411ǫ2 is asymptotically stable with respect to the

attractive interval S = [−ǫ +
√
2k2 + c; 3ǫ +

√
9ǫ2 + 2k2 + c]. Moreover, we

have x(n) ≥ −ǫ+
√
2k2 + c for all n ∈ N

∗.

Proof. We have two possible cases which depend on the sign of the initial

condition x(0) of the system (10).

First case: x(0) > 0. We take c = 0. Firstly, we seek the equilibrium points
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of the closed-loop system. With the following input u(n) = −1
2
x(n) + k2

x(n)
,

we have x(n+ 1) = 1
2
x(n) + k2

x(n)
+ d(n). The positive equilibrium interval is

given by

S+
eq =

{

x̄ > 0 : x̄ =
1

2
· x̄+ k2

x̄
+ d(n); |d(n)| ≤ ǫ

}

If x̄ 6= 0 then we have 1
2
x̄2−d(n)x̄−k2 = 0. If k2 > 0 then we have a positive

root x+(n) = d(n) +
√
∆ where ∆ = d(n)2 + 2k2. We obtain

S+
eq =

[

−ǫ+
√

ǫ2 + 2k2; ǫ+
√

ǫ2 + 2k2

]

.

We seek the minimum value of x(n+1). For this, we calculate the derivative

of x(n + 1) and we obtain

∂x(n + 1)

∂x(n)
=

1
2
x(n)2 − k2

x(n)2

for x(n) > 0 and n ∈ N. We have ∂x(n+1)
∂x(n)

= 0 is equivalent to x(n) = ±
√
2k2.

So, the interval of minimum values of x(n+ 1) is given by

Smin = [
√

2k2 − ǫ;
√

2k2 + ǫ].

The smallest value of Smin is minSmin =
√
2k2−ǫ. We want that minSmin >

0, therefore k2 >
ǫ2

2
in the following. Thus, we have x(n) > minSmin =

√
2k2 − ǫ > 0 for all n ∈ N

∗. As minSmin is slightly smaller than minS+
eq,

the right limit of the attractive interval is given by minSmin. At this stage,
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the attractive interval is given by

S0 =
[

−ǫ+
√

2k2; ǫ+
√

ǫ2 + 2k2

]

.

Now, we have to prove the asymptotic stability of system (10). Let us

consider the following Lyapunov function V (n) = x(n) − x+(n) for x(n) >

ǫ+
√
ǫ2 + 2k2 and n ∈ N

∗. The function ∆V (n, x(n)) = V (x(n+1))−V (x(n))

is given by

∆V (n, x(n)) =
−
1
2
x(n)2+(d(n)−x+(n+1)+x+(n))x(n)+k2

x(n)
.

It is easy to see that ∆V (n, x(n)) < 0 if x(n) > x∗(n) where

x∗(n) = (d(n)− x+(n+ 1) + x+(n))

+
√

(d(n)− x+(n+ 1) + x+(n))2 + 2k2.

The value maxn∈N∗ x∗(n) is equal to 3ǫ +
√
9ǫ2 + 2k2 for d(n) = ǫ, x+(n) =

ǫ +
√
ǫ2 + 2k2, and x+(n + 1) = −ǫ +

√
ǫ2 + 2k2. As the maximum value

maxn∈N∗ x∗(n) is greater than maxS+
eq, we define the attractive interval by

S0 = [−ǫ+
√

2k2; 3ǫ+
√

9ǫ2 + 2k2]

and we have ∆V (n, x(n)) < 0 for all x(n) > 3ǫ+
√
9ǫ2 + 2k2.

To conclude, we have to prove that S0 is invariant. Due to the previous
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calculus of Smin, we have minx(n)∈S0
x(n+1) = minS0. Now, let us calculate

maxx(n)∈S0
x(n + 1) and impose that maxx(n)∈S0

x(n + 1) ≤ maxS0. As the

continuous function x(n + 1) with respect to the variable x(n) is decreasing

for x(n) ∈ S1 = [−ǫ+
√
2k2;

√
2k2] and increasing for x(n) ∈ S2 = [

√
2k2; 3ǫ+

√
9ǫ2 + 2k2], where S0 = S1 ∪ S2, we only calculate the values of x(n+ 1) at

minS0 and at maxS0 due to the intermediate value theorem. At the value

x(n) = minS0, we have

x(n+ 1)|minS0
=

√
2k2−ǫ

2
+ k2√

2k2−ǫ
≤

√
2k2+ǫ

2
+ k2√

2k2−ǫ
= (

√
2k2+ǫ)(4k2−ǫ2)
2(2k2−ǫ2)

.

Moreover, we have

maxS0 = 3ǫ+
√

9ǫ2 + 2k2

=
(4k2 − ǫ2)(ǫ+

√
9ǫ2 + 2k2)

2(2k2 − ǫ2)

+
2ǫ(4k2 − ǫ2)− ǫ2(3ǫ+

√
9ǫ2 + 2k2)

2(2k2 − ǫ2)

We remark that if

2ǫ(4k2 − ǫ2)− ǫ2(3ǫ+
√
9ǫ2 + 2k2)

2(2k2 − ǫ2)
≥ 0

then x(n + 1)|minS ≤ maxS0. It leads to the condition

2(4k2 − ǫ2)− ǫ(3ǫ+
√

9ǫ2 + 2k2) ≥ 0
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which is equivalent to

32k22 − 41ǫ2k2 + 8ǫ4 ≥ 0. (12)

It is easy to see that for k2 ≥ 41+3
√
73

64
ǫ2 ≈ 1.0411ǫ2 the inequality (12) is

satisfied. At the value x(n) = maxS0, we have x(n + 1)|maxS0
< maxS0

and the desired condition is checked. Therefore, the attractive interval S0 is

invariant if k2 ≥ 41+3
√
73

64
ǫ2 ≈ 1.0411ǫ2.

By using the Lyapunov theorem for discrete-time systems given in [16,

Theorem 1], we conlude that if k2 ≥ 41+3
√
73

64
ǫ2 then the system (10) is asymp-

totically stable with respect to the attractive interval S0.

Second case: x(0) ≤ 0. From equations (10) and (11) we have

x(n + 1) = x(n) + k1 (x(n)− c) +
k2

x(n)− c
+ d(n). (13)

Subtracting c in both sides of the equation (13), we get

x(n + 1)− c = x(n)− c+ k1(x(n)− c) +
k2

x(n)− c
+ d(n).

Consider the following change of variable

ψ(n) = x(n)− c
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that leads to the new system

ψ(n + 1) = (k1 + 1)ψ(n) +
k2

ψ(n)
+ d(n).

We take c < x(0) and it leads to ψ(0) > 0. Therefore, we can apply the proof

of the first case. We deduce that if c < x(0), and k2 ≥ 41+3
√
73

64
ǫ2 ≈ 1.0411ǫ2

then the system (10) is asymptotically stable with respect to the attractive

interval S

S = [−ǫ+
√

2k2 + c; 3ǫ+
√

9ǫ2 + 2k2 + c]

4. Experimental results

4.1. Power control

We apply the PFC (11) to each WSi under the static environment con-

dition which implies that ∆bi = 0. We take a transmission time of 5s in our

application. The threshold value of the RSSI is given in the section 2 by

RSSImin = −50dBm. We suppose that ǫi is the maximum value of the dis-

turbances Di(n). We chose ǫi = 5dBm as the security margin which can take

into account the variations of RSSI due to the presence of a person between

the CS and the WS [20]. According to the Theorem 2, we now search for the

values of c and k2. We take c = −51dBm to satisfy c <RSSImin for all WSi.

In order to have Xi(n) ≥ RSSImin where Xi is given by the equation (7), we
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impose −ǫ +
√
2k2 + c ≥ RSSImin. It leads to k2 ≥ (RSSImin+ǫ−c)2

2
. We can

take the value of k2 = 20 for all WSi.

First, we initialize the transmission power at the maximum value which is

8dBm. The figures 3, 4, 5, and 6 illustrate the evolution of the transmission

power and the RSSI in function of the transmission time for each WS by

using the PFC strategy, the ATPC strategy and the MPC strategy having

a prediction and control horizon of 1. We note that after few transmission

times, the transmission power decreases and then stays quasi constant. More-

over, the RSSI is always higher than the RSSImin which is equal to −50dBm.

The final RSSI value of all WSi converges towards around −45dBm because

a security margin of 5dBm has been taken into account. We also observe

that the efficiency of all strategies is quite similar in the steady state. For

the ATPC approach, the RSSI converges towards the optimal value in one

transmission time due to the knowledge of b(n) .
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Figure 3: Evolution of the transmission power and the RSSI for the WS1 with the initial
condition of 8dBm
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Figure 4: Evolution of the transmission power and the RSSI for the WS2 with the initial
condition of 8dBm
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Figure 5: Evolution of the transmission power and the RSSI for the WS3 with the initial
condition of 8dBm
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Figure 6: Evolution of the transmission power and the RSSI for the WS4 with the initial
condition of 8dBm

However, we see in the figure 7 that the execution time of the PFC is

shorter than the one of the MPC and ATPC. This is due to the fact that

we have no prediction and no estimation of b(n) to do with the PFC. The
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PFC leads to a better energy efficiency than the MPC and ATPC at the level

of the CS and this is interesting when the number of WSs becomes high or

when the CS has also a limited energy.
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Figure 7: Execution time of controllers for a time period of 1 day

Now, we will see that the PFC strategy is able to adapt to the change of

the environment. It can take into account only the slow fading which affects

the system for a long time. For instance, the power control is not able to

take into account a fading due to a person passing between the CS and the

WS due to the transmission time of 5s and this is the reason why we take

a security margin of 5dBm. However, it can adapt to a modification of the

environment over a long time due for instance to an obstacle placed between

the CS and the WS. In our real application, we put an obstacle between the

CS and the WS4 in the time between two data transmissions and we observe

a drop of −10dBm of the RSSI with respect to the initial environment. The

figure 8 shows the variation of the RSSI and the adaptation of the power

control. We observe that the power increases to its maximum value of 8dBm

after a significant drop of the RSSI. Then, it converges towards its final value

of −6dBm which ensures that the RSSI is always higher than the RSSImin
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in the new environment.
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Figure 8: Evolution of the transmission power and the RSSI for the WS4 with the obstacle

4.2. Energy consumption

The results show the validity of our approach. Initially, the WSs were

configured to transmit at the maximum power of 8dBm. The implementation

of our PFC has allowed to decrease the transmitted power of each WSi as

shown in the table 2.

Pimin (dBm)
WS1 -12
WS2 -9
WS3 -12
WS4 -17

Table 2: Transmission power for each WSi

In the ZigBee standard, the energy consumption of a WS is composed

of five mains parts: the wake up of the WS, the listening to the channel,

the Carrier Sense Multiple Access-Collision Avoidance (CSMA-CA) protocol,

the transmission of data (TX) and the acknowledgment of the Media Access

Control (ACK-MAC) layer. After the measure campaign, we observe that

the ratio between the transmission power and the total power varies due to
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the channel condition and the data sent. It is illustrated in the figure 9. We

can only reduce the power of the TX part by using a power control.

Figure 9: Energy consumption of a WS

Now, we are interested in the energy saving caused by the power control.

For this, we make an energy saving test. We set the transmission power

PTX of the WS1, WS2, WS3, WS4 at 8dBm, −9dBm, −12dBm, −17dBm

respectively. The power of the WS1 is at the maximum and it was the

reference for this test. The necessary time for each WSi to fully discharge its

battery is given in the table 3.
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PTx (dBm) Time Ti (day) Gi (%)
WS1 8 3.3682 0
WS2 -9 3.5521 5.46
WS3 -12 3.6424 8.14
WS4 -17 3.6684 8.46

Table 3: Energy saving with the PFC

We calculate the gain operating time Gi with respect to WS1 for each

WSi (i = 2, 3, 4) by using the formula

Gi =
Ti − T1

T1
i = 2, 3, 4 (14)

where Ti is the discharge time for the WSi. The gains Gi are given in the

table 3. Thus, we can extend the lifetime of the sensors of about 5% to 10%.

5. Conclusion

In this article, we have developed a feedback control strategy for scalar

discrete-time systems having a constraint on the state variable. This strategy

is based on a nonlinear PFC. It is well suited for the power control of a WSN

due to the constraint on the minimum value of the RSSI imposed by the

telecommunications standards. This technique is applied to a real WSN of

four WSs and is compared with the ATPC and MPC strategies. The PFC

allows to reduce the transmission power and then the energy consumption

of the WS device. Moreover, it has a better execution time than the ATPC

and MPC strategies which leads to a lower energy consumption at the level
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of the CS.
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