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Abstract

Logistic models for random graphs are commonly used to study binary networks
when covariate information is available. After estimating the logistic parameters,
one of the main questions which arises in practice is to assess the goodness of
fit of the corresponding model. To address this problem, we add a general term,
related to the graphon function of W-graph models, to the logistic function. Such
an extra term aims at characterizing the residual structure of the network, that is
not explained by the covariates. We approximate this new generic logistic model
using a class of models with blockwise constant residual structure. This framework
allows to derive a Bayesian procedure from a model based selection context using
goodness-of-fit criteria. All these criteria depend on marginal likelihood terms for
which we do provide estimates relying on two series of variational approximations.
Experiments on toy data are carried out to assess the inference procedure. Finally,
two real networks from social sciences and ecology are studied to illustrate the
proposed methodology.

keywords : Random graphs; logistic regression; W-graph model; variational ap-
proximations

1 Introduction

Networks are now used in many scientific fields [14] [16], B0, 32, B7, B9] from biology
12, 41, 22], 29] to historical sciences [19} [34] and geography [12]. Indeed, while being simple
data structures, they are yet capable of describing complex interactions between entities of
a system. A lot of effort has been put, especially in social sciences, in developing methods
to characterize the heterogeneity of these networks using latent variables and/or covariate
information. Latent variable techniques [13], 28] usually associate a hidden variable to each
node of a network such that the construction of edges involve mixture models. Because



nodes can have different latent variables, they can have various connectivity patterns
within the network. A long series of papers has focused in the last ten years on the
stochastic block model (SBM) [30, B6]. The model assumes that nodes are spread in
unknown clusters and that the probability of connection of two nodes depends exclusively
on the clusters they belong to. Note that extensions have been proposed for SBM to deal
for instance with valued edges [27]. This alternative approach allows the use of covariates
to explain the presence of interactions between nodes. The latent position model (LPM)
[16] and the latent position cluster model (LPCM) [14] also allow to consider both latent
variables and covariates |27, 40]. Their goal is to integrate the two sources of heterogeneity
in a principle manner and assumptions are usually made regarding the hidden connectivity
patterns. In LPCM for instance, latent variables allow to model communities only where
two nodes of the same community are more likely to be connected.

In this paper, we tackle a different problem. Thus, we consider standard logistic models
which are highly used in practice to deal with covariates in networks, assuming edges to
be independent. Our framework aims at allowing practitioners to assess the goodness of
fit of their estimated models, i.e. testing the presence of heterogeneity in the network
not accounted for by the fitted model. It relies on two of the most flexible random graph
models with latent variables, namely the SBM and the W -graph model, to characterize
the residual structure not explained by the covariates.

Usual random graph models for binary networks, like SBM, can be seen as special cases of
the W-graph model. This model is characterized by a function W called graphon where
W (u, v) is the probability for two nodes, with latent coordinates u and v, sampled from an
uniform distribution over [0, 1], to connect. As shown in [26], it is the limiting adjacency
matrix of the network. This result comes from graph limit theory for which Diaconis and
Janson [11] gave a proper definition using Aldous-Hoover theorem, which is an extension
of deFinetti’s theorem to exchangeable arrays. Until recently, few inference techniques
had been proposed to infer the graphon function of a network. The earliest reference is
Kallenberg [20]. Since then, both parametric [I5] BI] and non parametric [9] techniques
have been developed. Graphon inference is a particularly challenging problem which has
received strong attention is the last few years [1, 3, [9, 38]. In particular, we point out
the work of Latouche and Robin [25] who used a VBEM procedure to approximate the
graphon function as an average of SBM models with increasing number of blocks.

In this paper, we add a general term, related to the graphon function of W-graph models,
to the logistic regression model. This generic term allows to encode the residual structure
present in the data, not explained by the covariates. Unfortunately, exact inference of this
new logistic model for networks is not tractable and therefore we propose to rather consider
a series of models with blockwise constant residual structures. Within this framework,
after introducing prior distributions, the fit can be evaluated from a Bayesian model
averaging context and goodness-of-fit criteria are introduced. All these criteria depend
on marginal likelihood terms which are not tractable. To tackle this issue, two series of
variational approximations are considered and estimates are derived.



In Section [2 we take a general point of view and the discussion is to the point to help
introducing the Bayesian testing procedure. Technical issues and theoretical aspects are
addressed in Section [3] Finally, toy and real data sets are analyzed in Section [4] and
respectively to illustrate the proposed methodology.

2 Assessing goodness-of-fit

We consider a set of n individuals among which interactions are observed. The observed
interaction network is encoded in the binary adjacency matrix Y = (Y};)1<;j<n where
Yi; is 1 if nodes ¢ and j are connected, and 0 otherwise. We further assume that a d-
dimensional vector, d > 1, of covariates z;; is available for each pair of nodes. In the
following, we denote as X = (x;;)1<i j<n the set of all covariates.

2.1 Logistic regression and residual structure

The influence of the covariates on the network topology can be easily accounted for using
a logistic regression model. Such a model assumes that the edges (Y;;) are independent
with respective distribution

Hy: Yi; ~ B [g(xgjﬁ + O‘)] )

where 3 € RY, o € R, g stands for the logistic function g(t) = 1/(1+exp(—t)), t € R. Our
goal is to assess the goodness of fit of Model Hy. Note that the network structure does
note explicitly appear in this model, as edges are considered as independent outcomes of
a (generalized) linear model.

To assess the fit of Model Hy, we define a generic alternative network model. The
alternative we consider is inspired from the graphon model. More precisely, we consider
the model

Hi: Yy~ Blgalf+ (Ui, Uy))]

where the (U;)1<i<, are independent unobserved latent variables, with uniform distribu-
tion over the (0, 1) interval. The non-constant function ¢ : (0,1)? — R encodes a residual
structure in the network, that is not accounted for by Model Hy. Note that, in absence of
covariate, this model corresponds to a W-graph (|26]) with graphon function go¢. Model
Hy corresponds to the case where the residual function ¢ is constant.

The inference of the function ¢ in Model H; is not an easy task and, following [25]
and [I], we consider a class of blockwise constant ¢ function. More precisely, we define
the Model

My : Yy~ Blg(a;f + ZlaZ;)], (1)

where «v is a K x K real matrix (K > 1) and where the (Z;)1<;<, are independent vectors
with K coordinates, all zero except one. We denote m; (1 < k < K) the probability
that the kth coordinate is non-zero. Briefly speaking, each vector Z; has multinomial



distribution M(1,7) where m = (m;)1<k<kx. The set of parameters of such a model is
0 = (B, m, ). Note that in the absence of covariate, this model corresponds exactly to a
SBM model.

Model Hy is then equivalent to Model M; so the goodness-of-fit problem can be
rephrased as the comparison between Model Hy and Hj, where

Hy=M; and  Hj=|] M.

K>2

2.2 Bayesian model comparison

Now, we are given a series of Models My (K > 1) indexed by K which characterize
Hy and Hj. In this paper, we propose to compare Hy, and H] using a Bayesian model
comparison framework.

Thus, each Model M is associated to a prior probability p(Mg). The parameter
is then drawn conditionally on Mg according to the prior distribution p(6|Mg). Given
0, My and the given set X of covariates, the graph is finally assumed to be sampled
according to Model . In this framework the prior probability of Models Hy and H] are

p(Ho) =p(My)  and  p(Hj) =) p(Mg).

K>2
Moreover, the posterior probability of Model My is
Y| M M Y| M M
(MY = p(Y|Mi)p(Mk) _ _ p(Y[Mg)p(Mk) @)
p(Y) > ko1 DY [ M )p(Mper)

The goodness of fit of Model Hy can then be assessed by computing the posterior
probability of Hy:
p(HolY') = p(M;]Y). (3)

The Bayes factor [21] between Models Hy and Hj can be computed in a similar way as

_ p(Y|Ho) N1
=iy “here p(YIHD = S > p(My)p(Y| My). (4)

UV g>2

BOl

3 Inference

The goodness-of-fit criteria introduced in the previous section all depend on marginal like-
lihood terms p(Y'|Mg) which have to be estimated from the data in practice. This is the
object of this section. The prior distributions p(My) and p(6| M) are first introduced. A
variational three steps optimization scheme, based on global and local variational meth-
ods, is then derived for inference.



In the following, we focus on undirected networks and therefore both the adjacency
matrix ¥ and the matrix X of covariates are symmetric: Y;; =Y}, and z;; = z;;, Vi # J.
The complete derivation of the model and the inference procedure in the directed case
are given as supplementary materials. Moreover, we do not consider self-loops, i.e. the
connection of a node to itself and therefore the pairs (i,), Vi are discarded from the sums
and products involved.

3.1 Prior distributions

With no prior information on which model should be preferred, we give equal weights
p(Ho) = p(Hj) =1/2 to Hy and Hi. Therefore, p(M;) = 1/2. Alternative choices can be
made by integrating expert knowledge at hand. Recall that p(H]) = > <, D(Mk).

For Model My, the prior distribution over the model parameters in 6 is defined as a
product of conjugate prior distributions over the different sets of parameters: p(6|Mg) =
p(B| Mg )p(m| Mg )p(a|Mg). Since 7 is involved in a multinomial distribution to sample
the vectors Z;, a Dirichlet prior distribution is chosen

p(r|Mk) = Dir(r; e),

where e is a vector with K" components such that e, = ey > 0,Vk € {1,..., K'}. Note that
fixing eg = 1/2 induces a non-informative Jeffreys prior distribution which is known to be
proper [I§]. It is also possible to obtain a uniform distribution over the K —1 dimensional
simplex by setting eq = 1.

In order to characterize the d-dimensional regression vector (3, a Gaussian distribution
is considered

I d
(Bl Mic) = (55 0.59) = T[NV (355 0.0).
j=1

with I; the d x d identity matrix and n > 0 a parameter controlling the inverse variance.
Similarly, the matrix « is modeled using a product of Gaussian distributions with v > 0
controlling the variance

paly, Mk) = HN (a; O ,—

k<l

Since we focus on undirected networks, a has to be symmetric and therefore the product
involves the k& < [ terms of . In the directed case (see supplementary materials), the
product is over all terms k,[ and the vec operator, which stacks the columns of a matrix
into a vector, is used to simplify the calculations.

Finally, Gamma distributions are considered for 7

p(v|Mg) = Gam(y; ag,bo), ao,bo > 0,

and 7
p(n|Mg) = Gam(n; co,do), co,do > 0.



By construction, Gamma distributions are informative. In order to limit the influence
on the posterior distributions, the hyperparameters controlling the scale (ag, ¢p) and rate
(bo, dp) are usually set to low values in the literature.

The choice of modeling the prior information on the parameters o and S from such
Gaussian-Gamma distributions has been widely considered both in standard Bayesian
linear regression and Bayesian logistic regression (see for instance [6, [7]). The prior
distributions p(8|Mg) and p(a|Mf) are then obtained by marginalizing over p(n|Mp)
and p(vy| M) respectively. This results in prior distributions from the class of generalized
hyperbolic distributions. For more details, we refer to [§].

In the following, and in order to simplify the notations, the dependency on My is
omitted in the prior and posterior distributions.

3.2 Variational approximations

Denoting Z the set of all latent vectors (Z;), the marginal log-likelihood of Model M,
also called the integrated observed data log-likelihood, is given by

log p(Y|Myc) = log {Z / p(Y|Z, o, B)p(Z |7T)p(a|v)p(ﬁ\n)p(ﬂ)p(v)p(n)dﬂdadﬁdvdn}-
) ©

It requires a marginalization over the prior distributions of all parameters. In particular,
it involves testing all the K™ configurations of Z. Unfortunately, is not tractable and
therefore we propose to rely on variational approximations for inference purposes. Let us
first consider the global variational decomposition

log p(Y|Mx) = Lk (q) + KL (q(-)|[p(-]Y, Mk)) . (6)

Maximizing the functional Lk (-), which is a lower bound of log p(Y'| M), with respect to
the distribution ¢(-), is equivalent to minimizing the Kullback-Leibler divergence between
¢(+) and the unknown posterior distribution p(-|Y). Lx(-) is given by

p(Y, Z,m o, B,7,m)
Q(Z, 7, o, B,7,1m)

Lx(q) = Z/Q(Zﬂr,a,ﬁ,%n) log drdadfdydn.
Z

In order to maximize the lower bound, we assume that the distribution can be factorized

as follows: .

9(Z, 7,0, 8,7,1) = a(r)g(a)q(B)a(v)a(n) [ [ «(Z).

i=1
Unfortunately, Lx(+) is still intractable due to the logistic function in p(Y'|Z, o, 5). Fol-
lowing the work of [I7], a tractable lower bound is derived.

Proposition 1 Given any n x n positive real matriz & = (&;5)1<ij<n, @ lower bound of
the first lower bound is given by

logp(Y|Mgk) > Lk(q) > Lk(g; ),

6



where

hZ,a,B,8)p(Z, 7, a,B,7,1)

Li(q; &) = / Z,m o, B,7,m)lo drdadBdydn,
x(q €) ; q B,7,m)log W Zomo B Bdvydn
and
logh(Z,0,6,€) = S°{ (¥ — 5)(Z1aZ; +47,6) +log (&) — &
i£]

- A&j) (ZlaZ; + 2],8)" - &) }7

with §; € R, & = & Moreover, MN&i;) = (9(&ij) — 1/2) /(2€i5), g being the logistic

function.

The proof is given in Appendix [A.1] The quality of the lower bound L (g; £), which
was obtained through a series of Taylor expansions, clearly depends on the choice of the
matrix £. As we shall see in Section [3.2.2] £ can be estimated from the data to obtain
tight bounds.

3.2.1 Variational Bayes EM

For now, we assume that the matrix ¢ is fixed and we rely on Lk (q; &) as a lower bound
of logp(Y|Mf). In order to maximize the lower bound, a VBEM algorithm [5] is applied
on Lk(q; &). This optimization scheme is iterative and is related to the EM algorithm
[10]. Keeping all distributions fixed except one, the bound is maximized with respect
to the remaining distribution. This procedure is repeated in turn until convergence of
the bound. The optimization of the distribution ¢(Z) over the latent variables usually
refers to the variational E step. The updates of ¢(7), q(«), q¢(5), q¢(7), and ¢(n) refer here
to the variational M step. Proposition [2| provides the update formula of the E-step and
Propositions [3] to [7] provide these of the M-step. The corresponding proofs are given in

Appendix to[A.7]
Proposition 2 The variational E update step for each distribution q(Z;) is given by:

Q(Zi> = M(Zi; 177}'),

K
where Y, Tip = 1 and

K n K n
1
Tik OC €XPp { D (mau Y ((Yz’j —5) = 2)‘<£ij>x;rjm5>7jl = > Ealai] D M)
= i =1 j#i

+w<ez>—w(fe?)}.

¥ () denotes the digamma function which is the logarithmic derivative of the gamma func-
tion.



Proposition 3 The variational M update step for the distribution q(m) is given by:
q(m) = Dir(m; €"),
where, Vk € {1,..., K}, e} =ey+ > i, Tik, T being given by Proposition .
Proposition 4 The variational M update step for the distribution q(5) is given by:
q(B) = N (B; mg, Sp),

where .
_ Cp,
Sg' = 7 lat D A&,
" i#j

and
n

1 1
mg = Sﬂé Z (E — 5 — 2)\(§ij)TZTmaTj> 'rij-
i#£]j

Proposition 5 The variational M update step for the distribution q(y) is given by:
q(v) = Gam(v; an, by),

where a, = ay + w and b, = by + % Zngz Eo,, 0]

Proposition 6 The variational M update step for the distribution q(n) is given by:

Q(U) = Gam(n; Cn, dn)7
where ¢, = co+ % and d,, = do + 1 Tr(S5) + %m;'gmg, S and mg being given by Proposition

4

Proposition 7 The variational M update step for the distribution q(«) is given by:

q(a) = HN (Oékz; (M) ki, (Ui)kl) )
k#l

where

L
(02)w = 5 > A& ik, VE,

n

i#]
an, -
(02 = b +2 Z M&ij)TanTjn, VE # 1,
" i#j
2 (1 1 .
(ma)ik = (02)kk D 5 Yy = 5) = A&y)ziyms | TwTsn, Ik,
i#]

(Ma)r = (02w Y <(Yz'j - %) - QA(ﬁij)szijﬂ) TikTjl, Yk # L.
i



3.2.2 Optimization of ¢

So far, we have seen how the lower bound L (g; &) of log p(Y'| M) could be maximized
with respect to the distribution ¢(Z,w, «, 5,7v,n). However, we have not addressed yet
how £ could be estimated from the data. Given a distribution ¢(-), we propose to maximize
Lk (q; &) with respect to each variable &;; in order to obtain the tightest bound L (g; §) of
log p(Y|Mk). This follows the work of [7] on Bayesian hierarchical mixture of experts and
[23, 24] on the overlapping stAochastic block model. As shown in the following proposition,

this leads to new estimates ;; of &;;.

Proposition 8 The estimate @-j of & mazximizing Lk (q; §) is given by

K K
& = | D TTiBau[od] +2 Y mui(ma)ualympg + Tr(zyal (S + mgm})).
kl kil

Note that El-j = Eji,w # 7 since the networks considered are undirected.

This gives rise to a three steps optimization scheme. Given a matrix £, the variational
E and M steps of the VBEM algorithm are used to maximize Lx(q; §) with respect to
q(+). This distribution is then held fixed and the bound is maximized with respect to &.
These three steps are repeated until convergence of the lower bound. The proof is given

in Appendix

3.3 Estimation

Goodness-of-fit For any K, we have seen how variational techniques could be used
to approximate the marginal log-likelihood log p(Y| M) using a lower bound Ly :=
max, ¢ Lx(q,€). As exposed in Section , our goodness-of-fit procedure relies on the
posterior probability of K, that is p(Mk|Y). Indeed, this posterior distribution cannot be
derived in a exact manner but, as shown in [35], the distribution p(M|Y") that minimizes
the Kullback-Leibler divergence with p(Mg|Y") satisfies

P(Mg|Y) o p(My) exp{Lx}.

The approximate posterior probability of Hy is then p(Ho|Y) = p(M;]Y) and the corre-
sponding approximate posterior Bayes factor Egl, defined in , can be computed is the
same manner.

The following proposition, which is proved in Appendix [A.8 shows that many terms
of Lk (g; &) vanish, when computed after a specific optimization step, so that the lower
bound takes a simpler form.



Proposition 9 If computed right after the variational M step, the lower bound is given
by

n

Lr(g; §) = %Z {logg(fzj)

i#]

+ A&5)§; } + log C(;<(€;) + log II:(( ; +log (o)

b d
+ aglog by + an(1 — b_o —logb,) + cologdy + ¢, (1 — d—o —logd,,)

glj

1 _
+ = Zlog Y+ = log]55| ZZTzklongk—i- Z Yma)3y §m}3561m5
k<l i=1 k=1 k<l
1 - 1
+5m ) (Yij = 3)zij
i#j

where C(x) =[]0, T(zx) /F (Zszl xk) and T'(+) is the gamma function.

Residual structures While the main object of this work is to provide tools to assess
the goodness of fit of a logistic regression model for networks, the considered variational
algorithm also provides a natural way to estimate the residual structure ¢. We recall that,
under Model Hy, i.e. the network is completely explained by the covariates, the function
¢ is constant.

Still, under the alternative Model H;, a residual structure remains, that is encoded in
¢. As a consequence, an estimate of this function can be useful to investigate the residual
structure, similarly to the residual plot classically used in a regression context. Removing
the covariate effect, recall that My is a SBM model. Therefore, an approximate posterior
mean can be derived, relying on the VBEM model averaging approach considered in [25]
for SBM. Proposition [L0| provides the approximate posterior mean of the function ¢, that
we propose as the network counterpart of the residual plot in regression. Note that it
results from an integration over all model parameters and Models M.

Proposition 10 From Proposition 1 in [25], for (u,v) € [0,1]?,u < v, the approzimate
posterior mean of the residual structure ¢ is

IE[ o(u,v |Y Zp MK|Y (u,v)|Y,MK},

K>1

where

EM(U, v)[Y, MK] = Z(ma)kl [Fio—1-1(u, vie) — Frya(u,vse) — Fiorg(u, vie) + Fi(u, v e)] .
k<l

Fii(u,v;e) denotes the joint cdf of the Dirichlet variables (o, 0;) such that oy, = Zle m
and 7 has a Dirichlet distribution Dir(e).

10



4 Simulation study

In order to assess the proposed methodology, we carried out a series of experiments on
simulated data first and then on real data. In this section, we focus on the estimation of
the posterior probability p(Hy|Y). We aim at evaluating the capacity of the approach to
detect H; using toy data. Similar results were obtained for the estimated Bayes factors
Bm and identical conclusions were drawn.

We simulated networks using Model H;. Thus, each node is first associated to a latent
position U; sampled from a uniform distribution over the (0, 1) interval. Then, a vector
of covariates x; € R? is drawn for each node, using a standardized Gaussian distribution,
i.e. with zero mean and covariance matrix set to the identity matrix, with d = 2. In
order to construct the covariate vector x;; € R? for each edge (4, 7) with (i < j), we fixed
x;; = x; —x;. For the function ¢(-, ), we considered a design inspired by the one proposed
in [25]. In this work, the graphon function is W (u,v) = pA?(uv)*~! where the parameter
p > 0 controls the graph density and A > 0 the degree concentration. For more details,
we refer to [25]. Note that the maximum of the graphon function is pA* so A < 1/,/p
must hold since W (-, ) is a probability. In our case, the probabilities for nodes to connect
are given through a logistic function ¢(-) and therefore we set ¢(u,v) = g~* (p)?(uv))‘*l).
For A\ = 1, the function ¢(-,-) is constant and so the networks are actually sampled from
Model Hy. Conversely, for all A > 1, data sets come from Model H;. As A increases, the
residual structure, not accounted for by Model Hy, becomes sharper and thus easier to
detect.

We considered networks of size n = 100 and n = 150 as well as three values for the
parameter p € {1072,10715 107!} helping controlling the sparsity. Finally, we tested 9
different values of A in [1,5]. For each of the triplets (n, p, \), we simulated 100 networks
and we applied the methodology we propose for values of K between 1 and 10. Because
the variational algorithm depends on the initialization, as any EM like procedure, for
each K it was run twice and the best run was selected, such that the lower bound was
maximized. Note that equal prior probabilities were given for the Models Mg (K > 2)
such that p(H]) = 1/2. Moreover, we set ag = by = ¢y = dy = €9 = 1.

The results are presented in Figure (1| It appears that for low values of A\, the median
(indicated in bold on the boxplots) of the estimated values of p(Hy|Y') is 1 and goes to 0,
when \ increases, as expected. The results for the scenario with the highest sparsity (p =
1072?) and n = 100 are unstable although the median values share this global property.
Much stable results were obtained for larger networks. Interestingly, experiments can be
distinguished in the way Model H; is detected. As soon as A > 1, then the true model
responsible for generating the data is H; and so the probability of Model Hy should be
lower than 1/2. In practice, the estimated probability p(Hy|Y') is lower than 1/2 for
slightly larger values of \. For instance, for p = 107!° and n = 150, p(Hp|Y") =~ 0 for
A = 2. For p = 107! and n = 100 the detection threshold appears sooner, for A = 1.5. The
experiments illustrate that H; is detected more easily, as the network size n increases and
the sparsity parameter p decreases. Overall the results are encouraging with particularly
low detection threshold. For p = 107! and n = 150, Model H, is always detected when

11



Figure 1: Boxplots of the estimated values p(Hy|Y") of the posterior probability p(Ho|Y),
obtained with the variational approximations, for values of A ranging from 1 to 5. Six
scenarios considered with the number n of nodes in {100, 150} and the sparsity parameter
pin {1072,1071%,107'}. Model H is true for A = 1 and false for A > 1.
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5 Illustrations

We applied our approach for the analysis of two real networks from social sciences and
ecology. For both studies, equal prior probabilities were given for the Models My (K > 2)
such that p(H]) = 1/2. Moreover, we set ag = by = ¢y = dy = eg = 1.

5.1 Blog network

The network is made of 196 vertices and was built from a single day snapshot of political
blogs extracted on 14th October 2006 [39]. Nodes correspond to blogs and an edge connect
two nodes if there is an hyperlink from one blog to the other. They were annotated
manually by the “Observatoire Présidentiel” project such that, for each node, labels are
available. Thus, each node is associated to a political party from the left wing to the right
wing and the status of the writer is also given (political analyst or not). This data set
has been studied in a series of works [23] 24, 25, 39] where all the authors pointed out the
crucial role of the labels in the construction of the network. The proposed methodology
gives a statistical framework to decipher whether the network is fully explained by these
labels built manually using expert knowledge.

We considered a set of three covariates x;; = (x;, z3;, 23;) € R? artificially constructed
to analyze the influence of both the political parties and the writer status. We set a:ij =1
if blogs ¢ and j have the same labels, 0 otherwise. Moreover, xfj = 1 if one of the two
blogs 7 and 7 is written by political analysts, 0 otherwise. Finally, xfj = 1 if both are
written by political analysts, 0 otherwise.

We ran the variational algorithm on this data set for K between 1 and 16. For each
K, the procedure was repeated 20 times and the run maximizing the lower bound was
selected. We obtained a value of p(H|Y) ~ 3.6e — 172 close to zero and therefore Model
Hy was rejected. The covariates cannot explain entirely the construction of the network.

For illustration purposes, the estimation of the residual structure g o ng of this data
set is provided in Flgure (d = 3). In practice, we used Proposition [10| to estimate qb
and then applied ¢(-) to obtain a graphon like surface. We can observe that g o ¢ is not
constant for d = 3 which is coherent with H, being rejected. Moreover, we also give in
this figure the estimated residual structure without taking the covariates into account
(d = 0). Clearly, the shape of g o ¢ is simpler when d = 3. In particular, many of the hills
on the diagonal vanish when adding the covariates. Thus, the covariates help in studying
and explaining parts of the network. However, they are not sufficient and some of the
heterogeneity observed in the network cannot be explained by political parties and writer
status.

5.2 Tree network

This data set was first introduced by [33] and further studied in [27]. We considered
the tree network which describes the interactions between 51 trees where two trees in-
teract if they share at least one common fungal parasite. Three covariates are available
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Figure 2: Estimation of the blog network residual structure with and without covariates.

without covariates

with covariates (d = 3)
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Figure 3: Estimation of the tree network residual structure with and without covariates.

without covariates

with covariates (d = 3)

characterizing the genetic, geographic, and taxonomic distances between the tree species.

As for the blog network, we applied the variational algorithm for values of K between
1 and 16. For each K, the procedure was repeated 20 times for various initializations and
the best run was selected. Model H, was rejected with a value of p(Hy|Y') ~ 7.5e — 153
close to zero. Thus, the interactions between trees through common fungal parasite cannot
be entirely explained by the distances available. This is consistent with a these from [27]
who describe a residual heterogeneity in the valued version of this network, after taking
the covariates into account.

Finally, we give the estimated residual structure g o gg for this data set in Figure
(d = 3). First, we note that the structure is not constant which is coherent with Hy being
rejected. Moreover, we also provide in this figure the estimated structure without taking
the covariates into account (d = 0). Thus, as for the blog network, we find that adding
the covariates induces a simplification of g o gﬁ The extra diagonal holes vanish and the
residual structure is closer to a constant function.
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6 Conclusion

In this paper we proposed a framework to assess the goodness of fit of logistic models
for binary networks. Thus, we added a generic term, related to the graphon function of
W-graph models, to the logistic regression model. The corresponding new model was ap-
proximated with a series of models with blockwise constant residual structure. A Bayesian
procedure was then considered to derive goodness-of-fit criteria. All these criteria depend
on marginal likelihood terms for which we did provide estimates relying on variational
approximations. The first approximation was obtained using a variational decomposition
while the second involves a series of Taylor expansions. The approach was tested on toy
data sets and encouraging results were obtained. Finally, it was used to analyze two real
networks from social sciences and ecology. We believe the methodology has a large spec-
trum of applications since logistic regression models are highly used in practice to deal
with covariates in binary networks.
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A Appendix

A.1 Proof of Proposition
Let us start by showing that:

logp(Y|Z,a, B) > log\/h(Z,x, B,€),

where £ is an n X n positive real matrix. We use the bound on the log-logistic function
introduced by [17] from Taylor expansions:

log g(z) > log g(€) + > ~ A(€)(& — &), ¥(x, ) € R x RY, @

where A(&) = (g(&) — 1/2)/(2¢). Note that is an even function and therefore we can
consider only positive values of = without loss of generality. Since

log p(Yij|Zi, Zj, 0, B) = Y;]-(ZiTosz—l—szjﬂ)—I—logg(—ZiTosz—x}jﬁ),

then

ZZ-T&Zj + x;ﬁ +&ij

log p(Yij|Zi, Zj, v, B) > Yij(Z] aZy + x ], B) + log g(&i5) — 5

— M) (2, + 2B~ €)
= (¥~ 5)(ZFaZ; + 56) — S +log (&)
NEN(a + a5 - ).

Note that for undirected networks, the matrix £ has to be symmetric, i.e. &; = &, Vi # j.
We then have

1 n
logp(Y1Z,0,8) = 5 > _logp(Yij| Zi, Z;, 0, B).
i#]

Therefore
logp(Y|Z,a, B) > log \/h(Z, e, B,€).
Finally,
p(Y, Z,m,a, B,7,1m)
L) = / o(Z,7, 0, B,7,m) log drdadBdydn
«(9) EZ: ( Joe = Zma By
Y|Z A
ZZ/Q(Z,W, a,ﬁ,%n)logp( 12, )l ’W’a’ﬁ’%n)dwdadﬂdydn
Z Q(Z77T7aaﬂa’y:n)
h(Z7 a? 5,5)p(Z’ 7T7 a7ﬁ777 77)
Z q Z,TF,CY,B,'Y, log dﬂ-dadﬁd’yd
EZ:/ ( ") o(Z,m, o, B,7,m) !
=Lr(q; &)
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A.2 Proof of Proposition

1
IOg Q(ZZ) = ]EZ\i,a,ﬁ,Tr |:§ log h(27 «, 67 g) + 10gp(Z|7T) + cst

1 — 1
=E v px [ > {(Yij — )zl aZ; — M&y) (ZaZ;)? + 2ZiTO‘ZixiTjB)}

2 L— 2
i#£]
+ Z Zix log T | 4 cst.
i=1
Note that «
Bz olZ]0Z] =Bza | ZnowZ
k.l
K K
= ZZm {Z(ma le]l}
k=1 =1
Furthermore

K 2
Bz, o[(Z7aZ;)?) = By, (Z ZikamZkl>
k,l
. (8)

= ]Ezj,a E Zig L Qe Z’Z'szl'
| &,k L

Because all vectors Z; are sampled from a multinomial distribution with parameters (1, 7),
all terms Z;.Z, = 0 for k # k" and Z2 = Z, in . Therefore

(Z]aZ;)? Z Zin0 Zj1. (9)

This leads to

Ez, ol [(Z]aZ;)? Z Zik {ZE% ap, Tyl}

Finally
K 1 n 1 K ) 1 n
log q(Z;) = Z Zik Z(ma)le Z ((Y;]_§> QA(fZJ)ngmﬁ)le ZEakl [O‘kl]Q Z A(&ij) T
k=1 =1 j#i =1 JF
= 1< 1 . = 2.1 w
+ Y madug Y (Vi = ) = 2ME)alims ) i = D By lafil5 D MEi)
=1 JFi =1 JFi
K
+(ey) — w<Ze?>} + cst
=1
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Since (ma)u = (Ma )ik, Baylof)] = Baylod], Yij = Yii, 215 = 51, & = &, then

logq(Z;) = Z Zik{ Z(ma)kl Z <(Yij_%)_2)‘(§ij)x2jm,8)le_z Okt Oékz Z A(&ij)Tin

=1 Jj#i =1 j#i
K
(el — w(z e?) } + st
Therefore

K
where ) ;" 7, = 1 and

K n K n
1
Tik OC €XP { > (ma)u Y ((Yz‘j —5) = 2>\(€ij)$3jmﬁ>7ﬂ ) B lon] > M)
1=1 i =1 i

A.3 Proof of Proposition

log q(7) = Ez [logp(Z|7) + log p(m)] + cst
K K

Z Tix log 7y, + Z(eo — 1) log 7 + cst

1 k=1 k=1

(60 + Z Tik — 1) log 7, + cst.

1 =1

i

Mx

b
Il

Therefore
q(m) = Dir(m; "),
where e} =eq+ > - T, Ve € {1,... K}

A.4 Proof of Proposition

log ¢(B8) = Ezay B log h(Z, i, B, €) + 10gp(5\n)] + cst

= B |5 3 {5 — /2056 — M) (67 +227az,078) } — 178 + est
i#j
1 — 1 1 n
= ﬁT {5 ; <Y;] — 5 — 2)\(§ij>TZTmaTj)$ij} — §ﬁ {CCZ ]d + ;)\ 61] .I',Lj TJ} ﬁ + cst.
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Therefore
q(B) = N(B; mgs, Sp),
where
S;' = —Id+ZA &)l
i#]
and

I 1
mg = S5 > (Yia’ —5~ QA(fij)Tl-TmaTj> Tij-
i

A.5 Proof of Proposition
log () = Eq [log p(aly) + logp( )] + st

K
=E, Z—log Zvail + (ag — 1) logy — byy + cst
k<l k<l
K
K(K+1 1
= (ap + % —1)logy — (bo + 3 ZE% [ail]) 7y + cst.
k<l

Therefore
Q(f}/) = Gam(V; A,y bn)y

where a,, = ag + K(KH and b, = by + 3 qu o [

A.6 Proof of Proposition [6]

log q(n) = Eg [log p(B|n) + log p(n)] + cst

d
=Eg {5 logn — gﬁﬂ + (co — 1) logn — don + cst

1+
~mpmp)n + cst.

d 1
= (co+ = — 1)logn — (do + =Tr(Ss) + 5

2 2
Therefore

q(n) = Gam(ﬁa Cns dn)?
where ¢, = ¢o + % and d,, = do + 3Tr(Ss) + mfmg.
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A.7 Proof of Proposition

1
logg(a) =Ezz., [5 logh(Z,a, B,€) + logp(ozh)] + cst

1< 1
=Ezpy|5 > {(Yij — 5)ZlaZ; = M&) ((ZJQZJ')2 + QZiTOéZj%Tjﬁ)} (10)
z’;éj
— Z 7Ozil + cst.
k<l

We have ZlaZ; = S5 ZinawaZyy and (Z] ozzj)2 = Yor Zinod Zyy = Z]AZ; (see Eq. [9)
with A the K x K matrix such that Ay = af,. Moreover, any expression of the form
(1/2) >0, cijZ] BZ; where B is a symmetric K x K matrix and ¢;; = ¢j; can be written

% Z cijZ] BZ; = % Z Cij Z ZikBriZj

i#] 1#] k,l
Z Cij <Z Zix B Z i + Z ZinBuZj + Z Z; kBlkZzl>
z;éj k<l k<l
1 1
DILEIREEE M (e S )
i#£] k<l i#] i#j
By exchanging the role of 7 and j in the sum of the last term and since ¢;; = ¢;;, we obtain
n n K n
1
5 = e ZIBZ; = Z Bkk— > ciZuZi+ > Bud ciiZiunp (11)
it z;éj k<l i#j

Using in (L0 leads to
log q(« Z Ogote Z ( )\(fij)xgjm5> TikTjk

k=1 i#£]

K n 1 )

+Y awd (V- 5) = 2AM&)zims | Tkt
k<l i#j
K n 1 K n

- Z ik Z 5)\(§ij)7'ik7'jk - Z Qg Z A(&ij) ik T
k=1 i#] k<l i#j
K

an

-2 gy ch

k<l

Therefore

=TI (ewss (ma)sa, (02))

k£l
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where

L
(o) = b + Z A& ) TikTjn, VK,
" i

(' ="+ 23 A€, Vi £
i#]

(s = (023 3 (500 = 3) = A€elma )
1#]

n

1

(Ma)i = (02w Y ((Yz‘j —5) = 2)‘(§ij)xzjmﬁ) TikTjl-
i#]

A.8 Proof of Proposition [9

EK(Q; 5) = EZ,ﬂ',a,,B,'y,n |:10g V h<Za Q, B? 5) + logp<Za ™, &, Ba e 77)] _EZ,ﬂ,a,,B,'y,n [IOg Q(Z7 T, &, /Ba e 77)]

EM%5)2322{0%_%XE%%JZWZ]+xH%Wb+k%m%)—%i
1#]

ij

M&ij) (Bz, z,.0((Z] 0 Z;)?] + 2Bz, 2, 01 2] aZ; x| B) + El(2];8)%] — &) }

n K K
KK+1
+ Z ZEZZ E,[log 7] — log C'(e) + Z ep — 1)E,[log m] — ( 4+ ) log(27)
i=1 k=1 k=1
KK+ 1) y d d E, [1]
4 E7[10g7 - ’YT ;Eakz [ail] - 5 1Og<2ﬂ—) + §E’W[log 77] - TITEﬂ[/BTB]
—logT'(ag) + aglog by + (ag — 1)E, [log ] — boE,[y] — log I'(¢o)
n K
+ colog dy + (co — 1)E,[logn] — dolEy[n ZEZZ ik] log iy, + log C'(e")
1 k=1
K K K
K(K +1) 1 1
Z E.[log 7] + — log(27) 5 Zlog Yol + 5 5 Z( 2) i Eay, [ad]
k=1 k< k<l
1o d 1
S D B i+ £ 3 02 s + Lhog(2m) + g5
k<l k<l
1

1
+ §]E5[5T55’15] — Es[8]7S5 'ms + §m556’1m5 +logI'(ay,) — a, log b,
— (a, — 1)E,[logv] + b,E,[y] +log'(¢,,) — ¢, logd,, — (cn, — 1)E, [log 7]
+dnEy[n], (12)
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where C(z) = E’“ZKF(”) and I'(+) is the gamma function. The terms in E, [log~], E,[logn],

E.[log 7] and log(27) do simplify in after the VBEM update step. This leads to

Lx(q €)= %Z {(YU — %)(Ezi,zj,a[ZJaZj] + 2 Es[f]) +log g(&i) — %”
i#]

MN&ij) (Bz,,2,,0l(ZTaZ)*] + 2Bz, 7, o[ Z] 0 Zj)2 ] B [B] + Eg(2];8)%] — €5) }

K
Qn

Cn
—log C(e) — T ZE% (2] — ﬁTr(Sﬁ + mgmyp)

k<l

—logI'(ag) + aglog by — bo% —logI'(co) + colog dy — docci—n

n

K K
1 _
- Z Z ik log T, + log C Z 10g kl +3 Z(Ui)kllEakz [&il]

i=1 k=1 k<l kgl

1 1 _
-5 Z Hma )i + 5 log |Ss] + §T1”(55 H(Sg 4 mg(mp)T))

k<l

1
_§mﬁS 'mg +logT(a,) — a, logb, +b " “ +log(cy)

Cp,
— ¢y logd, +d,—.
cp logdy, + p

n

Moreover, using , note that

K n
1 1
5 Z IEZ z0lZl0Z)) = ) Eoylom]; Z(Yij = )Tk
zsﬁj k=1 i#]

K n
1
+ 3 By lan] D (Vi - )Tk Tt

k<l i#£]

n K n
1
5 > 2M&)Bz, 2,0l 2T aZi)alBs B = > By o) Y M&i)a L Es[Blmiatin
i#5 k=1 i#5

K n
+ ) B lom)2 > &) aLEa[Blmai.

k<l i#]
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Using @D and ,

n K
1
2 Y MEEz z6[(Z]0Z)’) = Y Eayloiils Z A(&ij)Tin Tk
i h=1 2%

+ Z oo D M) Tt

k<l i#]

Finally

(zijx]Ep[BLT])
= Tr (z;2](Ss +mgm})) .
Therefore

n

Lr(q; &) = %Z {log 9(&;j) — % + )\(fij)fizj} + log (é((e:)) + log II:E 05 + log ggzoi
i#j

b d,
+ ag log by + a, (1 — b—o —logby) + colog dy + cn(1 — d—o —logd,)
K

n K
1 1 _ 1 _
+35 E log(og)m + = 5 log | S| — E E Tik 10g Tik — B} E (Ui)kll(ma)il - 5?%};551%

k<l i=1 k=1 k<i

+ ) (Mol Y (%(Yz‘j - %) - A(ﬁz‘j)@ﬁﬂ) TikTjk

k=1 i#]

+ > (Ma)u Y ((Yz’j - %) - QA(fij)%ijﬂ) TikTj1
K 1 a n
— ) Ea, [aik]ﬁ (b—n — (0 + D A(&;-)Tm%)

i#]
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Finally, since the terms at the fourth and fifth line correspond exactly to Zng (M) (02) e (Ma)w,
and after the VBEM update step

n

1 Sij C(e") I'(an) I(cn)

N = — l ;5 ] 7 1 1 l
‘CK(CL 5) 2 z#:{ Ogg(glj) (gj)glj} + Og C( ) + Og 1—\( 0) + Og F(CO)

i#j
bo dO
+ aglog by + a,(1 — b log b,) + colog dy + ¢, (1 — T logd,)
1
+ = Zlog Yk + = log |Ss| — ZZTm log i + = Z Y(ma)3 — 2mESﬂ_1m5

k<l i=1 k=1 k<l

g S0 —

i#£]

A.9 Proof of Proposition
Keeping only the terms that do depend on §;; in , the lower bound is given by

Lx(q; §) = %Z { log g(&ij) — = — &) <]EZi7Zjva[(Z;raZj)2] + 2Bz, 2,0l Z] 0 Zj] 5] Ep ]

S
-9 Z { logg ij Ty fz] (Z TZkTJZ]EOékl [akl +2 Z TikTjl ma) lxzjmﬁ

lsﬁy

+ Tr(wiz];(Sp + mpemp)) — f»j) } + cst.

The partial derivative of the lower bound with respect to §&;; is

K K

1
e (@ &) = 9(=&j) — 5 — A (&) ( > raiBag o] + 2> mmi(ma)walmes
k.l k.l

+ Tr(wiyal;(Ss + memp)) — j> + 2X(&i5)&ij

and
8£ K K
85»[? (¢ &) = =X (&) < > ruTiBay [0f] + 2 TuTi(ma)uams
ij k,l k,l

v

+ Tr(wiz];(Sp + mpemp)) — 5-2). (13)
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Finally, A(&;;) is a strictly decreasing function for positive values of &;; . Thus, N (&j) #0
and therefore if we set to zero, we obtain

K

K
= muTiiBay, [0 + 2 7Ti(ma)wzlms + Tr(zyal (S + mem})).
k,l k,l

Note that fij = gﬂ
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