N

N

Effect of material thermo-viscoplastic modeling on the
prediction of forming limit curves of aluminium alloy
5086

Xingrong Chu, Lionel Leotoing, Dominique Guines, Eric Ragneau

» To cite this version:

Xingrong Chu, Lionel Leotoing, Dominique Guines, FEric Ragneau. Effect of material thermo-
viscoplastic modeling on the prediction of forming limit curves of aluminium alloy 5086. Journal
of Materials Engineering and Performance, 2015, 24 (9), pp.3459-3470. 10.1007/s11665-015-1643-6 .
hal-01186216

HAL Id: hal-01186216
https://hal.science/hal-01186216
Submitted on 24 Aug 2015

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est

archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-01186216
https://hal.archives-ouvertes.fr

Effect of material thermo-viscoplastic modeling orthe prediction of forming limit curves of
aluminium alloy 5086
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! School of Mechanical, Electrical and Informationgireering, Shandong University, Weihai,
264209, China
2 Université Européenne de Bretagne, INSA-LGCGM, 70839, 20 avenue des Buttes de Coésmes,
35708 Rennes Cedex 7, France
Abstract: A solution to improve the formability of aluminiumalloy sheets can consist in
investigating warm forming processes. The optindraiof forming process parameters needs a
precise evaluation of material properties and sheetal formability for actual operating
environment. Based on the analytical M-K theor¥irite Element (FE) M-K model was proposed
to predict Forming Limit Curves (FLCs) at differdetmperatures and strain rates. The influences of
initial imperfection value ¢) and material thermos-viscoplastic model on th€&hare discussed in
this work. The flow stresses of AA5086 were chadzed by uniaxial tensile tests at different
temperatures (20, 150 and 200°C) and equivaleainstates (0.0125, 0.125 and 1.25.sThree
types of hardening models (power law model, saturanodel and mixed model) were proposed
and adapted to correlate the experimental flowssé® The three hardening models were
implemented into the FE M-K model in order to poediLCs for different forming conditions. The
predicted limit strains are very sensitive to therino-viscoplastic modeling of AA5086 and to the
calibration of the initial geometrical imperfecti@rhich controls the onset of necking.
Keywords: Sheet forming; Forming Limit Curves (FLCs); FE M+Kodel; Thermo-viscoplastic

modeling; Aluminium alloys



1. Introduction

Due to their high specific strength and stiffnelsghtweight materials such as aluminium
alloys have received a full attention to improvelfaconomy in transportation industry. However,
the poor formability of these materials at ambitathperature greatly limits their applications,
especially for the manufacturing of components wibimplex shapes. Thanks to innovative warm
forming techniques, the formability can be improwacelevated temperatures. During sheet metal
forming process, the formability may depend on miaggors like material properties and process
conditions (strain path, strain rate, temperatuyeFrom literature, aluminium alloys become
generally strain-rate dependent materials when eéeatpre increases from ambient conditions to
high values, above 150°C. Hence, characterizing sheet metal formability at elevated
temperatures and for a wide range of strain ratesssential for an efficient optimization of the
forming process parameters.

The prevalent technique to evaluate the sheet natalability is the forming limit diagram
(FLD). In the FLD, the forming limit curve (FLC) ia combination of minor and major strains
corresponding to the onset of through-thicknessingclocalizations for different linear strain
paths. The determination of FLCs has always bewmraying topic in the last decades with the
development of experimental, analytical or numeriepproaches. Two kinds of standard
formability tests are proposed in the internatiostahdard: Nakazima (out-of-plane) stretching and
Marciniak (in-plane) stretching tests. By formingesimens with different widths, the whole FLC
with the limit strains covering the strain pathsnfr uniaxial tension through plane strain tension to

equibiaxial tension can be obtained.



In the literature, very few experimental works abthe formability of aluminium alloy sheets
combining both temperature and strain rate effeats be found. Naka et al. [1] established the
FLCs of AA5083-0O under different forming speed2(th 200 mm/min) and forming temperatures
(20 to 300°C) with a Marciniak test setup. It wasved that the formability increased with the
increasing temperatures and decreasing formingdspd@de formability (in terms of elongation) of
AA5754, AA5182 and AA6111-T4 was studied by Li aBdsh [2] under different temperatures
(200 to 350°C) and strain rates (0.015 to 1)5%he total elongation in uniaxial tension wasrfdu
to increase with temperature and decrease witleasong strain rate. In another work of Li and
Ghosh [3], the formability of the above three alomm alloys was studied from 200 to 350°C, at a
strain rate of I& A positive temperature effect on the sheet foilitgbvas observed, but the
intensity of the improvement depended on the aflesies. The Limit Drawing Ratio (LDR) of
AA5754-O was investigated by Palumbo and Tricarigd. By comparing with ambient
temperature, a noteworthy increase of LDR (44%) el#ained at a punch speed of 1 mm/min and
at a temperature of 110°C in the blank center. déep drawing and stretch formability of AA7075
was investigated by Hui et al. [5] through the ting drawing ratio test and the limit dome height
test. It was found that the sheet formability cobtd significantly improved when the blank was
heated to 140 - 220 °C while it began to decreagetemperatures over than 260 °C.

The experimental evaluation of formability is a wetime consuming procedure. Many
predictive models of FLCs work at ambient tempematbut very few studies concern the
temperature and strain rate effects. A very extensiork was done by Abedrabbo et al. to develop
a temperature-dependent anisotropic material madsbciated with a temperature and strain

rate-dependent hardening model, for use in a cduglermo-mechanical finite element analysis.



The model was developed for aluminium alloys AAS®IBL1 [8], AA5182-O and AA5754-0 [10].
With a user material subroutine, temperature-depen@arlat YLD96 and Barlat YLD2000-2d
yield functions were used to carry out a finiteneémt analysis of stamping with hemispherical
punch. Failure criteria used in the analysis weassed on FLCs. The M-K model was used to
calculate the different FLCs ([9], [10]) but onlgniperature was considered. Strain rate effect on
FLCs was not evaluated. It was shown that two hmangemodels (power law and Voce) can give
very different FLCs for the same imperfection valliee choice of the imperfection value was not
discussed since the predictive FLCs were not coadparith experimental ones. A constitutive
model was chosen by Khan and Baig [7] to predidC&lfor AA5182 with temperature and strain
rate effects but the study remains on the thealetispect, and without experimental validation and
details concerning the calibration of the M-K modath the imperfection value. Recently, Chu et
al. [6] have investigated experimentally the AA5088mability at different temperatures (20 to
200°C) and strain rates (from 0.02 t6'R#0 discuss the validity of the well-known prediet M-K
model. It was shown that a calibration step is m$sleto give a reliable prediction of this model.
Indeed, the results are strongly dependent omitialiimperfection value which is defined to cause
the onset of necking. Moreover, the model mustuidelthe thermo-viscoplastic behaviour of the
material in order to give the reliable predictivieds.

Over recent years, several thermo-viscoplastic tdatise models have been developed for
computational mechanics. These models have bessifida into two major groups: physical based
models and phenomenological based models. For gdlysased models (Zerilli and Armstrong
[11], Bergstrom [12], Nemat-Nasser and Li [13], Vamjis and Abed [14] or Rusinek and

Klepaczko [15]), although they are derived from mostructure observation (e.g. dislocation



evolution theory), the material parameters are lhsidentified from macroscopic material tests.
Considering the high number of material constamtset determined, their applications are limited.
For the thermo-viscoplastic behavior of aluminiulioys, a modified physical based Bergstrom
model was proposed by van den Boogaard and Bdlt¢l@escribe the flow stresses of AA5754-O
under different temperatures (100, 175 and 2507@)sdrain rates (0.002, 0.09s The predictions
agreed well with experimental data obtained fromnatonic tensile tests. Vegter et al. [17] have
presented an extended Bergstrom model to studprédiction of strain distribution on AA5182
stretch forming parts. This extended model was atgapted by Palumbo and Tricarico [4] to study
the formability of AA5754-O. Good correlation bewvenumerical and experimental punch loads
was obtained. An extended R-K model was used bynRksand Rodrguez-Marinez [18] to
describe the negative strain rate behavior of AABBI&16 at different strain rates (from 0.0004 to
1300s") at ambient temperature.

The phenomenological models provide a definitiontlod material flow stress based on
experimental observations. Compared to physicakdanodels, they usually present simple
expressions with a reduced number of material eotst Their implementation into Finite Element
(FE) codes is generally easy. Although their vajidian be limited to a range of temperatures and
strain rates due to their empirical nature, thesdets are widely used. They are usually based on a
multiplicative formulation which includes strairtyan rate and temperature functions. Power law
type models and saturation type (Voce’s type) nodee frequently used for aluminium alloys.
Abedrabbo et al. [9] have proposed a modified polaer model to study the flow stresses of
AA3003-H111 in a thermo-forming analysis at diffieréemperatures (25 to 260°C) and strain rates

(0.001 to 0.089). The coefficients of the power law model weréeefitas functions of temperature



and this model gave accurate punch load curvediitidyg uniaxial tensile test results, different
formulations of Voce’s models were used to desctiteeflow stresses of three aluminium alloys
(AA6016-T4, AA5182-O and AA5182) by Aretz [19]. Gab@orrelations were obtained compared
to experimental results. The true stress-straipaiese of AA5182-O was modeled by Khan and
Baig [7] with a modified KHL model over a wide ramgf strain rates (IDto 1s') and
temperatures (23 to 200°C). In all these studiagjdning laws are typically identified from simple
tensile tests due to the difficulties in carrying advanced tests at high strains (bulge testdor..
these conditions of temperature and strain rat@itLhomogeneous equivalent strain observed in
tensile tests is generally below 20%, so a sigafficuncertainty remains on the identified law
ability to describe behavior of the material foghistrain levels and especially for forming limit
predictions (up to 50%).

In this work, to study the effect of the identifiathterial hardening model uncertainty on the
prediction of FLCs for an aluminium alloy 5086-H11kree very different constitutive models (a
power law, a saturation and a mixed model) are enoBased on the flow stresses obtained from
uniaxial tensile tests for a defined range of terapge and strain rate, the fitting parameterdef t
three models are identified. The hardening modedstlaen implemented into a Finite Element
model of the geometrical M-K model to determine BLIGr the same range of temperatures and
strain rates. The numerical results are then coedptr experimental FLCs obtained for the same
conditions. Finally, the role of the hardening misdsoupled with the procedure of calibration of

geometrical imperfection values of the M-K modetliscussed.

2 ldentification of the AA5086 thermo-viscoplastidoehaviour



2.1 Hardening models

In order to describe the thermo-viscoplastic betavof AA5086, three very different types of
hardening models are selected: a power law (Ludwitkpe) model, a saturation (Voce’s type)
model and a mixed type (H-V) model. The H-V mogebposed by Sung et al. [20], incorporates a
linear function a(T) which gives power law a high weight for low temgiteires and a predominant
role of saturation behaviour at elevated tempeeatuBased on the experimental stress-strain curves
and by considering the evolution of the relatecapaeters with forming temperatures and speeds,
the final proposed hardening models are shown irnlEq Eq. 3.

Ludwick’s model:

T =0,(T) + (K, — K T)gle g medn) (1)

Voce’s model:

g=0,(T)+ Ksexp(—K4T)\/1— exp{—K5 expK J)gp)?:zexp("w) @)

H-V model:

3)

Where £,and §p are respectively the equivalent plastic strain #mel equivalent plastic
strain rate. K, (i=0..9), n(i=0..2) and m(i=0..5 are material constants.

0,(T)is the initial yield stress varying with temperasir Its expression is given by:

—ol1-T T
aO(T)—ao[l T exg{Q[l T Dj (4)

Where 0,=134.6MPa is the initial yield stress at ambiemhgerature, T, .= 627°C is the



melting temperature arg@g=0.556.
2.2 Identification results

To identify the AA5086 hardening behaviour, unidxensile tests were carried out at different
temperatures (20, 150 and 200°C) and tensile spdeds0 and 100 mm/s). The details of the
uniaxial tensile tests were introduced in [6]. Tteeted specimen has a gage length of 80mm, a
width of 10mm and a thickness of 2mm. The testsewsarried on a servo-hydraulic testing
machine equipped with a dedicated heating devigpelmental results are shown in Figure 1 to
Figure 3. For AA5086, depending on the forming dbods (for low temperatures and strain rates),
Portevin-Le Chatelier (PLC) bands were observedclwmanifest as serrations in the hardening
curves. To facilitate the reading of Figure 1 tgufe 3, experimental curves have been smoothed
but the parameter identification has been performid raw data, without smoothing. With the
selected specimen, the three tensile speeds permeich a range of equivalent strain rates from
0.0125 to 1.258 By comparing the experimental flow stresses (gl to Figure 3), it is
noticeable that the mechanical response of AA588toi only dependent on temperature but also
on strain rate level. As an example, for a strairel close to 20% and for a temperature of 200°C,
the flow stress increases from 245MPa at 1mm/u¢Eid) to 280MPa at 100 mm/s (Figure 3). For
these conditions, the increase of flow stress wiitain rate is close to 15%. The temperature has a
softening effect on flow stress of AA5086. Flowests decreases with the increase of temperature
and the softening effect is emphasized for low fogrspeeds. The increase of flow stress with
forming speed is weak at ambient temperature (fstrain level close to 20%, flow stress value is
stable and is about 320MPa at 1mm/s (Figure 1)l&@tdmm/s (Figure 3)) but, as seen before, it

begins to play an active role when the temperatmehes the value of 200°C.



According to uniaxial tensile test results at difiet temperatures and strain rates, an initial set
of parameters was chosen for each forming condifitwe final set of optimized parameters for the
whole forming conditions was obtained by using adgnt based optimization algorithm by
minimizing the gap between the experimental flovestes and the predicted flow stresses. Based
on the optimization procedure, the final optimizetameters were determined together according
to the whole experimental flow stresses curvesaws in Table 1 to Table 3.

The comparisons between experimental data andgbeeldilow stresses with the three models
are shown in Figure 1 to Figure 3. All the threentified hardening laws give a reasonable flow
stress description for all the testing conditiornighin the measured strain range (below~18% for
uniaxial tensile tests). However they exhibit velifferent extrapolations for high strain levels
which are frequently encountered in FLDs. For Lutkid@ hardening model, the predicted flow
stresses all exhibit a monotonic increasing charaghile the Voce’s and H-V models both show a
saturation stress state at high strain levels, cghe at high temperature and low tensile speed.
Because the parameters are generally identified troiaxial tensile tests, a clear uncertainty exist
when hardening modeling is required for the preéoiicof FLCs at high strain levels. This point will
be discussed in the following section.

3 M-K predictive model
3.1 FE M-K model

The classical M-K model assumes an infinite sheét & planar macroscopic imperfection
region where heterogeneous plastic flow developd kmcalizes. Plastic flow localization is
accelerated by nucleation, growth and coalesceho@avocavities at the microstructure scale and
these phenomena are then considered by introdacmgcro-planar defect with maximum porosity
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[21]. Due to the difficulties for the mathematicahplementation of constitutive models, the
implemented yield functions and hardening lawsgameerally simplistic in classical approaches and
not always representative of the actual behaviduhe studied material. Based on the analytical
M-K theory, a FE model of the geometrical model wasposed by Zhang et al. [22] to determine
numerical FLCs. Due to the symmetry, only half loé tentire model is presented. The model is
meshed with hexahedral elements. The elasticityaWiehr of the material is defined with a
Young's modulus of 64000MPa and a Poisson’s raiti0.8. For the material properties, the three
identified hardening behaviours are tested foreddiit strain rates which correspond to the
measured strain rates of the Marciniak setup, teauné discussed in the next section. Isotropic and
anisotropic (Hill48) yield criteria are introducethe influence of the criterion is also discussed
hereafter. For the following results, the isotropliises criterion is used. As shown in Figure 4, the
initial imperfection value is defined by two difart thicknesses in zoree(ty) and zoneb (). In
this study,t, is set to 1 mm, different initial imperfection uak offo= ty/ t, can be obtained by
changing the value .

Due to the initial thickness imperfection, diffetemquivalent plastic strain evolutions are
measured in zona and zond. When the equivalent plastic strain incremenmperfection region
is 7 times greater than in homogeneous zohéf(/AEﬁZ?), localized necking is assumed to
occur and the corresponding principal strains efmant A (Z‘Z’Q,Z‘ﬁ) at that moment constitute one
limit point of the FLC. To cover the whole FLD, thmit strains with different strain paths can be
obtained by imposing different displacement ratinsthe in-plane directions. By means of
ABAQUS user-defined subroutines, advanced harderdaws and yield functions can be

implemented into the FE M-K model for a precisectigsion of the material behaviour.
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3.2 Influential parameters

Many research works about the theoretical M-K agialghow that the predicted forming limit
strains depend on several factors, such as therfegien orientationy, (Figure 4), the
imperfection valudy and the constitutive model of the sheet matefiagé critical angley, must
be chosen for determining the minimum limit strafos the negative strain path in the left hand
side of the FLD. The effect of imperfection valugdaconstitutive model will be widely discussed
in the last section of this work.
4 Results and discussion

To compare and validate the predicted FLCs, radiaXperimental results are essential. The
experimental FLCs for AA5086 at different temperatu(20, 150 and 200°C) and equivalent strain
rates (0.02, 0.2 and Fshave been determined from a Marciniak devicaipatn a servo-hydraulic
machine. The punch diameter is 40mm and the dieigad 5mm. The pictures at different times
were captured with a high speed camera and thmstad the specimen surface were calculated
from the DIC technique. By this method, the strate is not directly controlled by the machine, it
was impossible to have a real-time feedback ofstr&n measure. The punch speed is controlled
during the test and strain rate in the sample iasme=d after the test. The tested equivalent strain
rates (0.02, 0.2 and Jsare calculated by performing an average on te fperiod between the
middle and the end of the test. The details of ¢hecimens, the heating equipment and the
procedure to carry out the Marciniak tests at ébvéemperatures were introduced in details in [6].
4.1 Predicted FLCs with a constanft, value

In the literature, the imperfection valfieis defined at room temperature and remains constan
for all the forming conditions. From the framewark microstructure, Barlat and Richmond [21]
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have adopted a value of 0.996 f@IThe same value was also used by Abedrabbo et(jlfdd the
FLC prediction of AA5182-0 between 25 and 260°Cnétg for a first approach, this very classical
value is tested here. With the Ludwick’s hardermimgdel (Eq. 1) and the constant value of 0.996
for fo, the comparison between experimental and predicésults is shown in Figure 5.

The predicted FLCs show a good tendency for thepéeature sensitivity. But the predicted
FLCs deviate from experimental results, especiall20 and 150°C. An overestimation of all the
predicted FLG (major strain value under plane strain conditiea)ues is found. Besides, to
evaluate the strain rate influence on the FLCs ulith FE M-K model, the FLELhave been
determined by Ludwick’s model with differefit values at 200°C (Figure 6) for different forming
speeds. Whatever imperfection value is, a posgixan rate effect on the F@t 200°C is found,
which is not consistent with the experimental ressuindeed, a negative effect of strain rate on
formability is systematically observed for this mimium alloy [6].

At first sight, it seems to be difficult to find @nstant value for the imperfection for all the
tested forming conditions. It could be interesttngdetermine the appropriate imperfection factor
value for each condition and for each hardeningtiawiscuss the validity of the M-K model and
the influence of thermo-viscoplastic behaviour mgeof AA5086.

4.2 Calibration strategy

The calibration of the geometrical imperfectiigrhas been formulated as an inverse problem
and explained with more details in the previousknM@]. The calibration method is based on the
specific point in plane strain conditions (R)Gwvhich is frequently critical for the forming of
industrial parts. Moreover, in the M-K model, tipisint is not sensitive to the choice of the yield
criterion. The evolutions of the predicted Fl®alues at different temperatures with the
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calibrated at the three experimental temperatfives, strain rate of 25 are shown in Figure 7. The
predicted values give a rather good evolution tangevith the forming temperature. The minimum
FLCy is found between 100 and 150°C which coincidedallg with experimental observations
made at different forming speeds. Once more, ferlihdwick’s law, a calibration is required for
each temperature and a constant imperfection \dgdes not permit to reproduce the experimental
results.
4.3 Influence of the hardening law

In this section, from the three identified hardgnimodels, the validity of the predicted FLCs
determined witHy values calibrated under each forming conditiodissussed. The first objective
is to evaluate the correlation between the wholéreded FLCs and the experimental ones, and the
second is to verify if a calibration is really nesary for each forming condition, irrespective of
hardening law.
4.3.1 FLCs predicted with the Ludwick’s hardening nodel

The calibratedy values with Ludwick’s hardening model under eachmiog condition are
shown in Table 4. Clearly, the calibratgdralues vary with temperature and strain rate. \Widse
calibrated values, the predicted FLCs at diffeteniperatures and strain rates are shown in Figure
8 to Figure 10. Good formability predictions aresetved over the tested temperature and strain rate
ranges, especially for the left hand side of thenfiog Limit Diagram. The results prove that the
FE M-K model could be an efficient tool to predice FLCs under different temperatures and strain
rates on condition that the initial imperfectiorcaibrated for each forming condition but with ypnl

one point (FLG).
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4.3.2 FLCs predicted with the Voce’s hardening mode

The calibrated, values with Voce’s hardening model under each fiegncondition are shown
in Table 5. Unfortunately, it cannot give reasoegtiedictions of FLCs for high temperatures and
low forming speeds, even though the initial impetifen is almost set to 1. The predicted FLCs are
presented in Figure 11.

For a strain rate of Zsthe Voce’s hardening model gives a good predictibFLCs over the
tested temperature range. Compared with the FLEdiqgied by Ludwick’s model for the same
magnitude of strain rate (Figure 12), the Voce'sddei@ives a better prediction for the right hand
side of the FLD. The trend of the Ludwick’s lawtisunderestimate the experimental results while
the Voce’s law leads to an overestimation of theselts. This difference can be explained by the
two different characters of the hardening lawsdisb by the choice of the yield function. Indeed,
the yield function affects only the right hand sidethe FLD. To illustrate this purpose, the
comparison of the predicted FLCs from Ludwick’s ahace’s hardening models associated with
two vyield functions are shown in Figure 13, at 208ad 2. The anisotropy of this alloy is
relatively low in the plane of the sheet and doesspresent abnormal behaviour (for AA5086, its
biaxial yield stress is larger than uniaxial yiedttess), so Hill48 vyield criterion can give an
acceptable description of this anisotropy even ¢fiterion with two linear transformation tensors
(Bron and Besson) was shown to be better for tlateral [23]. Temperature effect is included in
the yield stress definition (Eq. 4) but we suppitse the shape of the yield function is not affdcte
by temperature, which is confirmed by the 2D-pletgh normalized stresses for different
temperatures in [8]. It is found that for the ridt@nd side of the FLCs, the Ludwick’s hardening
model associated with Hill48 (Table 6) yield fulcti gives a very good prediction, while for
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Voce’s hardening model, the isotropic von Miseddyfeinction gives the best predictions. For the
right hand side of the FLCs, the choice of thedyiinction remains strongly coupled with the

choice of the hardening model. Depending on thddrang model, the use of the anisotropic Hill48
criterion on forming limits, can improve or degratie numerical predictions. A complex and more
adapted yield function will give better results yiifl a precise hardening model is adopted. The
effects of yield function are the same for the ofbeming conditions, not presented here.

4.3.3 FLCs predicted with the H-V hardening model

The calibrated, values with H-V hardening model under each forngngdition are shown in
Table 7. The predicted FLCs at™2are presented in Figure 14. A rather good coicelats
observed at 20°C, while for high temperatures,pieglicted FLCs show an overestimation in the
right hand side, especially for equibiaxial strpaths. Similarly to the Voce’s hardening model, the
mixed H-V model is not able to predict AA5086 forilay at high temperatures and low forming
speeds.

As mentioned above, uncertainties exist for thantified parameters based on the uniaxial
tensile test data, especially at high strain levdlsese uncertainties are responsible for an
overestimation of the saturation effect of the Vaoel H-V models at high temperatures and low
forming speeds (Figure 1). With an overestimatetiraion, premature necking will develop,
which explains that the imperfection must be vanak to delay the onset of necking. For these
specific conditions, whatever the size of the infgeion is, it was impossible to correlate the
predicted and experimental forming limits by adjgtthe imperfection value. The different strain
hardening characters and the parameter uncertafritye proposed models lead to very different
calibrated imperfection values of the M-K model andhe same forming conditions. Uniaxial
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tensile tests are inappropriate to characterize rttagerial hardening behaviour for forming
applications. The identification of hardening paetens must be completed from experimental data
achieved at high strain levels. Bulge tests oriblaensile tests with cruciform specimens are more
appropriate since the measured equivalent straiel lean be two times larger than the one in
uniaxial tensile test.

5. Conclusion

Hardening behaviour of metallic sheets is usualgniified from uniaxial tensile tests. The
main purpose of this work was to evaluate the uaag#y on the forming limit predictions when the
classical uniaxial tensile test is used to evaltimethermo-viscoplastic behaviour of an aluminium
alloy for different forming conditions. Then, based uniaxial tensile test results at different
temperatures and strain rates, three very diffdrardening models have been proposed to correlate
the experimental curves. All the three hardeninglet® give a good flow stress correlation for the
whole temperature and strain rate ranges, for aivalgnt strain level below 20%. Due to the low
homogeneous strain level reached in uniaxial tensdst, great differences of flow stress
extrapolation appear at high strain levels betwberthree models.

With the identified hardening models, predicted Elate determined from the FE M-K model
and are compared to experimental FLCs. For a ghardening law, the calibrated imperfection
valuesfy of the M-K model vary with the forming conditiomghich limits significantly the use of
the predictive M-K model without any experimentatal Nevertheless, only one test in a plane
strain state for each condition is sufficient tdibrate precisely the model and to give an accurate
estimation of the whole FLC. For given forming ciiwhs, the imperfection value depends on the
choice of the hardening law: for example, at ambtemperature and for a strain rate of'2s
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f0=0.95 for Ludwick’s model, 0.99 for Voce model an®75 for H-V model. For some conditions
(high temperatures and low forming speeds), thara@bn effect of Voce and H-V models is
overestimated which leads to premature neckingstnodg difficulties in adjusting the imperfection
value of the M-K model. As shown, the choice of yiedd function remains strongly coupled with
the choice of the hardening model. As an example, use of the anisotropic Hill48 criterion,
instead of the isotropic Mises criterion, can imgr@Ludwick’s model) or degrade (Voce’s model)
the predicted forming limits.

In order to remove the strong uncertainty on thaiaghof the hardening model, tests at high
strain levels are required. This can be achieveith Wwulge tests or biaxial tensile tests with
cruciform specimens. A work is in progress and wdlpublished soon with the last device, for the
same material. The results presented on the twernagt laws (Ludwick and Voce) show that it
would be difficult to keep a constant valfyefor all the forming conditions. Maybe, this can be
explained by the definition of the macro-imperfentiof the M-K model which is directly linked to
the behaviour of the microstructure. Complex phesmanat the microstructure scale are certainly
affected by the forming temperature or strain eatd a solution should consist in expressing the
imperfection factor with temperature and straire riait order to make reliable the model on a wide

range of forming conditions with limited calibraticteps.
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Table 1

Optimized parameters of the proposed Ludwick’s rhode

Table 2

Optimized parameters of the proposed Voce’s model

Table 3

Optimized parameters of the proposed H-V model

Table 4

Calibratedfy values for the different forming conditions by lwidk’s hardening model
Table 5

Calibratedfy values for the different forming conditions by \é&& hardening model
Table 6

Parameter values of Hill48 yield function for AASD8

Table 7

Calibratedfy values for the different forming conditions by HRdrdening model
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Table 1: Optimized parameters of the proposed Lokiwimodel

K, (MPa) K,(MPa/°C) n, n,(1/°C) m, m (1/°C)

537.41 0.975 0.567 0.00072 0.000088 0.0319

Table 2: Optimized parameters of the proposed \focwdel

Ky (MPa)  K,(1/°C) Ky Ks(1/°C) m, m,(1/°C)

485.96 0.00453 0.943 0.009 0.000092 &031

Table 3: Optimized parameters of the proposed Hedeh

a, a,(1/°C) K, (MPa) n,
0.683 0.00253 633.11 0.613
K,(MPa) Ky m, m,(L/°C)

136.82 28.14 0.000093 0.0319
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Table 4: Calibrated} values for the different forming conditions by widk’s hardening model

Temperature (°C) Strain rate (1/s) Calibratdg
20 2 0.9507
150 2 0.97
200 2 0.9927
150 0.2 0.99
200 0.2 0.99985
150 0.02 0.99985

Table 5: Calibrated} values for the different forming conditions by \é& hardening model

Temperature (°C) Strain rate (1/s) Calibratdg
20 2 0.9908
150 2 0.997

200 2 0.99999
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Table 6: Lankford’s coefficients and Hill48 yieldgameters for AAS086

lo l45 l'9o F G H L M N

0.57 0.52 0.62 0.7 0.636 0.363 15 1.5 1.494

Table 7: Calibrated} values for the different forming conditions by HR@rdening model

Temperature (°C) Strain rate (1/s) Calibratdg
20 2 0.975
150 2 0.999

200 2 0.99995
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Figure captions
Figure 1: Flow stresses predicted by different hardening risod&h equivalent strain up to 50%
and comparison with experimental data at 1 mm/s.
Figure 2: Flow stresses predicted by different hardening risodéh equivalent strain up to 50%
and comparison with experimental data at 10 mm/s.
Figure 3: Flow stresses predicted by different hardening et®odith equivalent strain up to 50%
and comparison with experimental data at 100 mm/s.
Figure 4: FE M-K model.
Figure 5: Predicted FLCs by Ludwick’s model with const&0.996 and a strain rate of 2s
Figure 6: FLCy with different values ofy by Ludwick’'s model at 200°C.
Figure 7: Evolution of FLG with Ludwick’s model and for a calibration at @fent temperatures
(strain rate of 2%).
Figure 8: Predicted FLCs at 20°C with Ludwick’s model.
Figure 9: Predicted FLCs at 150°C with Ludwick’s model.
Figure 10: Predicted FLCs at 200°C with Ludwick’s model.
Figure 11: Predicted FLCs by Voce’s model at different terapanes and for a strain rate of'2s
Figure 12: Predicted FLCs by Ludwick’s model at different fmratures and for a strain rate of
2s™h,
Figure 13: FLCs predicted from Ludwick's and Voce’s modelghmilifferent yield functions at
20°C and 2.

Figure 14: Predicted FLCs by H-V model at different temperasuand for a strain rate of 2s
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Figure 1: Flow stresses predicted by different Bantg models with equivalent strain up to 50%

and comparison with experimental data at 1 mm/s.
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Figure 2: Flow stresses predicted by different Bantg models with equivalent strain up to 50%

and comparison with experimental data at 10 mm/s.

26



500

400

o
=
|b 200 -
o EXP_20°C
¢ EXP_150°C
s EXP_200°C
100 — Ludwick
——-Voce
S v
0 1 1 1 1 1
0 0.1 0.2 0.3 04 05

€

Figure 3: Flow stresses predicted by different Bantg models with equivalent strain up to 50%

and comparison with experimental data at 100 mm/s.

Figure 4: FE M-K model.
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Figure 5: Predicted FLCs by Ludwick’s model witmstantf,=0.996 and a strain rate of 2s
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Figure 6: FLG with different values ofy by Ludwick’s model at 200°C.
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Figure 7: Evolution of FLgwith Ludwick’s model and for a calibration at difent temperatures

(strain rate of 28).
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Figure 8: Predicted FLCs at 20°C with Ludwick’s nrebd
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Figure 9: Predicted FLCs at 150°C with Ludwick’saeb
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Figure 10: Predicted FLCs at 200°C with Ludwick’sdmsl.
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Figure 11: Predicted FLCs by Voce's model at défertemperatures and for a strain rate df 2s
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Figure 12: Predicted FLCs by Ludwick’s model afefiént temperatures and for a strain rate of

2st,
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Figure 13: FLCs predicted from Ludwick’s and Voceisdels with different yield functions at

20°C and 23.
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Figure 14: Predicted FLCs by H-V model at differeathperatures and for a strain rate ot.2s
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